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(ABSTRACT)

Wireless distributed computing networks (WDCNs) will become the next frontier of the wireless industry as the performance of wireless platforms is being increased every year and wireless industries are looking for "killer" applications for increased channel capacity. However, WDCNs have several unique problems compared with currently well-investigated methods for wireless sensor networks and wired distributed computing. For example, it is difficult for WDCNs to be power/energy efficient considering the uncertainty and heterogeneity of the wireless environment. In addition, the service model has to take account of the interference-limited feature of wireless channels to reduce the service delay.

Our research proposes a two-phase model for WDCNs including the service provision phase and the service access phase according to different traffic patterns and performance requirements. For the service provision phase, we investigate the impact of communication channel conditions on the average execution time of the computing tasks within WDCNs. We then discuss how to increase the robustness and power efficiency for WDCNs subject to the impact of channel variance and spatial heterogeneity. A resource allocation solution for computation oriented WDCNs is then introduced in detail which mitigates the effects of channel variations with a stochastic programming solution.

Stochastic geometry and queue theory are combined to analyze the average performance of service response time and to design optimal access strategies during the service access phase. This access model provides a framework to analyze the service access performance and evaluate whether the channel heterogeneity should be considered. Based on this analysis, optimal strategies to access the service nodes can be determined in order to reduce the service response time. In addition, network initialization and synchronization are investigated in order to build a multiple channel WDCN in dynamic spectrum access (DSA) environments. Further, an efficient primary user detection method is proposed to reduce the channel vacation latency for WDCNs in DSA environments.

Finally, this dissertation presents the complete design and implementation of a WDCN on COgnitive Radio Network (CORNET). Based on SDR technologies, software dedicated to WDCNs is designed and implemented across the PHY layer, MAC layer, and application layer. System experiments are carried out to demonstrate the performance issues and solutions presented in this dissertation.
This work is dedicated to Amy and Hong.
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Chapter 1

Introduction

Wireless distributed computing is an emerging area combining both wireless communications and distributed computing technologies. It is the means by which processing is shared among wireless devices in order to improve performance and exchange needed resources. The progress of wireless devices, the innovations of new applications in the wireless industry, and the increasing demands to support very complex applications with simple wireless devices provide the motivation for this research.

The evolution of computing and communication technologies makes distributed computing possible with wireless devices. Wireless industries have witnessed a dramatic increase of the computer processing capability of wireless platforms for the last ten years. Currently, main stream smart-phones have a CPU frequency around 1 GHz and 512M RAM [1]. The computing power of these mobile devices is comparable to the desktop computer ten years ago. In addition, wireless broadband technologies provide a high speed freeway for data distribution and collection. Further, energy efficient communication technologies reduce the overhead of communication power consumption while maintaining the required QoS, which is critical for wireless distributed computing.

Innovations in the wireless industry create a lot of opportunities and demands for future wireless networks. Wireless technologies, especially wireless personal access networks (WPAN), are used to collect utility data, distribute billing information, and transfer the status of the grid, as well as controlling information in the demand response and smart grid (DRSG) community. In cellular systems, Amazon’s e-reader Kindle is a good example of a content distribution network operating through wireless technologies. The future success of these distributed applications will be largely supported by wireless machine-to-machine (M2M) technologies which provide wireless connections for distributed nodes. Verizon and Qualcomm are working together to develop a solution named nPhase in order to provide a platform for M2M applications [2]. All of the other carriers, such as Sprint, AT&T, and T-mobile, have their own strategies to create new M2M applications and increase the revenue of their networks. Some researchers even propose integrating device-to-device (D2D) technologies into
LTE systems to boost capacity and support high data rate applications such as video [3]. These M2M and D2D applications are expected to be the next frontier in wireless [2]. Newly introduced innovations in the wireless industry involve the cooperation between computing functions and communication functions. Moreover, the Global Information Grid (GIG) provides an information access and sharing platform utilizing both commercial communication technologies and a military information infrastructure [4].

1.1 Wireless Distributed Computing Network

A wireless network has advantages as an access technology instead of a transmission technology. Compared to optical fiber systems, wireless networks do not perform well for long-range large-volume data transmissions, such as low energy efficiency, high error ratio, low capacity, and higher latency. Therefore most successful large area wireless systems adopt wireless links for their radio access networks and optical fibers for their core networks.

However, current commercialized hierarchical wireless systems are not efficient for localized traffic. For example, a cellular phone call needs to go a long distance and through multiple network elements to reach someone in another room within the same building. Moreover, interests of local information ($I$) can be represented as a decreasing gradient function of the range ($d$) from the location generating the information. For example, a severe weather event, such as a thunderstorm, normally has a scale of tens of miles and lasts several hours. People living within a certain range close to the event have the most effects from it. A better way to share local information is to keep the traffic local and reduce the distance between the information source and potential users.

In the author’s opinion, transferring a huge amount of data over a long distance with multiple hops may be not a good solution for these types of applications. The future of wireless communications is to improve local information collection, processing, storage, and sharing/access.

WDCNs will have the capability to provide an information service utility available everywhere like power and water today. In the future, It can group heterogeneous devices with wireless links. For example, the information is first collected by sensors which measure physical parameters and translate them into electrical signals. These electrical signals may be accessed, processed, and stored by computing devices in a distributed way. Anyone within a WDCN can access this information. Nodes within WDCNs can access and share not only information but also hardware and software with a unified file system. For example, a unique ID can be assigned to each resource using hash functions in order to identify the resource. Each node maintains a portion of the whole index table about the resource attached to itself and its neighbor nodes. Obviously, storage and process are both optional for hardware sharing.

The author’s concept of WDCNs is shown in Figure 1.1. There are four possible roles for
each node within a WDCN. Each node may play different roles in different service sessions in this cluster based flat network. Desired resources are attached to service nodes (SNs). Those requesting resource sharing are request nodes (RNs). Service request nodes (SRNs) are the agents between RNs and SNs within each cluster. SRNs also maintain a status table of all SNs within one cluster and are in charge of resource allocation and access control. Edge nodes (EN) relay the information flow from inside the cluster to the outside. In this way, the traffic is localized within a certain range. When needed, the local information may be exchanged over a long distance with existing hierarchical systems, such as WiFi or cellular systems.

A WDCN is a heterogeneous network. The heterogeneities of wireless links and devices combined with the new definition of the network utility impose strict performance requirements on data latency and reliability. Moreover, energy efficiency and power efficiency need to be investigated before WDCNs become practical. To support the network operation, research and development of resource allocation methods are required, which we will discuss briefly in the following sections.

1.2 Problem Statement

WDCNs have unique problems compared to traditional distributed computing and wireless communications, among which power management with joint communication and computing optimization, latency reduction, and system architecture are three important issues.
For each node, power consumption consists of two parts, computing power consumption and communication power consumption. If either the computing process or communication process dominates the power consumption, traditional power management for distributed computing or communication is used to design an efficient power management solution. Recent measurements of video conferencing on a mobile station show that the power consumption of the computing process and communication process can be at the same level for WDCNs [5]. Thus, a cross-layer energy efficient protocol needs to be designed considering two power consumptions at the same time. The communication power consumption is the price paid for distributing computation and should be reduced to the minimum. On the other hand, the communication rate should be fast enough to support the computing rate. This means the reduction of communication power consumption is constrained by the computing rate requirement. Thus a distributed cross-layer power-rate allocation scheme is an essential component of power management in WDCNs.

The concept of latency in WDCNs is different from wireless communications. The execution latency of a task in WDCNs is determined by the slowest node. The performance indicator of latency is the maximum latency among WDCN nodes instead of the average latency among nodes. In addition, the latency reduction in WDCNs is challenging with military radios, especially software defined radios [6]. Unpredictable latency may destroy the timing among components and compromise protocol designs.

The third problem is to create an effective system architecture, which includes the formulation, initialization, and resource discovery, as well as how to design fault-tolerance and security mechanisms. Although some lessons can be learned from traditional wired distributed computing, new approaches need to be created to handle a wireless channel with more uncertainty and less reliability. Recent progress of dynamic spectrum access (DSA) and cognitive radio (CR) offer an opportunity for the implementation of WDCNs. However, this requires some special consideration about the DSA environment.

As multi-core processors become prevalent, multi-threading programming is another new research challenge for the software of WDCNs. There are at least two processes for wireless distributed computing, the communication process and the computing process. The software implementation has to monitor, control, and maintain these two processes independently. In addition, because of the link uncertainty caused by the wireless channel, the CPU can be under utilized and still satisfy the delay requirement. The lower utilization leads to lower power consumption if CPUs run at a lower supply voltage and lower clock frequency [7]. Lower CPU utilization can be implemented by scheduling among multi-cores. Depending on different multi-core technologies, scheduling strategies may differ. It remains an open research question of how channel conditions influence scheduling multi-threads on multi-core CPUs in order to reduce power consumption.

The solutions for these problems may vary for different types of WDCNs since wireless distributed computing applications have different purposes and specifications. WDCNs can be grouped into three categories based on the purpose of different types of wireless distributed
computing applications.

- Class 1 WDCNs are utility oriented WDCNs, which include data collection networks such as wireless sensor networks (WSN) and smart grid networks.

- Class 2 WDCNs are computation oriented WDCNs, which include data processing computing such as distributed radio systems.

- Class 3 WDCNs are data oriented WDCNs, which include distributed data storage and sharing systems.

These three categories have different QoS requirements, power consumption models, and system assumptions. There is no one-size-fits-all solution for different kinds of WDCNs. For example, traditional dynamic voltage scaling may achieve more energy saving with Class 2 WDCNs compared to a Class 1 WDCN since Class 2 has a higher duty cycle and a larger portion of computing power consumption.

In addition, the service session can be divided into two phases including the service provision phase and the service access phase according to their different traffic patterns and performance requirements. A response from one service node (SN) is sufficient for a successful service request in the service access phase, while multiple responses and data transmissions from several SNs are required in the service provision phase. In addition, the duty cycle in service provision is higher than in the service access phase. Therefore, different strategies and actions are needed for these two phases in order to improve energy/power consumption and computing performance.

The different approaches for WDCNs compared to the traditional wired distributed computing networks are driven by the wireless channel. The random nature of the wireless channel is the challenging problem for WDCNs. The broadcasting nature of the wireless channel as well as the random location of nodes make interference mitigation a challenging problem. Moreover, the tradeoff between robustness and power efficiency becomes even more important for wireless nodes in WDCNs.

1.3 Background

1.3.1 Energy Efficiency

Significant research has gone into energy efficiency in both the wireless communication and distributed computing areas.

In the communications area, sub-threshold circuit design, high efficiency power amplifier, and new power supply technologies have been introduced to reduce energy consumption and
improve power efficiency [8][9][10]. In addition, adaptive modulation and coding, intelligent MAC, and energy-aware routing protocols help wireless networks improve energy efficiency [11][12]. Opportunistic transmission responding with power and rate adaptation saves energy and increases the robustness of communications for fading channels. Recently, dynamic programming and Markov models have been introduced for opportunistic transmission in order to improve the transmission power efficiency by adaptively changing the status among active, idle, and sleep modes [13][14][15]. Moreover, there is also some progress concerning multi-hop wireless networks in terms of energy efficiency and delay reduction [16]. The tradeoff between delay and capacity for wireless networks is currently an active research topic [17][18][19].

In the distributed computing area, server clusters exploit dynamic voltage scaling (DVS) combined with CPU scheduling for better energy efficiency [20][21][22][23]. Spatial and temporal heterogeneities are considered in the workload distribution to improve energy efficiency and robustness [24]. Advanced numerical algorithm design can reduce the energy consumption for large data set analysis, which reduces the computation load from a cubic function of the data size to a quadratic function when computing the inverse covariance matrices [25].

Increasing the system operation temperature is another promising energy saving technology [26]. A higher operation temperature was supposed to lead to a higher device failure ratio. The system operating temperature is normally controlled within a temperature range by a cooling system which consumes a large amount of power. However, recent experiments show there is no significant correlation between the temperature and the disk failure ratio [27]. The system operating temperature may be increased to reduce the power consumption of the cooling system, which will potentially benefit server farms.

There are two parts of power consumption for distributed computing: computation power consumption and communication power consumption (see Section 1.2). The ratio of these two modes of power consumption depends on the application as well as the platform design. In addition, computation power consumption can be proportional with respect to the computation load by DVS technologies, while communication power consumption is more related to the inter-connections links. Recently, flattened butterfly and dragonfly inter-connection topologies for energy-proportional inter-connection networks have been introduced to reduce communication power consumption by 85% for a wired data center. The communication power consumption in this system is more proportional to the amount of traffic it is moving, [28][29]. These techniques form virtual routers by grouping several routers to increase the radix, which can reduce the global diameter to one. Within the virtual router, a cheap electrical channel is used for local communication while optical fibers are used for the global channels among these virtual routers. These hierarchical topologies also avoid the problems of the conventional tree structure, such as bandwidth limits and increasing hop counts as packets travel up the hierarchy.
1.3.2 Performance Related Methods

In addition to energy efficiency improvement, system performance related technologies, such as the wireless network capacity scaling law, queue and scheduling theory, multi-core technologies, and implementation software, are important tools to evaluate and design WDCNs.

When modeling wireless network capacity, researchers noticed that interference, the propagation index, and node locations cause different choices of network topologies and cooperation strategies to maximize the network capacity [30][31][32][33]. The development of interference alignment removes the requirement of spatial reuse and approaches a linear scaling of network capacity for the high SNR region [34]. It is still arguable whether network capacity has a linear scaling law or a square root scaling law [35]. One of the other emerging research trends is to use non-equilibrium theory to model the dynamic performance of wireless networks. Instead of considering the average performance from zero to infinity, researchers evaluate the performance, such as convergence rate, complexity, etc., within a limited time and amplitude scale [36]. Recently, random graph and stochastic geometry have been used to model the interference of wireless networks to find the optimal solution to enhance the performance by integrating the location, fading, and protocols [35].

For computing theory, queue theory is used to model the service delay performance for network systems [37]. Randomized workload allocation frameworks, such as the ball and bin model, large deviation theory, fluid model, etc., can be used to find both the limiting bound and dynamic characteristics of the service process [38]. It is not surprising to see that the service process can also be modeled with differential equations and Markov chains [39].

One of the major advantages of WDCNs is the execution time speedup for computing tasks with cooperation among multiple nodes. Depending on different multi-core and multi-thread technologies, the speedup performances are different. Speedup is defined in term of the number of cores \( n \) used in parallel implementation as

\[
\text{Speedup} = \frac{Time\text{\_best\_sequential}}{Time\text{\_parallel\_implementation}(n)} \tag{1.1}
\]

where the numerator is the execution time for the best sequential implementation and the denominator is the execution time of the paralleled implementation. Amdahl claimed this function can be represented as [40]

\[
\text{Speedup} = \frac{1}{S + (1 - S)/n} \tag{1.2}
\]

where \( S \) is the time spent on executing the serial portion of parallel implementation and \( n \) is the number of cores. This equation assumes that the program takes one unit of time to execute the sequential algorithm. When \( n \rightarrow \infty \), the speedup has the upper bound of \( 1/S \), which indicates that reducing the portion of the serial part of the implementation is much more important than adding more cores/threads to speed up the program.
When including the overhead of adding threads and the communication between threads $H(n)$, the speedup equation turns out to be

\[
\text{Speedup} = \frac{1}{S + (1 - S)/n + H(n)}
\]

which indicates a poor parallelization can potentially slow the performance. Amdahl’s law is a good approximation of speedup performance for hyper-threading technologies (HT) of CPUs since HT has a shared cache among different cores. It is also a good tool to describe the speedup performance for WDCNs when the wireless nodes share the channels.

However, a scaled linear speedup equation, Gustafson’s law, developed in the late 1980s shows the real potential of parallel computing as

\[
\text{Scaled Speedup} = n + (1 - n) \times S
\]

where this equation assumes the computing problem size increases as the number of cores increases [41]. Moreover, multi-thread technologies can be combined with a virtual machine to combat the network churn [42].

For implementation tools, SDR, dynamic spectrum access (DSA), and cognitive radio (CR) are the enabling tools for WDCNs. By moving physical layer functions from the hardware to the software domain, SDR offers an unprecedented level of flexibility in radio development and operation, which can facilitate the research and development of WDCNs. The radio RF parameters and even the protocols are reconfigurable for SDR. In addition, DSA measures the spectrum usage and dynamically accesses radio channels when a white space of spectrum is recognized. Further, CRs have the cognition to learn from their experience and make the optimal decisions about radio and network configurations based on its observation. These capabilities are extremely useful for WDCNs considering the heterogeneous nature of wireless links and devices.

1.3.3 Tradeoffs

There are two important tradeoffs for WDCNs, one is the tradeoff between energy and delay performance, the other is the tradeoff in the system architecture. The most important tradeoffs for WDCNs are among energy/power consumption, energy/power efficiency, and delay performance. Without careful design, the reduction of power consumption does not necessarily lead to a reduction of energy consumption or a increase of energy efficiency. Energy efficiency is the normalized energy consumption, which is equal to the product of the power consumption and execution time, normalized by the traffic load.

\[
\text{Energy Efficiency} = \frac{(\text{Power Consumption}) \times (\text{Execution Time})}{\text{Traffic Load}}
\]

Inverse of this energy efficiency gives another definition used in some literatures. For DVS technologies, power consumption has a polynomial relation with the clock frequency of the
CPUs. The scaling down of voltage or frequency increases the execution delay and reduces the power consumption.

Power efficiency is the ratio between power consumption for a certain purpose and the total power consumption.

\[
Power \text{ Efficiency} = \frac{Useful \text{ Power}}{Total \text{ Power}} \tag{1.6}
\]

For example, power efficiency for a WDCN can be defined as the ratio between the computation power consumption and the total power consumption. An optimal power allocation for WDCN only allocates enough power for communications and puts as much power as possible into the computation, which is called a power efficient solution. Again, the power efficient scheme normally may not lead to the delay optimal solution. However, the delay requirement varies from application to application. An energy efficient and power efficient solution satisfying the QoS requirement may exist if the channel conditions are carefully considered [45].

The Lyapunov method can provide optimal delay performance with guaranteed energy consumption for time varying wireless networks. Paper [46] introduces a virtual queue model for a power constraint in order to transform time average inequality constraints into the queue stability problem. It defines conditional Lyapunov drift as the sum of squares of the queue backlog. Then the bound on the drift-plus-penalty is computed, based on which the policy to minimize this bound can be designed, such as the max-weight algorithm. This drift-plus-penalty method offers a performance bound of \(O(1/V), O(V)\) where \(V\) is a constant multiplier for the penalty term. Unfortunately, the solution is highly complex for wireless networks with interference [47] which makes this method more suitable for the opportunism TDMA protocol by only allowing one transmission, for each slot, from the node with the highest weighted rate.

The second important design choice is the network architecture, especially the tradeoff between the number of hops and the length of a hop. It is interesting to notice that both wireless networks and wired networks have this tradeoff. In the computer science field, researchers have found that it is more efficient to use increasing pin bandwidth by creating high-radix routers with a large number of narrow ports instead of low-radix routers with fewer wide ports [29]. For WDCNs, more hops increase the delay but reduce interference. Long hop length reduces the number of hops but is much more open to interference. This indicates that a hierarchical network structure based on clustering may be energy efficient for WDCN applications if the cluster size and the hierarchical layers are also carefully selected [31][33]. Some researchers show that there is actually a transition point after which multi-hop is a better choice than single hop [48]. In addition, researchers from both areas agree that the link design among nodes can be more energy efficient by choosing optimal data rate and channel equalization technology [28][49].
1.4 Contributions

Research and development in this dissertation intend to provide not only a system/network level design but also analysis for individual underlying technologies. This research makes the following contributions:

- It identifies the major research challenges for WDCNs: how to consider the impacts of large scale channel heterogeneity on power efficiency and delay performance. Several methods to solve the problem are proposed. Detailed explanations and quantitative results are provided. The results show that both the mean and variation of the channel condition should be considered for workload allocation.

- It proposes a cross-layer resource allocation method dedicated to WDCNs that considers communication power consumption, computing rate, and computing workload together. A two-time scale framework is proposed in order to improve power efficiency and computing robustness.

- It analyzes the performance of service response time with a novel framework combining node geometry, protocol, and queue theory. It presents the analysis of the impacts of the wireless channel, protocol, and workload arrival density on service access performance, which provides a service model for WDCNs.

- It addresses practical issues for network initialization and synchronization. Contention history is used to build multi-cluster and multi-channel WDCNs.

- It presents a primary users detection method based on support vector machine (SVM) for WDCNs in a dynamic spectrum access environment.

- It designs and implements a software radio based WDCN example which makes an experiment study of the channel impacts on WDCNs feasible. The example illustrates the key performance issues for WDCNs and their solutions with experimental data.

1.5 Dissertation Organization

The main body of this dissertation is organized into seven chapters discussing the service access phase and the service provision phase as shown in Figure 1.2. While Chapter 2 and Chapter 3 present the research challenges and their solutions for the service provision phase, Chapters 4 to 6 are dedicated to the service access phase. An example of WDCN on CORNET is presented in Chapter 7. Chapter 8 concludes the dissertation.

The dissertation starts in Chapter 2 with an investigations into the impacts of channel variation on power efficiency and delay performance for WDCNs. It has been found that the
delay performance of wireless distributed computing is influenced by both the average channel condition and the variation of channels. In addition, the impact of channel heterogeneity is also investigated to show the possibility of the optimal workload distribution for energy saving and robustness. Based on these analyses, a workload distribution approach exploiting the spatial heterogeneity of the channel condition is proposed to balance energy efficiency and robustness.

Chapter 3 introduces a power-rate-workload allocation scheme for the service provision phase. A detailed cross-layer resource allocation solution for computation oriented WDCNs is introduced. By maximizing the network computing capability and minimizing the communication power consumption, the majority of the power supply can be used to support the computing process. With less of the workload allocated to nodes with slower computing rates, the robustness of the average execution time could be improved. Next, this chapter introduces a two-time-scale framework to combine these resource allocations together.

Chapters 4 to 6 focus on performance in the service access phase. Chapter 4 explores the performance issues of the service access model by combining the interference model, the protocol model, and the queueing model. This chapter provides a framework to analyze the service access performance of WDCNs, especially the average service response time. It also introduces optimal access strategies for multiple server cases in WDCNs. A special case is studied where the performance of two SNs speeds up when compared to methods that do not consider channel heterogeneity. A numerical method is used to find the optimal policy for the case with more than three SNs.

The recent progress of software defined radio (SDR) and dynamic spectrum access (DSA)
provides a powerful implementation tool for WDCNs. However, the application of these two in WDCNs is a challenging research problem. Chapters 5 and 6 intend to shed light on this issue. Due to heterogeneous wireless links and different communication protocols among nodes, reconfiguration capability is essential. Although software defined radio may leverage this problem to some extent, how to synchronize the reconfiguration process in a dynamic environment with heterogeneous nodes remains an open problem. Chapter 5 describes a network initialization and synchronization method for WDCNs, especially those based on SDR technologies. It first discusses the reconfiguration requirements of WDCNs. Then, the design challenges for logic clock synchronization are introduced and analyzed in terms of the lower bound and practical design. A method for SDR based WDCNs is proposed to form a multiple-cluster and multiple-channel network without a significant increase of time complexity compared with the reference design.

After a brief review of research progress in signal detection and classification, Chapter 6 describes WDCNs in a DSA environment. It proposes an approach to detect the primary user during the communication of the secondary users using the concept of interference detection in the presence of a desired signal. The detection problem is first formulated as a multi-class classification problem. The pattern with medium bit error rate (BER) and low interference to signal power ratio (ISR) is identified as the most difficult case. A classifier based on support vector machine (SVM) is proposed to solve the problem.

Based on the above enabling technologies, Chapter 7 presents the design and implementation of WDCNs using COgnitive Radio NEtwork Testbed (CORNET). The resource allocation ideas are implemented using SDR technologies. It then presents the performance experiment results which match the analysis results in previous chapters. The combination of SDR and multi-process programming lay a foundation to implement all kinds of WDCNs with different computing applications in the future.

The last chapter concludes the dissertation and looks forward to some future research.
Chapter 2

The Impacts of Channel Variations on WDCN

2.1 Introduction

Wireless distributed computing based on hand-held platforms has several unique problems compared with currently well investigated wireless sensor networks. These problems include the impact of channel variation on power allocation, different traffic pattern with higher utilization, and more restricted delay constraints. This chapter investigates the impact of communication channel conditions on the average execution time of the computing task within WDCNs. It has been found that the delay performance of wireless distributed computing is influenced by both the average channel condition and the variation of channels. In addition, the impact of channel heterogeneity is also investigated to show the possibility of the optimal workload distribution for energy saving and robustness. Finally, a workload distribution approach exploiting the spatial heterogeneity of the channel condition is proposed to balance energy efficiency and robustness.

Significant research has gone into workload balance for power efficient distributed computing. Server clusters with efficient power management can save millions of dollars each year [52]. The computing speed can be adjusted to balance mean response time and mean energy consumption [53]. Platform heterogeneity is exploited to build power efficient data centers [54]. Because of the heterogeneity of the system, the work load needs to be balanced, based on the availability of computing power [55]. To balance the workload, the prediction of execution time is estimated by considering the available power and the channel impact [56]. In addition, a lot of energy efficient designs are proposed for distributed wireless networks, especially for wireless sensor networks and ad-hoc networks [57]. Few papers discuss the combination of power allocation and workload distribution for a WDCN task in a heterogeneous enviroment.

In wireless distributed computing, a wireless communication process serves the distributed
computing process. One of the problems is how much power consumption it takes for communication process to guarantee a robust information exchange amongst nodes in a timely manner. The communication power consumption is actually the “transportation” price paid for distributing computing. The nodes with poor channel conditions have to spend more power to maintain reliable communications. If more power is consumed by the communication process, the less power can be used by the computing process. Therefore, the total computing capability of the cluster is determined by the maximum computing power excluding the communication power from the total power supply. Lower computing power may lead to weaker network computing capability. In addition, the channel variation makes the robustness of the network fragile since the delay performance in wireless distributed computing is determined by the maximum delay instead of the average delay as in traditional wireless communication systems.

The rest of this chapter is organized as follows. Section 2.2 discusses the system assumptions and commonly used techniques in wireless computing networks. Section 2.3 presents the impact of channel variation and a workload distribution algorithm. Simulation results in Section 2.4 demonstrate the improvement of robustness and energy efficiency with the proposed approach. Section 2.5 concludes the chapter.

### 2.2 System Assumption

In a WDCN, the distributed service nodes, which provide computing resources, are around a client node. The client node distributes its workload to service nodes and wait for the processed data. The channel variation or shadowing loss of each link is assumed as an i.i.d. random variable with log-norm distribution. We only consider single-hop wireless network without random locations of nodes, interference among links, and the buffer/queue process. The capabilities of the communication process and the computing process are constrained by the power supply when the wireless channel is not bandwidth-limited. The execution time of the computing task is determined by the maximum execution time among links, because the computing task is completed only after the client node receives all the processed data from the service nodes in a WDCN.

#### 2.2.1 Power Supply

We consider two types of power supplies: battery and solar power. Most current mobile terminals use batteries as their power supply. For mobile terminals, the computing process power increases according to Moore’s law, doubling within 18 months, while the increase of the battery capacity will be only about 80% within next ten years [58]. At some point in the future, the battery capacity may not support a powerful mobile station without frequent charging. Power efficient mobile terminals will leverage this constraint to some extent. The
other solution is to use renewable energy, such as solar power. Some cell phone vendors have started to develop solar-powered handsets [59]. In military applications, the solar soldier concepts have been proposed to satisfy the power requirement for missions longer than 48 hours. The main functionality of solar power is to extend the interval between two adjacent battery chargings. Power efficient designs are still needed to extend the battery life.

Although solar power can generate sustainable power supply, the output power is still too small for each node to support a complex computing task. WDCNs may group the nodes together to fulfill the request task and exploit power as much as possible with an efficient power management scheme.

2.2.2 DVS and APC

Dynamic voltage scaling (DVS) is commonly used to increase the power efficiency of the computing components, especially CPUs [60]. The fundamental units for modern digital circuits are transistors. The power consumption of transistors includes a static power consumption component and a dynamic power consumption component, which can be described as

\[
P = P_{\text{static}} + P_{\text{dynamic}}
\]  

(2.1)

Static power consumption is due to a leakage current when the applied voltage is smaller than the "turn-on" voltage and no current is supposed to flow through the transistors. Dynamic power consumption or switching power consumption can be expressed as in [60]

\[
P_{\text{dynamic}} = CV^2f
\]  

(2.2)

where \( C \) is the capacitance being switched per clock cycle, \( V \) is the applied voltage, and \( f \) is the clock frequency. A faster switching frequency or computing clock frequency can be supported with higher applied voltage. When the computing burden is light, the voltage and clock frequency can be switched to a low level to save power. Since the increase of clock frequency is accompanied with an increase of voltage, the dynamic power consumption is actually proportional to a low-order polynomial function of clock frequency. In practice, this relationship can be modeled by a curve fitting using the measured data.

Adaptive power control (APC) is used to match transmission power to the channel condition [63]. When the channel availability is poor, a higher transmission power is used to satisfy the constraint of error performance. When the channel availability is good, the transmission power is reduced to save power consumption.

The goal of power efficiency is to use the optimal amount of power needed for the computing process or the communication process. DVS and APC technologies shown above can achieve this goal separately for the computing process and the communication process. The choice of the optimal power allocation scheme balances the tradeoff between power and delay performance as well as robustness of the network.
2.2.3 Delay Hiding

Overlapping of computing and communication processes have been shown to improve the power efficiency of iterative computing jobs [61]. There is also the issue of transmitting while computing or transmitting after computing. To improve delay performance further, delay hiding techniques hide the delay of the fast process behind the delay of the slower processes to reduce the total execution time. This is feasible when the power supply can support the communication process and the computing process simultaneously. In this paper we consider only the transmission delay and the computing delay. The queue delay and propagation delay are ignored for simplicity of analysis. The queue delay can be added to the framework by adding the power consumption model for the memory access bounded computing task [54]. It can be shown that the transmission delay $\tau_t$ is inversely proportional to the transmission power $P_t$, and the computing delay $\tau_c$ is inversely proportional to the $\left( P_c \right)^{1/n}$, where $P_c$ is the computing power and $n$ is the order of a polynomial equation 2.5. The delay for node $i$ with total power of $P_0$ using the delay hiding technique can be represented as

$$\tau_i = \max(\tau_t, \tau_c)$$

$$= \max \left( \alpha_t / (\lambda P_0), \alpha_c / (1 - \lambda) P_0 \right)^{1/n}$$

(2.3)

where $\lambda \in [0, 1]$ is the power allocation policy between the computing process and the communication process, $\alpha_t$ and $\alpha_c$ are system parameters. Since $\tau_t$ is a monotonical increasing function and $\tau_c$ is a monotone decreasing function, it can be shown that the optimal power allocation for $\min \tau_i$ satisfies $\tau_c = \tau_t$ as shown in Figure 2.1. In an $N$ node wireless dis-
tributed computing scenario, the execution time of a completely parallel computing task can be represented as

\[ T = \max_{i=1,2,...,N}(\tau_i) \]  \hspace{1cm} (2.4)

The delay performance in wireless distributed computing is determined by the node with the slowest rate. This is different for the communication system whose metrics are average performances, such as average delay or average throughput. As we will see in Section III, the variance of the channel condition will impact the average execution time.

### 2.2.4 Traffic Pattern

The power saving techniques and workload distribution have been well investigated for wireless sensor networks and ad-hoc networks [57] [62]. One of the differences compared to WDCN is the traffic pattern. Distributed computing has a higher duty cycle and higher CPU utilization, which uses more power consumption than wireless sensor networks. The ratio of transmission and idle status in the communication process for WDCN is much higher than for a sensor network. The static power has less impact on the communication power consumption compared with a sensor network. For the computing process, if we denote the CPU utilization as \( \mu \), the average computing power is

\[ P_{\text{ave}} = \mu P_{\text{active}} = \mu CV^2 f \approx af^n. \]  \hspace{1cm} (2.5)

The traffic pattern will influence the relationship between average power consumption \( P_{\text{ave}} \) and clock frequency \( f \) by varying the coefficients \( n \) and \( a \), which will also impact delay performance.

### 2.3 Workload Distribution

The communication process takes more power to mitigate the channel variation compared with AWGN channels [63], which results decreased available power for the computing process and increased execution time. Moreover, the workload cannot be changed when the channel is changing and the available computing power is varying once it is assigned to a particular node. Therefore, statistical parameters, such as the variance of the large scale path loss, should be used for workload distribution decisions.

In this section, we first define the models for the communications process and computing process. Then we introduce how to find the relationship between the channel variation and the execution time. Finally, the workload allocation algorithm is proposed.
2.3.1 Communication Process

Transmission power for the communication process can be expressed as shown in [63]

\[ P_t = (1 + \zeta)P_r \left( \frac{(4\pi)^2d^\kappa}{G_r G_t (C/f)^2 M_l} \right) \]

\[ = K d^\kappa P_r \quad (2.6) \]

where \( K = (1 + \zeta) \left( \frac{(4\pi)^2}{G_r G_t \lambda^2} M_l \right) \), \( \zeta \) is the ratio between static power and transmission power and represents the extra static power consumption, \( P_r = E_b R_b \) is the received power, \( d \) is the distance of the wireless link, \( \kappa \) is the propagation index which is related to the environment, \( G_r \) and \( G_t \) are the receiver antenna gain and transmitter antenna gain respectively, \( f \) is the carrier frequency, \( C/f \) is the wavelength of the system, and \( M_l \) is the link margin. To support a reliable communication link, for un-coded M-QAM without pulse shaping, the error performance follows the standard bit error constraints for M-QAM signal as shown in [63]

\[ P_e \leq \frac{4}{b} \left( 1 - \frac{1}{\sqrt{2^b}} \right) Q \left( \sqrt{\frac{3E_b}{(2^b - 1)N_0}} \right) \]

\[ \leq \frac{4}{b} \left( 1 - \frac{1}{\sqrt{2^b}} \right) e^{-\frac{3E_b}{(2^b - 1)N_0}} \quad (2.7) \]

where \( Q(x) = \int_x^{\infty} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du \), \( b = \log_2(M) \). \( E_b \) and \( N_0 \) are bit energy and noise spectrum density, respectively. By approximating the bound as an equality, we obtain

\[ \frac{E_b}{N_0} = \frac{1}{3} (2^b - 1) \log \left( \frac{4(1 - 1/\sqrt{2^b})}{b P_e} \right) = r(b). \quad (2.8) \]

If the bandwidth is \( B \), the transmission rate is \( R_b = bB \), and the required receiving power is

\[ P_r = E_b R_b = N_0 b B r(b). \quad (2.9) \]

Therefore, to support a reliable communication link, the transmission power must be

\[ P_t = K d^\kappa P_r \]

\[ = K N_0 b B d^\kappa r(b) \quad (2.10) \]

Thus the transmission power is a function of system parameter \( K \), receiver design \( N_0 \), modulation scheme \( r(b) \), bandwidth \( B \), node location \( d \) and wireless environment \( \kappa \). If we consider the channel variation, the transmission power can be expressed as

\[ P_t = K N_0 b B d^\kappa r(b) e^{\ln 10} \]

\[ = K' e^{\ln 10} \quad (2.11) \]
where $K' = K N_0 B d^r(b)$. The variation of channel path loss $L_v = e^{x \ln 10}$ can be modeled as a lognormal distributed random variable, or $x \sim N(0, \sigma_v)$. This is the large scale path loss variation. Extra power is required to maintain the reliable communication to a certain level, or outage probability. Here, we assume a perfect power control, that is, an exact extra transmission power of $\delta P = 1/L_v$ is added to transmission process. The delay for the communication process with the transmission workload $W_t$ is given by

$$\tau_t = \frac{W_t}{b B} \leq \tau_0.$$  \hspace{1cm} (2.12)

where $W_t$ is the amount of transmission data for computing process. $\tau_0$ is the delay requirement.

### 2.3.2 Computing Process

To guarantee a reliable communication process, the transmission power has to be controlled to follow the channel variation. As a result of this, the computing power is a random variable because the sum of transmission power and computing power is constrained by the total power supply of each node. From (3), (5), (11), the delay of the computing process can be shown as

$$\tau_c = \frac{W}{(P_0 a)^{1/n}}$$

$$\approx \frac{W}{(P_0 (1 - \lambda e^{\ln 10}) a)^{1/n}}$$

$$\approx \beta_0 \left(1 + \frac{\lambda}{n} e^{\ln 10}\right)$$

$$\approx \beta_0 \approx \beta_0 + \beta_c e^{\ln 10}.$$  \hspace{1cm} (2.13)

where $\beta_0 = W(a/P_0)^{1/n}$, $\beta_c = \frac{\lambda \beta_0}{n}$, $W$ is the computing workload, and $\lambda$ defined in 2.3. The delay consists of two terms, a static term $\beta_0$ and a varying term $\delta \tau_c = \beta_c e^{\ln 10}$. The probability density function (pdf) and cumulative density function (cdf) of $\delta \tau_c$ can be shown as

$$f(\delta \tau_c) = \frac{1}{\sqrt{2\pi} \sigma_v \ln 10 \beta_c} e^{-\left(\frac{\log_{10}(\tau_c/\beta_c)}{2\sigma_v}\right)^2}$$

$$F(\delta \tau_c) = \int_0^{\tau_c} f(x) dx = Q(\log_{10}(\tau_c/\beta_c))$$  \hspace{1cm} (2.14)
Figure 2.2: The two-step workload allocation considering robustness. $N = 100, W = 1000, n = 2, \lambda = 0.2, (P_0/a) = 1$. The first step makes $T_i$ the same for all the nodes; The second step makes $T_i + \sigma T_i$ the same for all the nodes.

The delay of computing process is varying due to the term of $\delta \tau_c$. This will potentially increase the variance of execution time when the channel variances $\sigma_v$ are different among links.

### 2.3.3 Prediction of the Average Execution Time

The execution delay of the computing process for node $i$ can be expressed as

$$\tau_i = \beta_{0,i} + \beta_{c,i} e^{x_{ln10}}$$

(2.15)

where $\beta_{0,i} = W_i \left( \frac{x}{P_0} \right)^{1/n}$, $\beta_{c,i} = \frac{\lambda \beta_0}{n}$. $W_i$ is the computing workload for node $i$, and $\beta_0$ is the system constant defined in 2.13. The mean and variance of $\tau_i$ can be shown to be

$$T_i = \beta_{0,i} + \beta_{c,i} e^{\frac{x_{2ln10}}{2}};$$

$$\sigma^2_{T_i} = \beta^2_{c,i} e^{(\sigma_v ln10)^2} (e^{(\sigma_v ln10)^2} - 1).$$

(2.16)

Both the mean and variance of execution time are functions of the channel variance $\sigma_v$, which may vary from link to link. We assume $\sigma_v$ is a i.i.d random variable with a uniform distribution to represent the channel heterogeneity.
2.3.4 Workload Distribution Algorithm

The workload allocation can be used to mitigate the impact of channel variation on the delay performance and energy efficiency by allocating more workload to the nodes with better channels. The optimal workload distribution in term of minimum execution time is the solution to the following programming problem

\[
\text{minimize} \quad (\max(\tau_i)), \quad i = 1, 2, 3...N
\]

\[
\text{subject to} \quad \sum_{i=1}^{N} W_i = W
\]

\[
P_{c,i} + P_{t,i} = P_0
\]

(2.17)

where \(\tau_i = \max(\tau_{c,i}, \tau_{t,i}) = \max \left( \frac{W_i}{(P_{c,i}/a)^{\frac{1}{n}}} \cdot \frac{W}{P_0} \right)\). \(P_0\) is the power supply.

A heuristic solution which strives to have all nodes finish around the same time is to distribute the workload \(W_i\) proportional to the term \(A_i(t) = (1 + \frac{\lambda e^{\frac{\sigma^2}{2}}}{{2}^{\frac{\sigma^2}{2}}})^{-1}\) and let \(T_0 = T_1 = T_2 = ... = T_N\). Then the workload \(W_i\) is adjusted by \(\delta W_i\) considering \(\sigma_v\) to make

\[
T_1' + \sigma_{T_1}' = T_2' + \sigma_{T_2}' = ... = T_N' + \sigma_{T_N}'
\]

(2.18)

The results of similar idea in a wired system showed that the adjusted workload \(\delta W_i\) can be calculated by solving linear equations [55]. One result of this workload distribution is shown in Figure 2.2 which shows the two-step workload allocation, \(T_i + \sigma T_i\) for each node satisfies the Equation (2.18).

Equation (2.18) improves the delay and robustness performance without considering energy efficiency. From (2.13)-(2.16), the nodes with longer \(T_i\) will also have larger \(\sigma T_i\) and drain more transmission power, which leads to less available power for the computing process. In other words, it is not energy efficient for some of the nodes with bad channel conditions to join WDCNs. We can choose the nodes with better channel conditions and pay a smaller price for reliable communications, which will improve the energy efficiency for the WDCNs. The possible solution is to choose the nodes with the smallest \(T_i\) satisfying the delay constraint until all the workload can be accommodated. The other possible solution is to form a WDCN first with all the nodes, then eliminate the nodes with higher channel variations, and distribute their workload to others. Compared with the first solution, the second one has lower overhead complexity.

The normalized average energy consumption per bit for the proposed algorithm can be
approximated with Jensen’s inequality as
\[
E = E \left\{ \frac{\sum_{i=1}^{N} P_i \tau_i}{W} \right\} \\
\approx E \left\{ \frac{P_0 \sum_{i=1}^{N} \tau_i}{W} \right\} \\
\geq \frac{P_0 \sum_{i=1}^{N} E\{\tau_i\}}{W}
\] (2.19)

where \(N\) is the number of nodes, \(P_0\) is the total power for each node, and \(W\) is the total workload to be accomplished. The actual power consumption \(P_i\) can be approximated by \(P_0\) considering \(\tau_c = \tau_t\). Therefore, the minimum amount of energy efficiency is equivalent to the minimum of \(\sum T_i\). To improve the energy efficiency by removing the \(N_{th}\) node from the network requires

\[
\sum_{i=1}^{N} (T_i) \geq \sum_{i=1}^{N-1} (T'_i)
\]

\[
\iff \frac{1}{A_N} \geq \sum_{i=1}^{N-1} \frac{1}{\sum_{i=1}^{N-1} A_i}
\] (2.20)

where \(T'_i\) is the new average execution time for node \(i\) after removing node \(N\) with the largest \(\sigma_v\) from the network. Since the available power for the computing process for each node has the relation of \(0 < A_N < A_{N-1} < A_{N-2} < \ldots < A_1\), this inequality is always satisfied.

The workload for Node \(N\), \(W_N\), will be allocated among \(N - 1\) nodes according to their average channel condition once the \(Nth\) node is removed from the network. The new maximum execution time is

\[
\max_{i=1...N-1} (T'_i) = \max_{i=1...N} (T_i) + \delta T
\]

\[
= \max_{i=1...N} (T_i) + \frac{W_N}{\sum_{i=1}^{N-1} A_i}
\]

\[
> \max_{i=1...N} (T_i)
\] (2.21)

Then the \(\max(T_i)\) becomes even larger after re-distributing the workload considering \(\sigma_T\). Therefore removing nodes with larger channel variation from the wireless distributed computing networks will degrade the mean network execution time, or \(\max \{T_i\}\). However, it will reduce the variance of the execution time.

The proposed power and workload allocation algorithm is as follows:

1). \(\lambda_i^* = \text{minimize}(\max(\tau_{t,i}, \tau_{c,i}) ; k = 1\)

2). \(W_i = \frac{W}{\sum_{i=1}^{N} A_i}\).
Table 2.1: System Parameters for Workload Allocation Methods

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0$</td>
<td>6.7 (W)</td>
</tr>
<tr>
<td>$f$</td>
<td>900 MHz</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>2.8</td>
</tr>
<tr>
<td>$B$</td>
<td>15 kHz</td>
</tr>
<tr>
<td>$G_t, G_r$</td>
<td>3 (dB)</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>[0 1]</td>
</tr>
<tr>
<td>$d$</td>
<td>100 (m)</td>
</tr>
<tr>
<td>$P_e$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Mod.</td>
<td>16 QAM</td>
</tr>
<tr>
<td>$M_l$</td>
<td>3 dB</td>
</tr>
<tr>
<td>$T_0$</td>
<td>300K</td>
</tr>
<tr>
<td>$a$</td>
<td>$2.5e^{-14}$</td>
</tr>
</tbody>
</table>

3). $W'_i = W'_i + \delta W_i$, $\delta W_i$ is calculated with (2.18);
4). Remove the node with the largest channel variation;
5). If $\sum_{N-k-1}^{N-k-1}(T'_i) < \sum_{N-k}^{N-k}(T_i)$, then $k = k + 1$, return to step 2). Otherwise, end the algorithm.

The proposed approach balances the delay performance, energy efficiency and network robustness. It is noted that some extra power may need to collect the information of channel condition from each node, which is a protocol design problem and beyond the scope of this paper.

### 2.4 Simulation

In this section, we simulate a wireless distributed computing network, and compare the power efficiency and delay performance for three different workload distribution algorithms. The system parameters are listed in Table (2.1). The total computing workload of 240M units, is allocated to $N = 200$ nodes. The nodes have been ordered according to channel variance in an ascending order, $\sigma_{v,1} < \sigma_{v,2} < \ldots < \sigma_{v,N}$. The baseline workload distribution approach allocates the workload evenly to the nodes regardless of the channel condition. The second workload distribution allocates the workload according to the average channel condition. This corresponds to the first step of proposed workload allocation. The third approach allocates the workload considering both average execution time and its variance, which corresponds to the two-step workload allocation algorithm.

Figure 2.3 shows the impact of the network size and channel variance on the average execution time. When the network size and channel variance is small, the average execution time can be reduced by increasing the number of nodes. As more nodes with larger channel variance join in the network, the dynamic term of Equation (2.13) and (2.15) for those nodes dominate the delay performance and increase the average execution time. Figure 2.4 shows the variances of average execution time among three approaches. Removal of the nodes with larger channel variance will decrease the variance of the average execution time. The advantage of the proposed approach diminishes for smaller network sizes with smaller channel variations. Average execution time and its variance with two-step algorithm are consistently lower than
Figure 2.3: The impact of the network size on the average execution time. The unit is generalized. The limited power supply leads to the increase at the right end.

The expansion of network size will increase the energy consumption shown in Figures 2.5 and 2.6. Figure 2.5 shows that energy saving with the proposed approach is 10.2% by reducing the network size from 200 to 100 in this case. When the nodes with larger channel variance are removed from the network, the advantage of proposed approach in terms of normalized energy efficiency also diminishes compared with evenly distributed workload shown in Figure 2.6. The proposed approach can improve both the robustness performance and the energy efficiency as shown in Figure 2.4 and Figure 2.5.

2.5 Summary

Workload distribution considering the channel variance can help APC and DVS improve energy efficiency as well as robustness in terms of delay performance by reducing the workload for the channel with larger variance. The removal of the nodes with the worst channels from the network can potentially increase energy efficiency even more. In this paper, we examined a simple system without considering the random location of nodes, propagation environments, and interference. These parameters as well as the buffer between the communication process and the computing process need to be considered in the future work.
Figure 2.4: The variance of the average execution time with different workload distribution approaches. The unit is generalized.

Figure 2.5: The impact of the network size on the normalized average energy consumption.
Figure 2.6: The energy gain of proposed workload distributions over the other approaches. $E_E$, $E_T$, and $E_\sigma$ are the normalized energy consumption for evenly distributed workload, the second approach, and the proposed approach respectively.
Chapter 3

Cross-layer Resource Allocation in WDCNs

This chapter presents a resource allocation scheme for the nodes in a wireless distributed computing network (WDCN) during service provision phase. The chapter first analyzes the resource allocation requirements for WDCNs for service provision. A solution for computation rate, communication power and computing workload allocation is then introduced in detail. By maximizing the network computing capability and minimizing the communication power consumption and the computing execution delay, the majority of the available power can be used to support the computing process. The wireless channel conditions are considered to improve both energy and power efficiency. It also presents the impact of components, such as buffer length, and CPU type, on the system performance.

3.1 Introduction

Wireless distributed computing is an emerging area combining both wireless communications and distributed computing technologies. It is the means by which processing is shared among wireless devices in order to improve the performance and exchange needed resources. The motivation behind this new concept is the increasing use of wireless devices, the innovations of new applications in wireless industry, and increasing demands to support complex applications with simple wireless devices.

The evolution of computing and communication technologies makes distributed computing possible with wireless devices. The wireless industry has witnessed a dramatic increase of computing processing capability of wireless platforms over the last ten years. The computing power of current mobile devices is comparable to desktops available ten years ago [1]. Wireless broadband technologies provide a high speed and energy efficient channel for data distribution and collection. In addition, innovations in the wireless industry create a
lot of opportunities and demands for future wireless networks. Currently, wireless personal access networks (WPAN), wireless sensor networks (WSN), and machine-to-machine (M2M) applications in cellular systems have been introduced in order to support new applications by attaching small nodes with larger nodes [2, 3]. As the computing capability of wireless devices increases and wireless broadband technologies evolve, more new applications will be emerging.

Lessons learned from wired distributed computing also indicate that wireless distributed computing has the potential to improve both energy efficiency and delay performance and will be the trend in the future. The nonlinear relationship between clock frequency and power consumption for computing units causes a thermal wall which makes an increase gap between the increase of computing capability from what Moore’s Law predicts. Multi-core CPUs and parallel computing have the similar effects of breaking this thermal wall by assigning a task to a group of small processing units instead of one high-performance unit. However, considering the uncertainty conditions of wireless channels, both communication components and computing units in WDCNs need to be designed and tuned together carefully in order to achieve both energy efficiency and computing performance improvement. In other words, newly introduced innovations in the wireless industry involve cooperation between computing functions and communication functions and this has set the stage for wireless distributed computing.

WDCNs have unique problems compared to traditional distributed computing and wireless communications, among which power management, latency reduction, and software architecture are important issues. For each node in WDCNs, power consumption consists of two parts, computing power consumption and communication power consumption. If either the computing process or communication process dominates the power consumption, the traditional power management for distributed computing or communication systems is good enough to design an efficient power management solution [70]. However recent test of video conferencing on a mobile station show that the power consumptions of the computing process and communication process can be at the same level for WDCNs [5]. The way that nodes should be scheduled, if at all, depends on the trade-offs in communication power consumption, computing power consumption, and latency. Thus, a cross-layer energy efficient protocol needs to be designed that considers these two power consumptions at the same time. The communication rate should be fast enough to support the computing rate. But the communication power consumption is the price paid for distributing the computation and should be reduced to a minimum. This means the reduction of communication power consumption is constrained by the computing rate requirement. Therefore, a distributed cross-layer power-rate allocation scheme is an essential component of power management in WDCNs.

The execution latency of a task in WDCNs is determined by the slowest node. The performance indicator of latency is the maximum latency among WDCN nodes instead of the average latency among nodes. In addition, the latency reduction in WDCNs is especially challenging for software defined radios [6]. Unpredictable latency may destroy the timing
among components and compromise the protocol design in WDCNs. The third problem is to create an effective software architecture, which includes how to define resource and service discovery, as well as how to design fault-tolerant and security mechanisms. Although some lessons can be learned from traditional wired distributed computing, new approaches need to be created to handle the uncertain and unreliable wireless channel.

Significant research has gone into energy efficiency and delay reduction in both wireless communication and distributed computing areas. Adaptive protocols, such as adaptive modulation, intelligent MAC, and energy-aware routing protocols, help wireless sensor network improve energy efficiency [11]. Another widely used approach to save energy is to turn off radio when no transmission is needed. The opportunistic transmission combining power and rate adaptation saves energy of communications for fading channels. Dynamic programming and Markov models can be used for this purpose by adaptively changing the status among active, idle, and sleep modes [13, 14, 15]. However, varying radio status will increase the complexity of protocols. In addition, there is also some progress concerning the impact of network topology on energy efficiency and delay reduction, especially multi-hop wireless networks [16]. Researchers have realized that the tradeoff between delay and capacity is a fundamental issue for wireless networks and currently an active research topic [17, 18, 19]. Recently, stochastic programming methods have been introduced to solve resource allocation in wireless networks [69, 71, 72], which has a better approximation of wireless channels compared with current widely used optimization methods in wireless networking. In distributed computing, server clusters exploit dynamic voltage scaling (DVS) combined with CPU scheduling for better energy efficiency [20, 21, 22, 23]. Spatial and temporary heterogeneities are considered in workload distribution to improve energy efficiency and robustness [24].

To the best of our knowledge, there is no literature discussing resource allocation for computation oriented WDCNs in a systematic way. The goal of this chapter is to provide an analysis framework for computation oriented WDCNs in terms of utility, such as computing rate and workload, that can be supported as a function of system parameters, especially power consumption. The impacts of limited buffer length, CPU type, and workload are also analyzed as examples. A dedicated algorithm for computation oriented WDCNs is then proposed considering channel heterogeneities and power consumption models. Simulation results show that the proposed approach supports energy-efficient WDCNs.

The chapter is organized as follows. Section II introduces the basic assumptions and the system model. Section III discusses how to formulate the problem and a relaxed form of the problem is solved using stochastic programming. Section IV presents the proposed algorithm and solutions. Section V presents some computer simulation results. Section VI concludes the chapter.
Figure 3.1: A topology example. A requesting node makes a request of the hardware/software resource to service-nodes through a wireless link. Service-nodes respond with different service models. Each service-node $i$ corresponds to a link $i$.

### 3.2 System Model

An example WDCN topology is shown in Figure 3.1. A service requesting node, Node 0, may not have sufficient computing resources, such as CPU and memory, to finish a task within a required time. It initiates a computation task and distributes the raw data to the service nodes, $S_i$, $i \in S$. This requesting node is also the data fusion point, where the service nodes will send back the processed data. There is one wireless link $i$ between a service node $i$ and the requesting Node 0. The number of service nodes is $N$. The goal of these links is to support computing tasks initialized by service request node, Node 0, instead of providing communications between them. Service nodes do not compete with each other for access to Node 0. Neither, node 0 does not need to access every service node.

The definition of fairness in WDCN is different from that in wireless communication networks. Service nodes can consume their resource in an unfair and greedy manner, which makes heterogeneity an important factor to consider. Depending on the location of wireless nodes, statistical characteristics of wireless channels and service nodes may vary from link to link. The distance of wireless links ($d_i$), propagation index ($\alpha_i$), and the variance of log-norm distribution ($\sigma_i$) are used in radio link budget in an average sense for radio network coverage planning. The variance of log-norm distribution represents large scale channel fading, which is the randomness effect discussed in this chapter. The combination of these three factors represents the channel heterogeneity, $H = \{d_i, \alpha_i, \sigma_i; \forall i \in S\}$. $H$ is assumed to be time invariant for each link but varying from link to link.
Figure 3.2: Node model for service nodes. The communication process and computing process are coupled with buffer, QoS, and power supply. Rate and power refer to computing rate and communication power, respectively.

In addition to channel heterogeneity, wireless devices may also have some heterogeneity for the RF chains, buffer size, and computing capabilities which need investigation for resource allocation in WDCN. The major goal of this chapter is to integrate channel heterogeneity and device heterogeneity into the problem formulation for resource allocation and figure out the most significant factors for the performance and energy efficiency of WDCN. A node model is shown in 3.2. There are at least three components in a service node, application processor (AP), storage memory (SM), and baseband processor (BP). A computing process runs in AP and a communication process runs in BP. These two processors have capabilities to change their processing rates with DVS and AMC, respectively. SM provides additional storage space in addition to the two buffers in BP and AP, which is normally much larger than the queue size in BP and AP. The communication rate has to be sufficient to support the computing process without overflowing the two buffers in AP and BP. In addition, SM can accommodate an extra rate difference between computing rate and communication rate between these two processes as shown in Figure 3.2. For example, when the average computing rate is higher than the average communication rate, the output data from AP can be stored in SM first and then transferred to BP. The maximum average rate difference allowed between BP and AP, $\Delta r_i$, can be derived with the allocated workload size and required delay deadline. The allocated workload size is required to be smaller than the SM size in order to avoid overflowing, which is feasible for WDCN since Node 0 has the control of workload allocation. This is not feasible for wireless communication networks when the workload size is unknown, or infinite, and task completion time cannot be controlled or predicted with workload allocation.

In this section, we will define system parameters and give the system assumptions for computation oriented WDCNs. Variable definitions are listed in Table 3.1.
Table 3.1: System Parameters For Service Provision

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_i$</td>
<td>Total used power for node $i$</td>
</tr>
<tr>
<td>$P_i,\text{avg}$</td>
<td>Power supply for node $i$</td>
</tr>
<tr>
<td>$P_i,\text{comp}$</td>
<td>Computing power consumption</td>
</tr>
<tr>
<td>$P_i,\text{comm}$</td>
<td>Communication power consumption</td>
</tr>
<tr>
<td>$a, b, \theta$</td>
<td>Coeff. for computing power-rate equation 3.2</td>
</tr>
<tr>
<td>$f$</td>
<td>Clock frequency</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Computing rate for node $i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Communication rate for node $i$</td>
</tr>
<tr>
<td>$G_i$</td>
<td>Channel gain for link $i$</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>Power efficiency</td>
</tr>
<tr>
<td>$\eta_E$</td>
<td>Energy efficiency</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>Propagation index for link $i$</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Distance for link $i$</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Log-normal fading for link $i$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>Variance of log-normal fading</td>
</tr>
<tr>
<td>$k_i$</td>
<td>Weight for commun. power consumption</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time scale for (power, rate) allocation</td>
</tr>
<tr>
<td>$t$</td>
<td>Time scale for workload allocation</td>
</tr>
<tr>
<td>$P_{i,\text{max}}$</td>
<td>Max. transmission power for node $i$</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Workload allocated to node $i$</td>
</tr>
<tr>
<td>$W_0$</td>
<td>Total workload</td>
</tr>
<tr>
<td>$T_{i,\text{exe}}$</td>
<td>Execution time for node $i$</td>
</tr>
</tbody>
</table>
3.2.1 Communication and Computation

The computing power consumption $P_{i,\text{comp}}(\tau)$ and communication power consumption $P_{i,\text{comm}}(\tau)$ for node $i$ are coupled with the total power consumption $P_i(\tau)$ as

$$P_i(\tau) = P_{i,\text{comp}}(\tau) + P_{i,\text{comm}}(\tau), \quad \forall i \in S \quad (3.1)$$

There are two power-rate relations for each node $i$. The power consumption of the computing process, especially CPUs, is a polynomial function of the clock frequency ($f(\tau)$) and is given by

$$P_{i,\text{comp}}(\tau) = af(\tau)^n + b, \quad \forall i \in S \quad (3.2)$$

This P-f relation for the computing process can be approximated by a curve fitting data from a CPU data sheet to find parameters $a$, $b$, and $n$. For example, ARM10 with a power consumption of 250 mW at a maximum clock frequency of 564 MHz has $a = 0.35 \, mW/\text{MHz}$ when $n = 1$ and $b = 50 \, mW$ [64]. If the CPU has dynamic frequency scaling capability instead of dynamic voltage scaling (DVS), the computing rate $r_i$ will have a linear relation with the computing power consumption. In addition, the clock frequency has a linear relation with the computing rate $r_i(\tau)$, that enters into the buffer as

$$r_i(\tau) = \theta f_i(\tau), \quad \forall i \in S \quad (3.3)$$

where $\theta$ represents the mapping relation between clock frequency and computing rate, which is determined by the application and hardware platform [51]. The communication rate ($R_i$) as a function of the transmission power ($P_{i,\text{comm}}$) can be represented as

$$R_i(\tau) = \log(1 + G_i(\tau)P_{i,\text{comm}}(\tau)/N_r), \quad \forall i \in S \quad (3.4)$$

where $G_i(\tau)$ is the channel gain which is a random variable, and $N_r$ is the received noise power. For each service node with a distance $d_i$ to the requesting node and a log-normal fading with a variance of $\sigma_i$, the channel gain of this link can be represented as

$$G_i(\tau) = \frac{10^{x_i(\tau)}g_i(\tau)}{d_i^{\alpha_i}}, \quad \forall i \in S \quad (3.5)$$

where $\alpha_i$ is the propagation index for node $i$, typically with a value from 2 to 4. $x_i \sim N(0, \sigma_i^2)$, and $g_i$ follows a Rayleigh distribution with a variance of $\sigma_g$, $\forall i \in S$. $H \triangleq \{d_i, \alpha_i, \sigma_i\}$ represent the channel heterogeneity and vary from link to link. We exclude Rayleigh fading from the channel heterogeneity discussion because diversity improvement methods and transmitter/receiver technologies, such as FEC coding and MRC, are better solutions for Rayleigh fading than power control.
3.2.2 Metrics

Power efficiency is defined as the portion of computing power out of the total used power. That is

\[ \eta_p \triangleq \frac{P_{\text{comp}}}{P_{\text{comp}} + P_{\text{comm}}} \]  

where

\[ P_{\text{comp}} \triangleq \limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i=1}^{N} E\{P_{i,\text{comp}}(\tau)\} \]

\[ P_{\text{comm}} \triangleq \limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i=1}^{N} E\{P_{i,\text{comm}}(\tau)\} \]  

(3.7)

where \( E\{P_{i,\text{proc}}(\tau)\}, \text{proc} \in \{\text{comp}, \text{comm}\} \), is the expected power consumption w.r.t randomness for node \( i \). The goal of WDCNs is to fulfill a computing task with less execution time by distributing it among service nodes. Communication power consumption is the price to pay for the message exchange, as well as data distribution and collection. Ideally, power is invested in the computing process as much as possible. A higher power efficiency indicates a resource utilization that supports a particular computing capability with a relative smaller communication power consumption.

Energy efficiency represents the number of bits that each unit of energy can process, and is given by

\[ \eta_E \triangleq \frac{r_{\text{net}}}{P_{\text{used}}} \]  

(3.8)

where

\[ P_{\text{used}} \triangleq P_{\text{comp}} + P_{\text{comm}} \]

\[ r_{\text{net}} \triangleq \limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i=1}^{N} E\{r_i(\tau)\} \]  

(3.9)

The sum of the computing rates is defined as the average network computing rate, which identifies the computing capability of \( S \). A larger value of \( \eta_E \), or a higher energy efficiency, indicates a longer battery lifetime for a particular computing task. The available network power is a constant defined as

\[ P_{\text{net}} \triangleq \sum_{i=1}^{N} P_{i,\text{avg}} \quad \forall i \in S \]  

(3.10)

where \( P_{i,\text{avg}} \) is the power supply for each node \( i \).
In addition, the percentages of power allocation are defined as
\[
\gamma_{\text{used}} \triangleq \frac{P_{\text{used}}}{P_{\text{net}}}, \quad \gamma_{\text{comp}} \triangleq \frac{P_{\text{comp}}}{P_{\text{net}}}, \quad \gamma_{\text{comm}} \triangleq \frac{P_{\text{comm}}}{P_{\text{net}}} (3.11)
\]
where \(\gamma_{\text{used}}\), \(\gamma_{\text{comp}}\), and \(\gamma_{\text{comm}}\) indicate the value of the total utilized power, computing power, and communication power as the percentage of the total available power respectively.

Combining (3.6), (3.8), (3.9), (3.11), and (3.10), we have
\[
\eta_p = \frac{\gamma_{\text{comp}}}{\gamma_{\text{used}}}, \quad \eta_E = \frac{r_{\text{net}}}{\gamma_{\text{used}}P_{\text{net}}} (3.12)
\]
which indicates increasing \(r_{\text{net}}\) and decreasing \(\gamma_{\text{used}}\) will improve both power efficiency and energy efficiency. It can be achieved by minimizing communication power consumption \(P_{\text{comm}}\) and maximizing network computing rate since \(P_{\text{comp}}\) is a non-decreasing function of computing rate \(r_{\text{net}}\). This is a power and rate allocation problem.

If Node 0 distributes a workload of a constant size, \(W_0\), to service nodes \(S\) for one session. Each service node, Node \(i\), can processes its allocated workload \(W_i(t)\) within a delay of \(T_{i,\text{exe}}(t)\).

\[
W_i(t) = \sum_{\tau=0}^{T_{i,\text{exe}}(t)-1} r_i(\tau) = r_i(T_{i,\text{exe}}(t))T_{i,\text{exe}}(t),
\]
where the time interval for the power-rate adaptation scale \((\tau)\) is 1. \(T_{i,\text{exe}}(t)\) is the execution time of node \(i\) for one workload allocation. The average computing rate for node \(i\) to finish one session with a workload of \(W_i(t)\)

\[
\bar{r}_i(t) \triangleq \frac{1}{T_{i,\text{exe}}(t)} \sum_{\tau=0}^{T_{i,\text{exe}}(t)-1} r_i(\tau), \quad \forall i \in S (3.13)
\]

The expected network execution latency for workload \(W_0\) is

\[
T_{\text{exe}} \triangleq \lim_{t \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} T_{\text{exe}}(t) (3.15)
\]
where

\[
T_{\text{exe}}(t) \triangleq E\{\max_{i \in S} \{T_{i,\text{exe}}(t)\}\} (3.16)
\]
Figure 3.3: Service model for WDCN. Service access determines nodes access. Resource allocation in service provision includes workload and communication power and computing rate allocation. Workload is distributed according to estimated average computing rate. Power/Rate allocation changes according to channel gain.

which is the computing performance metric. The workload is allocated at a session time scale, $t$ with a time interval $T_{exe}(t)$. Both the average and variance of execution latency should be minimized as much as possible in order to implement a faster and stable distributed computing, which is the goal of workload allocation. For example, from (3.13) and (3.16), $T_{exe}$ can be optimized with wise choices of $W_i(t)$ if $\overline{r}_i(t)$ is available, which may be approximated with the rate estimation at $t$ and rate information in the previous frame, $\overline{r}_i(t-1)$.

### 3.2.3 System Assumption

The service lifetime for WDCNs can be divided into two phases: service access and service provision as shown in Figure 3.3. Service access determines how to formulate WDCN, such as configuring network topology and scheduling nodes. For example, a service requesting node decides whether a computing task should be processed by itself or be distributed to service nodes during this phase [73]. Service provision is traffic oriented. During each traffic session $t$, service requesting node distributes computing workload $W_0$ to service nodes, $S$, based on their average computing rate ($\overline{r}_i$), that service nodes send to it. This average computing rate for each node is generated from previous traffic sessions and updated with the estimation at the beginning of each session. After workload allocation, service nodes will adaptively change their computing rate and communication power consumption, for each slot ($\tau$), in order to process the assigned workload.
Since the goal of WDCNs is not to provide communication service to each node in $S$, the concurrent lifetimes of batteries are unnecessary. The lifetime of the battery can differ from node to node. Any node with a dead battery is excluded from the WDCN network. However, proportional fairness is still needed for network topology stability and to avoid too much churn. In addition, a larger network size is not necessarily more power efficient for computation oriented WDCNs due to channel conditions for some nodes may require excessive communication power. Computing robustness may be degraded by spatial heterogeneity among nodes. A WDCN formed within one office area is probably more power efficient and robust than the one formed within a building or a city area. Thus we only consider a limited network size of less than 100 nodes for a computation oriented network.

In this chapter, we consider a single hop interference-free WDCN. Concurrent battery lifetime is not required. The traffic pattern follows a uniform distribution, which means $W_0$ is fixed for each session. Channel fading includes log-normal and Rayleigh fading with spatial heterogeneous links. The channel heterogeneity ($H$) is time invariant. Each service node has two power consumption units, BP and AP, competing with each other for power supply and cooperating with each other for data processing. Under these assumptions, we will define the resource allocation problem in the following section. The following questions will be answered:

- How do we combine (power, rate) allocation problem and workload allocation?
- What are the impacts of device heterogeneity and channel heterogeneity on power/energy efficiency and execution time?

3.3 Problem Formulation

In this section, we investigate how to consider heterogeneous channels and devices for the resource allocation problem in the service provision phase.

3.3.1 Objective Function

The objective function for resource allocation can be formulated as

$$\text{Maximize } \frac{r - P - T_{exe}}{s.t. \text{ Constraints}}$$

The utility term of computing rate $\bar{r}$ is defined as

$$\bar{r} \triangleq \lim_{t \to \infty} \sup_{t} \frac{1}{t} \sum_{i} \sum_{\tau=0}^{N} E\{\log(r_i(\tau))\}$$

(3.17)
The penalty term of communication power consumption $\bar{P}$ is defined as

$$
\bar{P} \triangleq \limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i=1}^{N} E\{k_i P_{i,comm}(\tau)\}
$$

Both $r_i(\tau)$ and $P_{i,comm}(\tau)$ are normalized to the range of $[0, 1]$ in order to get rid of the impacts of different units. The maximum value used to normalize $r_i(\tau)$ only impacts the relative value of objective function as indicated in (3.18). If different weights other than $[1, 1, 1]$ are assigned to these three terms, other solutions in Pareto front can be achieved.

Here, we only consider three cases of the weight for communication power consumption

$$
k_i \triangleq \begin{cases} 
    d_i^{2\sigma_i} & \text{Channel Consideration} \\
    1 & \text{No Channel Consideration} \\
    0 & \text{No Power Consideration}
\end{cases} \quad (3.19)
$$

Case 1 gives preference to the nodes with shorter distance and smaller channel variation in order to consider the influence of the heterogeneities in communication channels on the overall resource allocation. Case 2 considers the communication power consumption without differentiating the channel heterogeneity. Case 3 does not consider the power consumption at all.

From (3.4) and (3.5), extra transmission power is needed to compensate for the channel randomness to maintain a reliable communication rate. Assuming $d_i$ and $\alpha_i$ are the same for all the nodes in $S$, the average power consumption of a transmission rate is a non-decreasing function of $\sigma_i$ for a fixed communication rate. For example, given a fixed communication rate $R_i$, the average transmission power with perfect power control for log normal shadowing is

$$
\bar{P}_i = \int_{0}^{\infty} \frac{d_i^{2\sigma_i}(2^{R_i} - 1)N}{e^{x\ln 10}} f(x)dx = d_i^{2\sigma_i}(2^{R_i} - 1)Ne^{(-\sigma_i\ln 10)^2/2} \quad (3.20)
$$

The definition of $k_i$ in case 1 represents this effect: more communication power consumption is needed for poor channels. It forces the nodes with poor channels to reduce their computing rate.

### 3.3.2 Constraints

AP and BP cooperate to support computing task and compete for power supply. The sum of the average communication power consumption and the average computing power consumption is smaller than the average total power supply $P_{i,avg}$ for each node as represented by

$$
E\{P_{i,comp}(\tau)\} + E\{P_{i,comm}(\tau)\} \leq P_{i,avg} \quad (3.21)
$$
The instantaneous power constraint is also important to power efficiency and energy efficiency since the peak to average power ratio (PAPR) influences the power efficiency of the power amplifier in the RF front-end. To analyze this effect, an instantaneous communication power constraint is introduced as

$$P_{i,\text{comm}}(\tau) \leq P_{i,\text{max}}$$

(3.22)

where $P_{i,\text{comm}}$ is the instantaneous communication power and $P_{i,\text{max}}$ is the maximum instantaneous power constraint for the RF front-end for each node.

Rate choices for AP and BP insure that their buffers inside those two processors do not overflow during a session interval. In addition, we assume the size of SM is large enough compared with the workload within a session interval, $W_0$. SM can store the data and transmit it in next session, instead of using admission control or dropping data, when computing rate is larger than the communication rate. An average rate difference $\Delta r_i$ is introduced to represent the capability of SM as

$$E\{r_i(\tau)\} \leq E\{R_i(\tau)\} + \Delta r_i, \; i \in S$$

(3.23)

where $r_i = E\{r_i(\tau)\}$ and $R_i = E\{R_i(\tau)\}$ are the average computing rate and communication rate, respectively. Since total computing workload $W_0$ is fixed for each session, and $r_i(\tau)$ can be regulated in this problem, the rate stability can be satisfied with (3.23). A larger buffer size can accommodate a larger rate difference between the communication process and computing process. Different values of $\Delta r_i$ represent SM heterogeneity of devices.

The constraint of the workload allocation among service nodes can be represented as

$$\sum_{i=1}^{N} W_i(t) = W_0, \; i \in S$$

(3.24)

where $W_i$ is the workload allocation among service nodes. $W_0$ is the total computing workload with normalized units, which could be bits or other processing units.

Abstractions are introduced to generalize real world resource constraints in this sub-section. More detailed system constraints can be formulated if hardware measurements and specifications of devices are available.

### 3.3.3 Resource Allocation Problem

Resource allocation for computation oriented WDCNs must balance the computing rate, communication power consumption and workload for each node in order to maximize power and energy efficiencies, reduce the network delay performance, and improve the computing robustness with channel and device heterogeneity. This resource allocation problem can be
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formulated as the following programming problem.

\[
\begin{align*}
\text{Maximize} & \quad \tau - P - T_{\text{exe}} \\
\text{Constraints} : & \quad (3.21), (3.22), (3.23), (3.24) \\
\text{Variables} : & \quad r_i(\tau) \geq 0, P_{i,\text{comm}}(\tau) \geq 0, W_i(t) \geq 0.
\end{align*}
\] (3.25)

As shown in Figure 3.3, workload allocation and power-rate allocation have different time scales. The workload allocation updates over a larger time interval \( t \) than that of power-rate allocation, \( \tau \). In addition, the workload can be allocated only once for each session. Since the objective functions are monotonically non-decreasing and the update rates for power/rate and workload are different, it can be shown that both separability and monotonicity are satisfied. The primary problem may be decomposed into two sub-problems [66]. The solution of power/rate allocation (sub-problem 1) can be used as the input for workload allocation problem (sub-problem 2). Sub-problem 1 is a rate-power allocation problem at \( t \) time scale,

\[
\begin{align*}
\text{Maximize} & \quad \tau - P \\
\text{Constraints} : & \quad (3.21), (3.22), (3.23) \\
\text{Variables} : & \quad r_i(\tau) \geq 0, P_{i,\text{comm}}(\tau) \geq 0.
\end{align*}
\] (3.26)

which can be solved with a stochastic programming approach discussed in the next section. Sub-problem 2 is a workload allocation problem over the larger time scale \( t \),

\[
\begin{align*}
\text{Maximize} & \quad T_{\text{exe}} \\
\text{Constraints} : & \quad (3.24) \\
\text{Variables} : & \quad W_i(t) \geq 0, \tau_i(t) \geq 0.
\end{align*}
\] (3.27)

where the \( \tau_i(t) \) is defined in (3.14). It can be proved that the optimal solution of this minimax problem for one session is

\[
T_{1,\text{exe}}(t) = T_{2,\text{exe}}(t) = ... = T_{i,\text{exe}}(t) = \frac{W_0}{\sum_i \tau_i(t)} = T_{\text{exe}}(t)
\] (3.28)

The proof is given in Appendix A. However, allocating workload with average computing information for session \( t \) is non-causal. \( \tau_i(t) \) can be approximated with \( \tau_i(t - 1) \) and its estimation, \( \tau_{i,e}(t) \), during channel estimation phase for each session, that is

\[
\tau_i(t) = \beta \tau_i(t - 1) + (1 - \beta) \tau_{i,e}(t), \forall i \in S
\] (3.29)

where \( \tau_i(t - 1) \) is the average computing rate for last session \( t - 1 \) and \( \tau_{i,e}(t) \) is the estimated average computing rate for current session. \( \beta \in [0,1] \) is a constant.

3.4 Algorithm and Solution

In the above discussion, the primary problem formulation (3.25) can be solved with sequential programming for workload allocation in sub-problem (3.27), within which the power rate
allocation can be solved with a sub-gradient method for sub-problem (3.26) which leads to a distributed solution.

### 3.4.1 Power and Rate Allocation

The Lagrange for each service node in problem (3.26) is

\[
D_i(\tau) = \log(r_i(\tau)) - P_{i,comm}(\tau) - \lambda_1(r_i(\tau) - R_i(\tau) - \Delta r_i) - \lambda_2(P_{i,comm} + P_{i,comp} - P_{avg}), \forall i \in S
\]  

(3.30)

where \(\lambda_1\) and \(\lambda_2\) are the Lagrange multipliers. Let \(\lambda = [\lambda_1; \lambda_2]\); the dual function of (3.26) is

\[
g_i(\lambda) = \max\{D_i(r_i(\tau), P_{i,comm}(\tau), \lambda), \forall i \in S\}
\]  

(3.31)

where \(r_i(\tau) > 0\) and \(P_{i,comm}(\tau) > 0\) are the solution of the computing rate and communication power consumption. Thus, the dual problem of (3.26) can be represented as

\[
\min_{\lambda \geq 0, i \in S} g_i(\lambda)
\]  

(3.32)

This dual problem can be solved with a sub-gradient approach. At time \(\tau\), the channel gain is estimated and used to find the optimal computing rate and power consumption allocation as

\[
\{r_i(\tau), P_{i,comm}(\tau)\} = \arg\max\{D_i\},
\]

\[
r_i(\tau) \geq 0, P_{i,comm}(\tau) \geq 0, \lambda \geq 0, \forall i \in S
\]  

(3.33)

The sub-gradient of dual function can be generated as

\[
\delta = \left[ \begin{array}{c} r_i(\tau) - R_i(\tau) - \Delta r \\ P_{i,comp}(\tau) + P_{i,comm}(\tau) - P_{avg} \end{array} \right]
\]  

(3.34)

To approach the optimal \(\lambda^*\), \(\lambda\) is updated as

\[
\lambda(\tau + 1) = \max\{0, [\lambda(\tau) - M\delta(\tau)]\}
\]  

(3.35)

where \(M\) is step sizes. The proof for the convergence and convergence rate can be found in [67, 68, 69]. It has been shown that, for a generalize form of problem (3.26), the duality gap between the primary problem and dual problem vanishes in the presence of fading [71].

In this algorithm, each node makes the choice of computing rate and power consumption allocation based on their channel condition by updating the Lagrange multiplier to approach the optimal solution. It should be noted that there is no message exchange amongst service nodes at this stage.
3.4.2 Workload Allocation

The choice of supported computing rate is determined by each service node without information from the other nodes and the total workload. The channel estimation can be done with a pilot signal during the link setup phase before there is a computing task request. When a requesting node requests a computing task, it will first collect the computing capability of each node, \( \tau_i(t) \), according to 3.29. Then the requesting node will determine whether the expected execution time \( T_{exe} \) is larger than the required delay performance \( T_0 \) according to (3.28). If the network computing capability cannot satisfy the delay requirement, the requesting node may invite more nodes to join the network or issue a resource access deny command. If the execution time is much smaller than the required delay, the requesting node may remove those service nodes with larger channel variance.

Once the requesting node gets all the computing capability of service node \( \tau_i(t) \) and has determined the number of WDCN nodes, it will allocate its workload among service nodes according to

\[
W_i(t) = \frac{W_0 \tau_i(t)}{\sum_{i=1}^{N} \tau_i(t)}
\]  

(3.36)

The proposed resource and workload allocation approach for computation oriented WDCNs is summarized in Table 6.1. Each service node makes a choice of its supported computing rate based on its own channel condition. There is no message exchange among service nodes except for the sending of information on the average computing rate to the requesting node.

3.5 Simulation

In this section, a computation oriented WDCN with 20 nodes is simulated with the proposed resource allocation method for each node according to Table I. The service nodes are distributed randomly within a unit area. The requesting node is located in the center of this area. The channel variance \( \sigma_i \) is different from node to node with a uniform distribution to simulate the spatial heterogeneity. A Rayleigh distribution with a mode of 1 is used to simulate fast fading. Each node has a power supply with \( P_{i,\text{avg}} = 1 \) Watt output power. The RF front-end can support a maximum transmission power of \( P_{i,\text{max}} \), and a rate difference term \( \Delta r_i \) corresponding to the buffer size. Device heterogeneity is simulated when the nodes within the network have different values of \( P_{i,\text{avg}} \), \( P_{i,\text{max}} \), and \( \Delta r_i \). The most important factors for Class-2 WDCNs will be identified to provide insight of protocol implementation.
Table 3.2: Proposed Approach

At Service node $i$, for each session

1: $\tau = 0; \lambda = 0.1; M = \frac{C}{\tau}$
2: while ($\tau < C$) and ($|\lambda(\tau) - \lambda(\tau - 1)| > \epsilon$)
3: Channel estimation at time $t$ for service node $i$
4: $\{r_i(\tau), P_{i, \text{comm}}\}$ according to (3.33)
5: generate sub-gradient according to (3.34)
6: update $\lambda$ according to (3.35)
7: $\tau = \tau + 1$
8: end

At Requesting node 0

1: Requesting node request for computing information
2: Service nodes send $\mathbf{r}_i$ to requesting node
3: if (first session)
4: $W_i(t) = W_0/N$
5: else
3: Requesting node estimates $T_{exe}$ according to (3.28)
4: If ($T_{exe} > T_0$)
5: if (there are more nodes)
6: Invite more nodes joining
7: else
8: deny the service and return insufficient resource information.
9: end
10: elseif ($T_{exe} << T_0$)
11: remove the service nodes with larger channel variances
12: re-calculate $T_{exe}$
13: end
14: Allocate the workload according to (3.36), (3.29) to service nodes.
15: end

Start computing service.
3.5.1 Channel Impacts

When the channel variation is considered, higher rates and more workload are assigned to the nodes with smaller $\sigma_i$ to achieve better energy efficiency as well as power efficiency. Figure 3.4 shows that more power can be put into the computing process when the channel condition is considered. The communication process without channel consideration consumes a larger portion of power supply compared with the scheme considering $\sigma_i$ as shown in Figure 3.4. Energy efficiency is also improved when considering channel variations, as shown in Figure 3.5, where $a$ has a smaller value of 0.15 due to highly efficient CPU units or a low duty cycle computing task defined in equation (2). Although these power efficiency and energy efficiency improvements by considering $\sigma_i$ come with a loss of the supported computing rate and a slower expected execution time as in Figure 3.6, the variance of execution time is reduced with proposed method compared with no channel consideration case as in Figure 3.7. The loss of expected execution time may be leveraged with more service node in practice. A smaller execution variance leads to a more robust computing process.

3.5.2 P-f Relation

Previous work has shown that the parameter $a$ in Equation (2) is one of the important factors in the power-rate relation for the computing process as well as system performance [49]. The value of $a$ may be influenced by the power efficiency of computing units, traffic pattern, and
hardware. When the computing unit is power efficient or the duty cycle is low, the value of $a$ is small. When the computing unit is designed with little consideration of power efficiency or the duty cycle is high, the value of $a$ is large.

The impact of the value $a$ on energy efficiency for three cases is shown in Figures 3.8. As the value of $a$ increases, the computing process dominates the system performance, the power efficiency and energy efficiency tend to be similar regardless considering $\sigma_i$ or not. The channel variance only needs to be considered in the small $a$ region.

### 3.5.3 Storage Size

When computing rate is higher than communication rate, communication process makes an admission control in order to satisfy the rate stability for the queue inside BP. Instead of dropping packets, these data is stored in SM and retransmitted in the following session. The storage size can determine the rate difference between the computing process and communication process. The impact of the buffer size on the network energy efficiency is shown in Figures 3.9. A larger buffer size increases the network energy efficiency.
3.6 Conclusion

This chapter presents a resource allocation scheme for computation oriented WDCNs with a stochastic programming approach. The impact of the system parameters on the performance are investigated in detail based on the proposed algorithm. Channel consideration can improve both the energy efficiency and power efficiency when communication power consumption and computing power consumption are comparable. The low duty cycle and low energy efficient CPU may limit this improvement of power efficiency. Smaller maximum transmission power can always improve energy efficiency, but it cost a lower network computing rate. The reduction of $P_{max}$ leads to a decrease of the supported network computing rate within a small $\alpha$ region. Moreover, a larger buffer size will always increase the network computing rate and improve the energy efficiency. But its impact on the network execution time needs further investigation with different ratios between communication power consumption and computing power consumption.

Proof of (3.28)

For a network with $n$ nodes, let $T_{1,exe}(t) = T_{2,exe}(t) = \ldots = T_{n-1,exe}(t) = T(t)$, $T(t) \neq T_{n,exe}(t)$, and the $T_{exe}(t) = \frac{W_0}{\sum_{i=1}^{n} \tau_i(t)}$. Assume there is a better workload allocation scheme
Figure 3.7: Execution time comparison between case 1 and case 2. Case 1 can reduce the variance of execution time and improve the robustness compared with case 2. $P_{max}=0.8$, $a=0.15$, $\Delta r=0$.

that makes $T(t) < T_{exe}(t)$, then $T_{n,exe}(t) < T_{exe}(t)$. If $T(t) < T_{n,exe}(t)$,

$$W_0 = \sum_{i=1}^{n-1} \tau_i(t)T(t) + \tau_n(t)T_{n,exe}(t)$$

$$< \sum_{i=1}^{n} \tau_i(t)T_{n,exe}(t)$$

$$< \sum_{i=1}^{n} \tau_i(t)T_{exe}(t) (= W_0) \quad (3.37)$$

Since $W_0$ can not be smaller than itself, the assumed better solution is not feasible. The similar results can be derived when $T_{n,exe} < T(t)$, which indicates it is infeasible that both $T(t)$ and $T_{n,exe}$ are smaller than $T_{exe}(t)$. For a general case, every node has a different delay and assume there is better solution that $T_{1,exe}(t) < T_{2,exe} < ... < T_{n,exe}(t) < T_{exe}(t)$.

$$W_0 = \sum_{i=1}^{n} \tau_i(t)T_{i,exe}(t)$$

$$< \sum_{i=1}^{n} \tau_i(t)T_{n,exe}(t)$$

$$< \sum_{i=1}^{n} \tau_i(t)T_{exe}(t) (= W_0) \quad (3.38)$$
Figure 3.8: The energy efficiency as a function of $a$, $\Delta r=0$, $P_{max} = 0.8$. Smaller $a$ indicates highly power efficient CPU units or a low duty cycle traffic.

which indicates the assumed solution is infeasible and best solution is $T_{1,exe}(t) = T_{2,exe}(t) = T_{3,exe}(t) = ... = T_{n,exe}(t) = T_{exe}(t) = \frac{W_0}{\sum_{i=1}^N r_i(t)}$. 
Figure 3.9: The energy efficiency as a function of storage size, $a=0.15$, $P_{\text{max}} = 0.8$. 
Chapter 4

Service Access Model For WDCNs

This chapter discusses the service access model for wireless distributed computing networks, which determines the optimal number of service nodes to be accessed by a service request node (SRN) and whether the channel heterogeneity should be considered in order to minimize the average request response time. During service access, a SRN initials service requests to the service node (SN). One SN or multiple SNs respond to the requests with the desired information. This phase could be a preparation for the service provision phase, or it could be a service itself, especially for hardware sharing such as accessing sensors.

The service response time is the key performance indicator during this phase. It includes two components: communication delay and request processing delay. The outage probability of wireless links from a SRN to different SNs may be varying, which leads to different re-transmission times and channel service rates, if we look on each wireless channel as a server with data communication as its service. A heterogeneous queue network can be used to investigate the delay performance of wireless communications. In addition, the delay performance of the service request processing can be modeled with another queue attached to each communication server. Therefore, each SN will be modeled with two cascaded servers, one for communication and one for computing.

When a SRN initials a service request, it needs to make a choice of an optimal number of SNs that it should access in order to minimize the average response time. Generally, the service response time can be reduced with multiple SNs compared with one SN. However, there are several open questions to be answered. For example, what is the optimal strategy for a SRN? How many SNs should be used? How much is the performance gain when a second SN, or even multiple server nodes, are activated? What is the impact of workload density? What is the impact of node geometry? In this chapter, we will combine the interference model using stochastic geometry, the protocol model, and the queuing model in order to provide a framework to analyze the service access performance of WDCNs, especially the average service response time.
4.1 Introduction

The service access model can be modeled with the two-layer queue network shown in Figure 4.1. We use $\lambda$, $\mu$, $\mu'$ to represent arrival rate, service rate of channel, and service rate of request. We assume the request processing time within SNs is much smaller than the channel access time, or $\mu' \gg \mu$. Without loss of generality, assume the first server node has the fastest service rate that a SRN can find, defined as $\mu_{\text{max}}$. The heterogeneity factor for server node $i$ with service rate $\mu_i$ can be defined as

$$H_i \triangleq \frac{\mu_i}{\mu_{\text{max}}} \quad (4.1)$$

The larger the value of $H_i$, the more difference of service rates between server $i$ and the first (fastest) server. The impact of $H_i$ on average response time is the basis of SNs scheduling in order to speed up the service access process. The value of $H_i$ is a function of interference, which relates to node’s geometry and over-the-air protocol.

Wireless links can provide an access service for a large area at a relative low cost compared with wired cable systems. However, wired communications, especially optical fiber, are more efficient for longer distance data transmission. Current hierarchical networks, such as cellular and WiFi systems, are based on a structure where multiple lower rate information streams converge to higher rate streams with wireless links and are transferred through wired links. The service access of WDCNs follow a similar pattern. All the service requests converge to SRNs and then request service to SNs within their cluster. We can assume request arrival rate $\lambda$ follows a Poisson distribution.
One simple idea for a SRN is to always select the SN with the best channel. For example, a SN can be ordered as \( \mu_1 \geq \mu_2 \geq \mu_3 \). The SRN chooses node 1 and node 2 when it wants to activate two SNs. However, it is not practical, since the desired resource may attached to node 3 instead of node 2. Since the second available SN may be randomly distributed within an area, the impact of the node’s geometry on the channel service rate should be considered.

In queueing systems, it makes no difference which server is chosen as long as the servers are homogeneous. Join-the-shortest queue (JSQ) is the optimal method for queueing systems with homogeneous servers [78]. When a job arrives, JSQ observes the queue length of each server and assigns the new job to the server with the shortest queue length. For a heterogeneous servers queue, a threshold (THD) type method is proved to be optimal for two-server case [79]. In this method, one server has a faster service rate than the other. These two servers share a common queue. The scheduling method makes a choice between waiting for the faster server or going to the slower server once a new job arrives. The optimal policy is to always keep the faster server busy and activate the slower server after the queue length exceeds a threshold. Unfortunately, for the multiple-server case, the proof of optimality is incomplete [80], and the math to find the stationary probabilities is tedious because of the curse of dimensionality [81]. Therefore, we will investigate the two-servers case first and then study the upper bound of the multiple-server case. In this chapter, we refer to JSQ as the method without considering the heterogeneity. We refer to THD as the method considering heterogeneity. JSQ treats servers as homogeneous ones which is a special case of THD where the threshold always equals zero.

For heterogeneous servers, the average response time is a function of the service rate heterogeneity \( H \) and the arrival density, \( \lambda \), \( \tau = \tau \{ H, \lambda \} \) with optimal scheduling methods. This response time includes the impacts of metrics in time domain \( \lambda \) and \( H \). In the spatial domain, the heterogeneity factor is also a function of node density, \( H = H(\lambda_s) \), for Poisson point process (PPP) with ALOHA protocol. The distribution of this heterogeneity factor, \( f(H) \), can be derived with stochastic geometry theory. The integration of \( \tau(H, \lambda) \) and \( f(H) \) offers the average performance of the response time for a WDCN with node density of \( \lambda_s \) and request arrival density of \( \lambda \) during the service access phase. This introduces integration, \( E\{\tau(\lambda_s, \lambda)\} = \int \tau(H, \lambda)f(H)dH \), which includes the impact of both time domain and spatial domain factors into the performance model.

This chapter is organized according to Figure 4.2. Section 4.2 derives the distribution of the heterogeneity factor, \( f(H) \), as a function of node geometry and protocol. The successful probability \( p_s \) determines the distribution of re-transmission time which is a geometric distribution. Since a geometric distribution can be approximated with an exponential distribution, the service rate distribution \( \mu \) for wireless links can be derived based on the outage probability and node geometry. This gives the distribution of the heterogeneity factor \( f(H) \) immediately by normalizing the rate \( \mu \) with maximum service rate \( \mu_{max} \). In addition, optimal strategies for multiple heterogeneous servers are investigated in Section 4.3 in order to show the average response time as a function of \( H \) and \( \lambda \). A special case with two SNs is first studied in terms of its performance comparison between optimal methods and the methods.
that do not consider heterogeneity. For the $K \geq 3$ SNs case, a numerical method based on the Howard iteration is used to find the optimal policy and evaluate $\tau(H, \lambda)$. Finally, Section 4.4 presents optimal strategies for the services access phase of WDCNs with the introduced integration of $\tau(H, \lambda)$ and $f(H)$.

### 4.2 Channel Heterogeneity Factor

This section is dedicated to modelling the heterogeneity of the channel service time for a given node geometry and ALOHA protocol. The outage probability is introduced based on stochastic geometry theory. The relation between the outage probability and the channel service time are related with an approximation method. The distribution of the heterogeneity factor is then derived.

#### 4.2.1 Outage Probability for Slotted ALOHA Protocol

The outage probability determines the channel service time, which can be derived from stochastic geometry theory [74] [75] [76]. For a large network with node density $\lambda_s$, each SNR initiates a service request transmission with a transmission probability of $p$. Assume the random variable $X_i$ denotes the points of a measurement $\Phi$ in the Euclidean space $\mathbb{R}^d$. 

---

**Figure 4.2: Organization of Chapter 4.**
with \( d \geq 1 \) as in [76]

\[
\Phi = \sum_i \delta_{X_i} \tag{4.2}
\]

The intensity measure \( \Lambda \) of \( \Phi \) is defined as \( \Lambda(B) = \mathbb{E}\Phi(B) \) for Borel \( B \), where \( \Phi(B) \) denotes the number of points in \( \Phi \cap B \). The Laplace functional of \( \Phi \) is defined as [76]

\[
\mathcal{L}_\Phi(f) \triangleq \mathbb{E}[e^{-\int_{\mathbb{R}^d} f(x) \Phi(dx)}] = \mathbb{E}[e^{\sum_{x \in \Phi} f(X)}] = \exp\left(-\int_{\mathbb{R}^d} (1 - e^{-f(x)}) \Lambda(dx)\right) \tag{4.3}
\]

where \( f \) is a non-negative function on \( \mathbb{R}^d \). The total interference measurement at a point \( x \) in the network is given by

\[
I(x) \triangleq \sum_{Y \in \Phi} \ell(||x - Y||), \tag{4.4}
\]

where \( \Phi_t \) is a point process of transmitters, and \( \ell \) is a function of the Euclidean norm. Due to Slivnyak’s results, \( I(x) \) does not depend on a given location of \( x \).

The distances between the origin and \( X_i \) in a \( d \)-dimensional uniform PPP of intensity \( \lambda_s \) can be defined as \( \Phi \triangleq \{ R_i = ||X_i|| \} \), which is inhomogeneous PPP with an intensity function of \( \lambda(r) = \lambda_s c_d r^{d-1} \). \( c_d \triangleq \pi^{d/2}/\Gamma(1 + d/2) \) is the volume of the \( d \)-dimensional unit ball. Then, \( \ell \) for distance \( r \) can be defined as \( \ell(r) = h_r r^{-\alpha} \) with a fading term of \( h_r \) and a path loss term of \( r^{-\alpha} \). The Laplace transform of the interference is

\[
\mathcal{L}_I(s) \triangleq \mathbb{E}[e^{-s I}] = \mathbb{E}\left[\prod_{r \in \Phi} \exp\left(-s h_r r^{-\alpha}\right)\right] \tag{4.5}
\]

The expectation takes over both the point process \( \Phi \) and fading \( h \). The fading is independent of point process and from (4.3), we get

\[
\mathcal{L}_I(s) = \exp\{-\int_0^\infty \mathbb{E}_h[1 - e^{-s h r^{-\alpha}}] \lambda(r) dr\} = \exp(-\mu c_d \mathbb{E}[h^\delta] \Gamma(1 - \delta) s^\delta) \tag{4.6}
\]

where \( \delta = d/\alpha < 1 \).

With Rayleigh fading and transmission power \( P \), the outage probability over a link of distance
Figure 4.3: Outage probability as a function of transmission probability. Node density \( \lambda_s = 1 \), SIR threshold \( T = 10dB \), coverage range \( R = 1 \), propagation index \( \alpha = 4 \), and dimension \( d = 2 \).

The first term of the successful probability relates to reference SNR at distance \( R \). The interference term is the Laplace transform of interference evaluated at \( s = TR^\alpha \) for equation (4.6). If noise power \( W \) is small enough, the outage probability can be simplified as

\[
p_o = 1 - p_s = 1 - P\{S > T(W + I)\} = 1 - E\left\{\text{Prob.}(h^2 > \frac{T(W + I)R^\alpha}{P})\right\} = 1 - E\left\{\int_{T(W+I)}^{\infty} e^{-u} du\right\} = 1 - E\left\{\exp\left(-\frac{TW + IR^\alpha}{P}\right)\right\} = 1 - \exp\left(-\frac{TR^\alpha W}{P}\right)E\left(e^{-TR^\alpha I}\right)
\]

The interference term is the Laplace transform of interference evaluated at \( s = TR^\alpha \) for equation (4.6). If noise power \( W \) is small enough, the outage probability can be simplified as

\[
p_o = 1 - \exp\left(-\frac{TW}{P}\right)E[h^\delta]\Gamma(1 - \delta)T^\delta
\]

A simulation of the outage probability is shown in Figure 4.3. The simulation result matches the theoretic curve plotted with equation 4.7. When the transmission probability increases, more interference and contention occur, leading to higher outage probability.
4.2.2 Distribution of Heterogeneity Factor

With a successful transmission probability of $p_s$, the probability of the event that the $k$th transmission is the first success follows the geometric distribution as

$$Pr(X = k) = (1 - p_s)^{k-1}p_s$$  \hspace{1cm} (4.8)

the corresponding transmission time is $kT_s$ assuming $T_s$ is the time for one transmission. For a exponential distribution with service rate $\mu$ or average service time of $1/\mu$, the pdf of $Y$ is

$$f(y, \mu) = \mu e^{-\mu y}, y \geq 0$$  \hspace{1cm} (4.9)

With a relation of $\mu = -log(1 - p_s)/T_s$, the geometric distribution can be approximated with exponential distribution as $X = \lfloor Y/T_s \rfloor$, where $\lfloor \cdot \rfloor$ is the floor function. Figure 4.4 shows an example of this approximation. This approximation works better for high outage probabilities since the derivation of the two pdfs increases when the successful probability has a relatively small value. Therefore this method offers an upper bound of channel service rate $\mu$. From equation (4.7), the transmission successful probability is a function of the coverage range $r$

$$p_s = exp(-Ar^d)$$  \hspace{1cm} (4.10)

where $A = \lambda pc_d E[h^d] \Gamma(1 - \delta)T^\delta$. For PPP and two dimensional node distribution $d = 2$, it is easy to show the pdf of the distance, $r$, as

$$f(r) = 2r$$  \hspace{1cm} (4.11)
Combining (4.10) and (4.11), the pdf of \( p_s \) can be represented as

\[
f(p_s) = \frac{d}{dp_s} \left( \frac{\sqrt{lnp_s}}{A} \right) \cdot 2\sqrt{\frac{lnp_s}{A}} = \frac{1}{Ap_s}
\]

(4.12)

where \( f(p_s) = \left| \frac{\mu}{dp_s} \right| f(r) \) is used since \( f(r) > 0 \). With the relation of \( \mu = -\log(1 - p_s)/Ts \) and (4.12), the pdf of \( \mu \) can be represented as

\[
f(\mu) = \frac{d(1 - e^{-\mu Ts})}{d\mu} \cdot \frac{1}{A(1 - e^{-\mu Ts})} = \frac{e^{-\mu Ts}Ts}{A(1 - e^{-\mu Ts})}
\]

(4.13)

The impact of node density \( \lambda_s \) on the CDF of \( \mu \) in a two dimensional area is shown in Figure 4.5. The simulation results match the theoretical curve according to equation 4.13. Larger values of node density \( \lambda_s \) cause more interference and higher outage probability, which shifts the curve to the left. Normalizing \( \mu \) with \( \mu_{max} \) gives the distribution of \( H \), \( f(H) = f(\mu/\mu_{max}) \) which will be used to evaluate the optimal scheduling strategies and system average response time in Section 4.4. The heterogeneity increases with the increase of node density if the node with \( \mu_{max} \) is always treated as the first activated SN. In other words, if a SRN needs to activate two SNs, the channel service rate difference between the second SN and the first (fastest) SN increases as the node density \( \lambda_s \) increases.

4.3 Scheduling Algorithms for Heterogeneous Servers

Activating multiple servers reduces the average response time. When the servers are homogeneous, a closed-form equation about the average response time is widely used [78]. However, there is currently no close-form equation for a multiple server queueing system with heterogeneous service rates. The service rate difference among servers makes it complex for arrivals to make a choice between waiting for the faster server in a queue and accessing the slower server immediately. Although an approved optimal solution for the two server case is given in [79], the proof of the optimal scheduling for more than three server cases is incomplete [80]. In this section, we will first introduce the performance analysis for the homogenous servers queue, which will be the baseline for the performance evaluation. Then the optimal scheduling methods for heterogeneous servers are discussed and evaluated in order to show the impacts of heterogeneity factor \( H \) and request arrival density \( \lambda \) on the average response time \( \tau \).
If the channel service rate is unavailable, the SRN has to treat all SNs as the same, or homogeneous servers. If a SRN has this information, it can make a scheduling decision based on the heterogeneity factors H, or normalized service rate as in 4.1. The performance speedup between these two can be represented as

$$S_1 = \frac{\text{Performance Considering Heterogeneity}}{\text{Performance without Considering Heterogeneity}}$$  \hspace{1cm} (4.14)

It is important whether the channel heterogeneity should be considered for multiple server case since collecting and maintaining channel status uses more resources and increases system complexity.

The results of using multiple SNs is also compared to the single server case, which can be represented as

$$S_2 = \frac{\text{Performance with Two SNs}}{\text{Performance with One SNs}}$$  \hspace{1cm} (4.15)

The value of $S_2$ determines whether multiple servers should be activated in addition to one server with the fastest service rate.

### 4.3.1 Mean Performance for Queue System

In a queue system with general arrival and service rate and one server ($G/G/1$), the occupation rate (server utilization) per server is $\rho = \lambda E\{B\}$, where $\lambda$ is the arrival rate and $E\{B\}$
is the server busy time. When the capacity of the system is sufficient to deal with arrivals, the mean sojourn time $E\{S\}$, the mean number of jobs in the system $E\{L\}$, and $\lambda$ have the relation

$$E\{L\} = \lambda E\{S\} \quad (4.16)$$

Similarly, the average number of jobs in the queue, $E\{L^q\}$, and the waiting time, $E\{W\}$, has the relation as

$$E\{L^q\} = \lambda E\{W\} \quad (4.17)$$

For a $M/M/1$ queue system, since the average number of customers in the system seen by an arriving job equals $E(L)$ and each of them has a service time with mean $1/\mu$ and the job has to wait for its own service time, the arrival relation can be represented as

$$E(S) = (E(L) + 1) \frac{1}{\mu} \quad (4.18)$$

Combining equation (4.16) and (4.18), we have service response time

$$\tau \triangleq E\{S\} = \frac{1/\mu}{1 - \rho} \quad (4.19)$$

where the expectation is over arrivals along a time scale. Since $\rho$ is the mean number of customers in service, the mean queue length can be represented as

$$E\{L^q\} = E\{L\} - \rho = \frac{\rho^2}{1 - \rho} \quad (4.20)$$

The waiting time can be derived by

$$E\{W\} = E\{S\} - 1/\mu = \frac{\rho/\mu}{1 - \rho} \quad (4.21)$$

With a similar procedure, the mean performance for the multiple server queue system ($M/M/k$) with $k$ servers can be derived as

$$E\{W\} = \prod_w \frac{1}{1 - \rho} \frac{1}{k\mu} \quad (4.22)$$

where $\prod_w$ is the delay probability which can be solved with numerical methods. The equations in this section offer the theoretic results of the average response time for the single server case ($M/M/1$) and homogeneous multiple servers ($M/M/K$), which will be used for performance comparison in the following sections.
4.3.2 Two Servers Case

Although the optimal control theory for the heterogeneous system is still under study ([80]), the optimal control for the two server case has been solved by [79]. In a two server queue system, the buffer has a Poisson arrival with a rate of \( \lambda \). It is served by two servers with different mean service time. The service time is exponentially distributed with a rate of \( \mu_i \) (\( i=1,2 \)). We assume \( \mu_1 < \mu_2 \) and \( \lambda < \mu_1 + \mu_2 \).

The optimal policy that minimizes the mean sojourn time is of the threshold type. The faster server should be kept busy whenever it is available, while the slower server should be activated once the queue length exceeds a threshold. This optimal threshold can be computed by minimizing the cost function \( J_m \) [79]

\[
J_m = \begin{cases} \sum_{i=1}^{2} c_i \eta_i \left\{ \frac{1}{1-\rho} - \frac{\eta_i}{1-\rho^2} \right\} m + \frac{\eta_i}{\eta_2 - \eta_1} m - \left[ \frac{1}{1-\rho^2} - \frac{1}{1-\rho} \right] \eta_1 & \text{if } \lambda \neq \mu_1 \\ \sum_{i=1}^{2} c_i \eta_i \left\{ \frac{\lambda}{\mu_2} m + \frac{\eta_i}{\eta_2 - \eta_1} m + \left[ \frac{1}{1-\rho^2} - \frac{1}{1-\rho} \right] \eta_1 \right\} & \text{if } \lambda = \mu_1 \end{cases}
\]

where \( c_1 = \frac{1-\eta_1}{\eta_2-\eta_1}, \ c_2 = \frac{\eta_1-1}{\eta_1-1}, \ \eta_1 = \frac{1-\sqrt{1-\rho\mu_1}}{2\mu_1}, \ \eta_2 = \frac{1+\sqrt{1-\rho\mu_1}}{2\mu_1}, \ \rho = \frac{\lambda}{\mu_1+\mu_2}, \ b = \frac{\lambda}{\mu_1} \). Since the minimum of \( J_m \) is the average number of jobs in the system, combining the above equation with equation 4.16 gives the average sojourn time. The optimal threshold is a function of the heterogeneity of the two service rate heterogeneity \( H = \frac{\mu_2}{\mu_1} \) and the arrival density \( \lambda \).

Figure 4.6.a shows the average response time with the optimal threshold method for two heterogeneous servers using equation 4.23. The performance as a function of workload density \( \rho \) illustrates that a larger workload \( \rho \) increases the average response time. In addition, when there is no heterogeneity, \( H = 1 \), the average response time equals the results of equation 4.22, which indicates the system degrades to a homogeneous \( M/M/2 \) queueing system.

An example of the optimal threshold of the queue length as the function of \( H \) and workload \( \rho \) is shown in Figure 4.6.b according to equation 4.23. The stairway shape of the optimal threshold indicates whether to consider heterogeneity factor, \( H \), is determined by both the range of \( H \) and \( \rho \). For example, thresholds equal zeros when \( H \geq 0.5 \) in this figure, which indicates that two servers could be treated as homogeneous servers and it is not necessary to consider the channel heterogeneity factor within this range. When the rate difference is large and \( H \) is small, optimal thresholds of queue length increase quickly for a light workload with a small value of \( \rho \). As the threshold is approaching infinity, a single server is preferred.

The average response time reduction when considering the heterogeneity factor is shown in Figure 4.7. When the rate difference between two servers decreases, the optimal thresholds approach zero, or the homogeneous solution. With a smaller value of \( H \), or larger heterogeneity, the optimal threshold provides higher performance speed up compared to the no threshold method. For a light loaded system, such as \( \rho < 0.5 \), considering the heterogeneity factor can improve average response time significantly. However, a heavy loaded system has limited performance improvement by the optimal threshold method compared to treating.
Figure 4.6: The average response time (a) and optimal threshold of queue length (b) as functions of $H$ and $\rho$ for two heterogeneous server queueing systems.

two servers as homogeneous servers.

In summary, considering the channel heterogeneity factor offers a significant improvement of the average response time for a light loaded system with a high service rate heterogeneity for the two server case.

### 4.3.3 Multiple Servers Case

This section will investigate the performance with more than three SNs, or $K \geq 3$. The optimal control of the queue system makes a decision about the arrival based upon the observation of queue and servers status, which can be modeled as an Markov decision process (MDP). A numerical solution for MDP, such as the Horvard iteration, can be used to evaluate the optimal threshold for the multi-server case [81]. Based on this evaluation, the average response time considering the heterogeneity factor can be shown.
Consider a queue system with $K$ servers, and the processing rate of $\mu_i$ has a descent order $\mu_1 \geq \mu_2 \geq \mu_3 \ldots \geq \mu_K$. A vector with $K + 1$ bits is used to indicate the status of the system. The first bit of this vector indicates the queue length ($q$) which could be any integer smaller than $N - K$. The lower $K$ bits are used to indicate the server status $d_{K+1-k}$, where 1 indicates the server is occupied or busy and 0 indicates the server is idle. The $K$th bit indicates the status of Server 1 with the fastest service rate of $\mu_1$.

With a queue length of $q(x)$, the system status can be represented with an integer

$$x = q2^K + \sum_{1 \leq k \leq K} 2^k d_{K+1-k}, \quad 0 \leq x \leq I - 1$$  \hspace{1cm} (4.24)

where the total number of the states for the system is $I = (N - K)2^K$. The cost for each state is

$$c(x) = q(x) + \sum_{1 \leq k \leq K} d_k$$  \hspace{1cm} (4.25)

The cost function to be minimized is

$$Y(t) = \int_0^t c(u)du$$  \hspace{1cm} (4.26)

where $c(u)$ is the cost calculated with equation 4.25 at time $u$. The minimum average cost for a policy $f$ can be represented as

$$g(f) = \inf g(t; f) = \inf \lim_{t \to \infty} \frac{1}{t} \mathbb{E}_f \{Y(t)\}$$  \hspace{1cm} (4.27)
where $x$ is the system status.

For a MDP problem with minimizing average cost, the optimal value of the Bellman function satisfies

$$v(x) = \min_{a \in A(x)} \{b(x, a; v(x))\} \quad (4.28)$$

where $a$ is an action from an action set $A(x)$. An optimal policy is

$$f^* = \arg\min_{a \in A(x)} \{b(x, a; v(x))\} \quad (4.29)$$

If $t$ is large enough, or $t \to \infty$, the value of the Bellman function is time independent as

$$v(x, t) = g(f^*)t = v(x) \quad (4.30)$$

which indicates the system enters a stationary status. Since both the arrival process and service process are Poisson processes, the derivative of $v(x, t)$ satisfies the following

$$\frac{\partial v(x, t)}{\partial t} = c(x) - (\lambda + M_1(x))v(x, t) + \lambda T_0 v(x, t) + \sum_{j \in J_1(x)} \mu_j T_j v(x, t) \quad (4.31)$$

where $M_1$ is the rate sum for all the busy servers with $d = 1$, $T_0$ is the action for arrival, and $T_j$ is the action for departure; $J_1(x)$ is the set for busy servers.

Combining equations 4.29, 4.30, and 4.31 offers a method to find an optimal threshold for heterogeneous servers queueing systems.

Assume there are multiple policies to evaluate in a policy set $\mathbb{F}$, for the $n$th policy, $f_n \in \mathbb{F}$, a minimum value of the Bellman function satisfies

$$v_n(x) = \frac{1}{\lambda + M}[c(x) + \lambda v_n(x + e_{f_n(x)}) + M_0(x)v_n(x)$$

$$+ \sum_{j \in J_1(x)} \mu_j v_n(x - e_j)$$

$$+ \sum_{j \in J_1(x) \setminus J_0(x)} \mu_j (x - e_j - e_0 + e_{f_n(x - e_j - e_0)}) - g_n(f)]$$

where $e_j$ is a unit vector with the jth bit equals to one, which represents actions. $g_n$ is the long term processing cost, or average number of jobs in the system, plus the number of busy servers for policy n. The first term denotes the jobs in the system for status $x$. The second term indicates the events of arrivals. The third term indicates the events of no change. The fourth and fifth terms indicate departure with queue that is empty and not empty, respectively. Equation 4.32 can be solved with an iterative approach [81] for each
Figure 4.8: Average response time $\tau$ as a function of heterogeneity factor, $\lambda = 0.5$. Comparison between the results of equation 4.23 and MDP methods.

The policy can be given as

$$g_n^{m+1} = \frac{1}{\lambda + M} \left[ \lambda v_n^m(x_{f_n(0)}) - g_n^m \right]$$

$$v_n^{m+1}(x) = \frac{1}{\lambda + M} \left[ c(x) + \lambda v_n^m(x + e_{f_n(x)}) + M_0(x)v_n^m(x) \right]$$

$$+ \sum_{j \in J_1(x)} 1_{q(x)=0} \mu_j v_n^m(x - e_j)$$

$$+ \sum_{j \in J_1(x)} 1_{q(x)>0} \mu_j v_n^m(x - e_j - e_0 + e_{f_n(x-e_j-e_0)}) - g_n^{m+1}$$

which gives the value of $v_n(x)$.

Changing the policy from $f_n$ to $f_{n+1}$ and evaluating each policy $f_n \in F$, the optimal threshold and $v(x)$ can be determined. Then the average response time can be derived with equation 4.16. Compared with the algorithm in [81], this method exploits the threshold structure and evaluates every possible policy, instead of setting up a table of state transitions, in order to find the optimal thresholds, which has a faster speed.

For the two server case, the evaluation results of the MDP method and the close form solution according to equation 4.23 match well, as shown in Figure 4.8. When $H = 1$, both methods approach the results of homogeneous multiple server systems according to equation 4.22. For the more servers case, we first consider a three-server case with $\mu_1 = 1$ and $\mu_2 = \mu_3 < 1$. Since $\mu_1 \geq \mu_2 \geq \mu_3 \ldots \geq \mu_K$, the best possible value for $\mu_3$ is $\mu_3 = \mu_2$, which will provide...
Figure 4.9: Average response time $\tau$ as a function of heterogeneity factor (H) and number of servers $K$, (a) $\lambda = 0.5$ (b) $\lambda = 0.9$.

Figure 4.8 also shows the average response time as a function of the heterogeneity factor for the $K = 3$ case. The line with squares shows the results for the case when the thresholds of Server 2 and Server 3 are the same. The brute-force method evaluates all the policies with different combinations of thresholds for the three servers. The results show that the same threshold for Server 2 and Server 3 is actually optimal.

Figure 4.9 shows the average response time $\tau$ as a function of the heterogeneity factor $H$ for arrival rate $\lambda = 0.5$ and $\lambda = 0.9$, respectively. All servers with index greater than two use the threshold of Server 2 in this evaluation. The results show that the performance improvement from Server 2 and Server 3 is significant while the increase of the number of SNs for $K \geq 4$ only provides marginal benefit. When heterogeneity factor $H$ is small, all the lines overlap with each other which indicates the threshold to activate the second server is large and single server solution is preferred. This section introduces the optimal scheduling methods for queueing systems with multiple heterogeneous servers, which identifies two important rules as follows

- Consideration of heterogeneity: When the heterogeneity factor is small, the optimal scheduling method considering heterogeneity is actually approaching the single server case. When the heterogeneity factor is large, the optimal scheduling method considering heterogeneity is actually approaching a multiple homogeneous system. Therefore, it is not necessary to consider channel heterogeneity in these cases. However, considering channel heterogeneity for $H$ within the medium range provides significant performance gain.
• The number of servers: The performance speedup diminishes when more servers are activated. The second server and the third server provide the most significant performance gain. When the arrival density is low, multiple servers can provide more speedup when compared to the case with heavier arrival density.

### 4.4 Optimal Scheduling in Service Access

In Section 4.3, the optimal scheduling strategies for a multiple servers queueing system are discussed as a function of the arrival density of $\lambda$ and the heterogeneity factor $H$. Section 4.2 derived the distribution of $H$ as a function of the node density $\lambda_s$. This section will combine the results from the previous two sections in order to investigate the performance improvement for the average response time and optimal scheduling strategies where both $\lambda$ and $\lambda_s$ are considered.

Equation (4.13) defines the distribution of the heterogeneity factor for a Poisson point process with ALOHA protocol. The average response time can be evaluated with equation (4.23) and (4.33). When we combine these two, the average system response time for WDCN can be represented as:

$$
E \{ \tau(\lambda_s, \lambda) \} = \int_{H \in S} \tau(H, \lambda) f(H)dH
$$

There are two integrations in equation 4.34. The first expectation of the response time $\tau$ defined in equation 4.19 is taken over time. When combining this with the distribution of $H$, the second expectation $E \{ \tau \}$ takes the expectation over the set of nodes $S$.

Figure 4.10 shows the comparison of average response time according to equation 4.34 for the two server case. The transmission probability of the ALOHA protocol is $p = 0.1$. This figure illustrates that average response time is a function of the densities in both the spatial domain and the time domain. For arrival density $\lambda < 0.5$, the average response time of the threshold method remains similar with different values of node density $\lambda_s$ while the response time of the JSQ method is varying with different $\lambda_s$. As $\lambda$ increases, the difference between the performance considering heterogeneity and no heterogeneity consideration methods become similar, which indicates the impact of arrival density in time domain dominates and the impact of node density in the spatial domain diminishes.

Figure 4.10 also compares the performance of the two SNs case with the single SN case. The THD method has to be used if the information of $\mu$ is available and the arrival density $\lambda$ is not heavy. If the workload is heavy, the method without consideration of the heterogeneity factor is sufficient to provide similar average response time performance compared to the homogeneous method. Figure (4.10) shows that it is necessary for a SRN to search for the second SN only when arrival rate $\lambda$ exceeds a certain level, $\lambda \geq 0.4$ in this case. The SRN should request only one SN with the fastest $\mu$ when $\lambda \leq 0.4$ whatever the node density $\lambda_s$. 
Figure 4.10: Average performance as a function of arrival rate $\lambda$ and node density $\lambda_s$. $T = 6dB$, $p = 0.1$. Comparison of the system average response time between single server and multiple servers ($S2$) as well as that between considering channel heterogeneity and no channel heterogeneity consideration, $S1$.

Figure (4.11) shows the performance speed up of $E\{\tau\}$ between considering heterogeneity and when no channel heterogeneity is considered, $S1$, defined in equation 4.14, is a function of node density $\lambda_s$ and workload $\lambda$. When the node density $\lambda_s$ is low and heterogeneity is small as showed in Figure (4.5), considering the heterogeneity factor provides smaller performance gain compared with the method where channel heterogeneity is not considered.

For higher node density, considering heterogeneity factor with optimal threshold can provide a significant reduction of average response time, especially with a medium value of $\lambda$. The speed up of $S2$, defined in equation 4.15, decrease as the node density $\lambda_s$ increases which indicates that higher nodes density leads to more interference and a worse channel service rate.

Figure 4.10 and 4.11 together illustrate that it is important for a SRN to access more than two SNs when the request arrival density, $\lambda$, is within a medium range, $T1 \leq \lambda \leq T2$. When $\lambda \leq T1$, a SRN should access only one SN. When $\lambda \geq T1$, a SRN should access multiple SNs. When $\lambda \geq T2$, a SRN can treat multiple SN as homogeneous servers. In the given example in these two figures, $T1 = 0.4$, $T2 = 0.8$.

Increasing the number of SNs from one to two will reduce the average response time only when the arrival rate exceeds a threshold with ALOHA protocol and PPP. Using equation 4.34, the average performance of the service access model $E\{\tau\}$ can be found for $K \geq 3$ cases with a similar method for the two server case. $E\{\tau\}$ as a function of the number of SNs, $K$, and the request arrival rate $\lambda$ is shown in Figure 4.12. When node density $\lambda_s$ equals one,
increasing the number of SNs improves $E\{\tau\}$ only when workload $\lambda > 0.5$, approximately. The increase of the number of SNs provides marginal performance speedup for $K \geq 4$.

The impact of node density ($\lambda_s$), request density ($\lambda$) and the number of SNs ($K$), on service access strategies can be summarized as

- $S1$, the performance gain between considering $H$ and not considering $H$, increases as $\lambda_s$ increases.
- $S2$, the performance gain between multiple SNs and a single SN, decreases as $\lambda_s$ increases.
- Considering $H$ offers the optimal average response time with different values of $\lambda$.
- Considering $H$ methods are valuable for $T1 \geq \lambda \geq T2$.
- $K \geq 4$ servers provides a diminishing performance gain.

## 4.5 Conclusion

This chapter introduced a framework to analyze the service access performance with a combination of stochastic geometry and queue theory. For the ALOHA protocol and Poisson
Figure 4.12: System average response time $E\{\tau\}$ as a function of workload ($\lambda$) and number of servers $K$ considering channel heterogeneity, $\lambda_s = 1$.

Point Process, the optimal strategy is to choose the best three servers and threshold type of scheduling methods in order to dramatically improve the average performance. When request arrival density $\lambda$ is low, considering heterogeneity factors with the THD method can improve the average performance over that of homogeneous methods for the multiple SNs case. A SRN can actually access to one SN instead of multiple SNs since the optimal threshold for the second server is large. When arrival density is high, all SNs can be treated as homogeneous nodes by using the same threshold as zero for all nodes. The increase of SNs provides a marginal performance gain for $K \geq 3$ cases. The optimal strategy for other protocols and node distributions may be evaluated in a similar way as proposed.

The future direction of this chapter is to consider the job size distribution for the service process time. There are two types of scheduling for queue systems, node scheduling and job scheduling. Node scheduling, sometimes called router or dispatcher, determines which SN accepts the service requests. Job scheduling determines which job is to be processed first. In this chapter, we only investigated the performance improvement with node scheduling. The service request processing time of SNs can vary due to the different job size even with the same processing rate. For example, the sizes of files on one disk are different, which leads to different amount of time to access different files. The file access time will have a fat tail of pdf instead of an exponential one. When $\mu' \simeq \mu$, variant job scheduling may have different impacts on the average response time [77]. With higher priority to jobs with smaller processing time, the average performance could be further improved.
Chapter 5

Network Initialization and Synchronization

WDCNs can group wireless devices to share hardware and software resources through different types of wireless connections. Due to the heterogeneous wireless links and different communication protocols among nodes, reconfiguration capability is essential. Although software defined radio (SDR) may leverage this problem to some extent, how to synchronize the reconfiguration process in a dynamic spectrum access (DSA) environment with heterogeneous nodes remains an open problem. This chapter will first discuss the reconfiguration requirements of WDCNs. Then, design challenges for logic clock synchronization are introduced and analyzed in terms of the lower bound and practical design issues. A synchronization scheme is proposed for multi-cluster and multi-channel WDCNs. The comparisons between proposed method and the reference design are given at the end. The simulation results show that the proposed method can be used for SDR based WDCNs in DSA environment without a significant increase of time complexity compared with the reference algorithm. Some material in this chapter was published in [82].

5.1 Introduction

WDCNs can group different types of resources and share them within the grids through wireless links. These resources, such as mobile smart phones, laptops, and even some dummy devices like sensors, printers and cameras, could be attached to the heterogeneous devices. To share resources, these devices need to communicate with each other through wireless links. Since these devices may have different wireless links, a reconfiguration of PHY/MAC layers is needed to maintain a ubiquitous connection. The reconfiguration of the SDR enables the WDCNs to connect different types of mobile platforms. In addition, resource sharing within a grid is inherently a wireless distributed system. Depending on the application, the
specifications of resource sharing may vary. For example, the synchronization and timing schemes for sensor sharing and CPU sharing are different from each other. These differences may also require the reconfiguration of higher layer protocols in addition to PHY/MAC.

### 5.2 SDR Based WDCNs

WDCNs are defined as ad-hoc dynamic sharing of physical and virtual resources among heterogeneous devices. In a typical WDCN, a service requesting node initializes a resource sharing request to the grid. A node with the requested resource becomes the service node for the requesting node. It will respond to the service request and provide service for its requesting node. The communication among nodes goes through wireless links, which may be different from each other. The typical software architecture of a WDCN based on SDR is shown in Figure 5.1 [83]. The SDR builds the foundation for integrating different wireless standards. The grid specifications define the interfaces, function requirements and integration processes when mapping the upper layer protocols to the wireless links underneath. It also offers the regulation and sanity check to guarantee the wireless links reconfiguration works in an expected manner. The resources shared within a grid could be content, software, services, and even hardware devices. In addition, the two API layers support their upper layers with functionalities. The edgeware is the access point when forming a WDCN and it can provide the initialization and tearing down functionality, network monitoring and management, and the language when nodes talk to each other.

WDCNs can reduce the distance between services and their potential users, which reduces the traffic through backhaul networks and servers. This may also lead to reduction of network power consumption and response time (RT). Moreover, WDCNs can provide ubiquitous
access to the desired resources and services. This loose coupling nature leads to a more flexible grouping strategy.

Recently, several WDCNs applications have begun to emerge, such as cloud printing, home group, distributed content grid, and Global Information Grid [84]. Researchers in the cellular industry are also discussing the possibility of a cloud cell phone with LTE technologies [85]. Moreover, Virginia Tech and Syracuse University, as well as several other universities and organizations, are working together on a Wireless innovation testbed (WiGiT) in order to find the insights into the potential applications of WDCNs and to generate open specifications [83]. In other words, WDCN is a promising research area that combines wireless communication technologies and distributed computing.

Before the wide application of WDCNs, there are several important open questions that need to be solved, within which reconfiguration and synchronization are two important topics and will be discussed in the following sections.

Hardware and software reconfigurations are the most important strengths of SDR. Flexible RF hardware, such as the small wide-band antenna, RFIC, low power DSP processors, and matching circuits design, are currently under research and development [86][87][88]. The software communication architecture (SCA) and GNU radio are the two famous software architectures for SDR [89]. The reconfiguration capability determined by both the hardware and software is an essential component for WDCNs.

However, reconfiguration capability is also the weakness of a SDR based WDCN in terms of the synchronization process. A WDCN has some requirements for the reconfiguration of SDR, such as stability, concurrence, speed, and cost. The reconfiguration itself is actually a disturbance to a WDCN from the networking point of view. The reconfiguration of different nodes should converge to a certain steady state without manual tuning. Therefore, it also needs to have a global timing reference for all the nodes to behave in an organized way instead of random reconfiguration which hurdles the concurrence. Moreover, the reconfiguration process should be fast enough in order to resume the disrupted service and avoid the interference to other nodes. Finally, the lower cost is always preferred considering the device heterogeneity.

The reconfiguration process has to be coordinated among nodes. For example, both WiFi and Bluetooth work in the 2.4 GHz ISM band and have several channels overlapping with each other [90]. If the reconfiguration process of one node lags behind or progresses much faster than the other nodes, the networks will need more time to be synchronized with each other and make an agreement on the logic clocks. Moreover, the un-synchronized nodes will introduce extra interference and disruption. This is even worse for a WDCN with dynamic spectrum access capability since the false alarm of channel occupation will increase.

A successful reconfiguration of wireless links is critical for SDR based WDCNs. Each reconfiguration process of WDCNs is correspondent to an initialization process, of which synchronization is a building block. Therefore, synchronization will influence the stability, speed,
and concurrence of a reconfiguration directly. A careful design of the synchronization scheme is one of the requirements and the basis of a successful reconfiguration.

5.3 Synchronization Scheme

There are several levels of synchronization for radios, such as carrier, bit, slot, frame/superframe, and protocol. The rest of this chapter discusses the synchronization of the logic clock in the initialization phase of WDCNs. The logic clock of a node depends on the hardware clock and the message it receives, based on which a round number is generated. For example, each node in a WDCN maintains a round number during communication, and this round number defines the timing behavior of protocols. Once they have proper round numbers, synchronization is achieved and the grid is formed.

Synchronization is more important, but difficult for WDCNs than conventional wired distributed computing networks due to the openness and randomness of the wireless channel, the random locations of nodes, and the ad-hoc nature of WDCNs. The synchronization skew among nodes happens for three reasons: the uncertainty of message delay, the drifts of hardware, and the network diameter and size [91]. Although the uncertainty of message delay can be mitigated with a careful design of clock rate increase or decrease [92], dynamic wireless environments and heterogeneous devices will deteriorate the synchronization performance and even compromise this type of methods. In addition, the wireless protocol parameters, such as re-transmission times, communication frequency band, and node degrees, will also impact synchronization performance. For the SDR platform, the interface between the RF front-end and GPP may add more uncertainty to the process of synchronization [93].

The easiest way to achieve synchronization is GPS [91]. But this solution requires a line of sight reception of the satellite signal. In addition, not every device is capable of embedding a GPS receiver, especially wireless sensors. Moreover, the non-determinism in transmission time caused by the MAC layer leads to the difficulties for a coordinated time increment.

There are five requirements for synchronization: validity, synch. commit, correctness, agreement, and liveness [94]. Once synchronized, every node knows it is synchronized and the round numbers can continue increasing without losing the synchronization, which means that each node will always generate a consistent round number after the synchronization with high probability.

5.3.1 Performance Bound

The performance bounds for wireless synchronization are listed as follows.

- Single Channel: It can be shown that no algorithm can prevent a clock skew of $\Omega(\log_b D)$
for neighboring nodes with a diameter of $D$ \cite{95}, where the value of $b$ relates to the maximum clock drifting bound. $D$ is the maximum uncertainty between any two nodes. The upper bound has been improved to this value also for a special case \cite{95}. A skew between any two nodes is bounded by $\Omega(\sqrt{D})$ with high probability.

- Multiple Channels with Interference: For a regular network \cite{94}, its synchronization protocol requires at least

$$\Omega\left(\frac{\ln^2 N}{(F - t) \ln \ln N}\right) + F t \frac{\ln N}{F - t}$$

where $F$ is the total number of channels, $t$ is the maximum number of the possible disrupt channels, $N$ is the upper bound of participating nodes, or network size, and $F - t$ is the number of clear channels.

### 5.3.2 Practical Designs

The synchronization performance bounds are based on the worst case analysis. In practice, synchronization may vary according to system assumptions. Optimal synchronization protocols may have better performance than the lower performance bound by adapting to different scenarios instead of only considering the worst case. Different types of synchronization schemes have been suggested for wireless sensor networks in practice \cite{96}\cite{97}. The most famous ones are Reference Broadcasting Synchronization (RBS) and the flooding time synchronization protocol (FTSP). RBS uses physical time-stamps to remove the non-determinism of the transmitter and form precise relative timing without an external reference \cite{98}. By utilizing MAC time-stamping and time skew estimation, FTSP can mitigate the uncertainty of message delay to a few clock ticks \cite{99}. These schemes are suitable for synchronization during communications.

Some of the current proposed synchronization algorithms for network initialization are based on leader election to group the nodes since leader election is a better choice for multi-hop and dynamic networks compared with spanning tree \cite{94}\cite{95}. Once a leader is elected successfully, all the other nodes within a cluster can synchronize themselves to their leader. If the nodes location are modeled as a two dimensional Poisson point process, a leader election or synchronization process can be finished in $T = 3e\delta \ln N$ with a high probability no less than $1 - N^{-3}$. Here, $\delta$ is the maximum number of a nodes neighbors (network degree), and $N$ is the total number of nodes (network size) \cite{100}. For a multi-channel and single hop scenario, an adaptive protocol terminates synchronization within $O(t' \ln(3N))$ depending on the actual disrupt frequency number, $t' < t$, instead of the worst case with $t$ disrupted channels \cite{94}.
Table 5.1: Frequency Table Update Algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>If (collision happens)</td>
</tr>
<tr>
<td>2</td>
<td>Score(_i) = Score(_i)(F - 1);</td>
</tr>
<tr>
<td>3</td>
<td>Score(_j) = Score(_j) + 1; (j \neq i)</td>
</tr>
<tr>
<td>4</td>
<td>(q(k) = \frac{\text{Score}(k)}{\text{sum}(p(k))}; k = 1, 2F).</td>
</tr>
<tr>
<td>5</td>
<td>elseif (Rx successfully)</td>
</tr>
<tr>
<td>6</td>
<td>Score(_i) = Score(_i) + 1;</td>
</tr>
<tr>
<td>7</td>
<td>Score(_j) = Score(_j) - 1; (j \neq i)</td>
</tr>
<tr>
<td>8</td>
<td>(q(k) = \frac{\text{Score}(k)}{\text{sum}(p(k))}; k = 1, 2, \ldots, F).</td>
</tr>
<tr>
<td>9</td>
<td>end</td>
</tr>
</tbody>
</table>

5.3.3 Proposed Algorithm

SDR based WDCNs require synchronization before and after reconfiguration. Moreover, different wireless links may have different frequency channels. Sometimes, these channels may be overlapped, such as between WiFi and Bluetooth. Therefore, multi-channel is a requirement of the reconfiguration process of SDR based WDCNs. The results of the synchronization process for SDR based WDCNs should be multi-hop and multi-channel with clusters as building blocks.

However, the existing synchronization schemes do not satisfy these requirements. For example, [94] only considered a multi-hop wireless network with a single channel. Although [100] discussed the multiple channel cases, it only considered a single hop scenario. We assume that the minimum unit for the communication is a slot. Each node can switch frequency channels from slot to slot. The receiver can receive a message successfully when there is only one transmitter transmitting. That is, nothing can be received if collision happens. Each transmitter transmits according to a probability of \(p\), which is an ALOHA type transmission.

Moreover, each node maintains a frequency table and scores for each frequency channel. The score indicates the channel status. When collision happens, the node will reduce the score for that channel. When the node receives a message successfully on a channel, it will increase its score. This score is normalized to generate the probability for frequency selection. When a node needs to switch the channel, it always chooses the better channel with higher probability. Note that spectrum sensing is not included with this algorithm. This frequency table actually provides channel cognition even without spectrum sensing. The details for constructing the frequency table are shown in Table 5.1.

This multi-channel cognition capability may be integrated with the multi-hop clustering method in [100] in order to form a synchronization scheme for a SDR based WDCN in DSA environment, which is included in Appendix A. Each node can be one of three possible roles: master node, quasi-slave node, and slave node. All the nodes start as quasi-slave nodes. They will change their roles to quasi-leader nodes if they have not receive any contention after a certain period. If quasi-leader nodes observes any signal for quasi-leader or leader nodes after
a certain period, they will change their roles to leader nodes. Otherwise, quasi-leader nodes will change its role to quasi-slave node when they receive a signal from quasi-leader or leader nodes. Each node changes its role by itself based on the signal they received. In addition, frequency channel status is updated according to the method described in 5.1. Quasi-leader nodes can select a transmission frequency using the frequency channel status based on the observed contention information. The algorithm terminates when there are only two types of nodes, leaders and slaves. Theoretical analysis can be performed following the similar steps in [100].

5.4 An Example

In this section, we will simulate a synchronization process based on the proposed method for SDR based WDCNs in DSA environments. In order to compare the proposed method with the reference algorithm in [100], we follow a similar definition of parameters.

If the nodes are located within an area with a fixed node density of $\lambda_s$, and transmission range of $R$, the maximal number of the nodes neighbors $\delta$ can be derived with an accuracy no lower than $1 - \epsilon$, where $\epsilon > 0$ and $\epsilon \to 0$ [101]. The optimal transmission probability can be shown as

$$p = 1 - \delta^{\frac{1}{1+\epsilon}}$$

(5.2)

The timer threshold for status transitions are $T_1 = 3\delta ln N$ and $T_2 = 3\epsilon \delta ln N$, where $N$ is the
network size [100]. If there are 200 nodes located within an area of 100X100 square meters, λs = 0.02, R = 20 meters, and ε = 10^{-3}, then δ = 60, p = 0.067, T_1 = 954, and T_2 = 2592 [100]. We assume that the total number of the frequency channels is F = 2.

Figure 5.2 shows a simulation result with the above parameters. The slave nodes are uniformly distributed within the transmission range of the leader nodes. Figure 5.3 shows a result when an interference source is located in the center of the area with a transmission range of 20 meters. The nodes within the inferences neighborhood avoid the disrupted frequency channel and use the second channel.

In addition, the number of nodes in channel 1 is equal to that of channel 2 as shown in Figure 5.4. Both the number of nodes and the number of leaders are almost evenly distributed among frequency channels when the number of frequency channels increases, as illustrated in 5.5. Figure 5.6 compares the convergence performance of the proposed method with the method in [100]. The modified method does not increase the running time too much. It only increases the number of leaders. Since the coverage range R is fixed, multiple channels split the network into more clusters in order to cover the same area size with multiple channels. The number of leaders is approximately proportional to the number of available channels if R remains the same as shown in Figure 5.4, 5.5, and 5.6.

Figure 5.7 shows the running time for different network sizes. The running time for those two methods are at the same level and increases as the network size increases. Both the proposed method and reference method are robust to the network size since the running time is a concave function of the network size.
5.5 Conclusion

This chapter discusses the network initialization function requirements for SDR based WDCNs, especially reconfiguration and synchronization. A synchronization method with frequency channel cognition is proposed to satisfy the multi-hop and multi-channel requirements of SDR based WDCNs in DSA environments. The simulation example shows that the proposed method can help form the WDCN within a limited running time. The proposed method can distributed the nodes evenly amongst different frequency channels.

This work does not consider the impact of mobility. Both the convergence time and time complexity of the synchronization algorithm will be increased if the wireless nodes are moving. More research is needed to better understand the impact of mobility on the algorithm.
Table 5.2: Network Synchronization Algorithm

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>Fun_send()</code></td>
<td>Send packet with prob. p.</td>
</tr>
<tr>
<td><code>Fun_recv()</code></td>
<td>Receive packet in current slot.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State of node i: $S_i = \text{quasi-leader}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. While (1)</td>
</tr>
<tr>
<td>2. <code>Timer += 1</code></td>
</tr>
<tr>
<td>3. If $S_i = \text{quasi-leader}$ then</td>
</tr>
<tr>
<td>4. <code>Fun_send()</code></td>
</tr>
<tr>
<td>5. <code>Freq_update()</code></td>
</tr>
<tr>
<td>6. <code>Freq_selection()</code></td>
</tr>
<tr>
<td>7. Else if <code>Fun_recv()</code> = <code>leader</code></td>
</tr>
<tr>
<td>8. $S_i = \text{leader}; \text{timer} = 0$;</td>
</tr>
<tr>
<td>9. <code>end</code></td>
</tr>
<tr>
<td>10. <code>end</code></td>
</tr>
<tr>
<td>11. <code>if collision = 1</code></td>
</tr>
<tr>
<td>12. <code>Freq_update(); Freq_selection();</code></td>
</tr>
<tr>
<td>13. <code>end</code></td>
</tr>
<tr>
<td>14. <code>end</code></td>
</tr>
<tr>
<td>15. <code>if Si = quasi-slave</code></td>
</tr>
<tr>
<td>16. <code>Freq_update(); Freq_selection();</code></td>
</tr>
<tr>
<td>17. <code>end</code></td>
</tr>
<tr>
<td>18. <code>end</code></td>
</tr>
<tr>
<td>19. <code>if Si = quasi-slave</code></td>
</tr>
<tr>
<td>20. <code>if Fun_recv() = quasi-leader</code></td>
</tr>
<tr>
<td>21. <code>Timer = 0;</code></td>
</tr>
<tr>
<td>22. <code>Freq_update();</code></td>
</tr>
<tr>
<td>23. Else if <code>Fun_recv() = leader</code></td>
</tr>
<tr>
<td>24. <code>Si = Slave; Freq_update(); break</code></td>
</tr>
<tr>
<td>25. <code>end</code></td>
</tr>
<tr>
<td>26. <code>if timer = T1</code></td>
</tr>
<tr>
<td>27. <code>Si = quasi-leader; timer = 0;</code></td>
</tr>
<tr>
<td>28. <code>end</code></td>
</tr>
<tr>
<td>29. <code>if collision = 1</code></td>
</tr>
<tr>
<td>30. <code>Freq_update(); Freq_Selection();</code></td>
</tr>
<tr>
<td>31. <code>end</code></td>
</tr>
<tr>
<td>32. <code>end</code></td>
</tr>
<tr>
<td>33. <code>if Si = leader</code></td>
</tr>
<tr>
<td>34. <code>Fun_send();</code></td>
</tr>
<tr>
<td>35. <code>if timer = T2</code></td>
</tr>
<tr>
<td>36. <code>Break;</code></td>
</tr>
<tr>
<td>37. <code>end</code></td>
</tr>
<tr>
<td>38. <code>end</code></td>
</tr>
<tr>
<td>39. <code>if Si = slave</code></td>
</tr>
<tr>
<td>40. <code>Fun_recv();</code></td>
</tr>
<tr>
<td>41. <code>if collision = 1</code></td>
</tr>
<tr>
<td>42. <code>Freq_update();</code></td>
</tr>
<tr>
<td>43. <code>end</code></td>
</tr>
<tr>
<td>44. <code>end</code></td>
</tr>
<tr>
<td>45. <code>end</code></td>
</tr>
</tbody>
</table>
Figure 5.5: Leader distribution among frequency channels. Leader nodes are evenly distributed across channels.

Figure 5.6: Convergence Rate comparison.
Figure 5.7: Time complexity comparison.
Chapter 6

Dynamic spectrum access in WDCNs

Dynamic spectrum access concept provides one of the enabling tools to implement WDCNs. Current spectrum policy is usage-oriented which means each spectrum block is assigned and dedicated to a particular application. However, spectrum access for one application has temporal and spatial patterns which leads to a low spectrum utilization. Therefore the spectrum can be statistical re-used by multiple applications in order to improve the spectrum utilization.

As discussed in Chapter 1 and Chapter 5, there may be heterogeneous devices in one WDCNs with different radios capabilities. DSA helps WDCNs accommodate all kinds of radios with different over-the-air interfaces in a more flexible way. Moreover, some white space spectrum blocks are available as the transition from analog TV to digital TV recently. These white space frequency blocks are potential for novel applications where WDCNs fits in as the secondary user systems. One of the most important problems for WDCNs in DSA environment is how to protect a primary user while maintain the links for the second user (SU). In the rest of this chapter, we refer to WDCN nodes as SU.

This chapter will discuss a primary user detection method for WDCNs in DSA environments. A classifier based on support vector machine (SVM) is proposed to reduce the channel vacation time during the communications. Some material of this chapter was published in [102].

6.1 Introduction

DSA can increase spectrum use by exploiting unoccupied spectrum. The secondary user (SU) in a DSA system has to sense and avoid the primary user (PU) of the spectrum. PU detection is the fundamental functionality of dynamic spectrum access systems, especially for the SU. There are at least two purposes for PU detection. During the connection setup
phase, PU detection will determine whether the desired channel is vacant and can be used by the SU. Once the connection is set up, the SU will periodically sense the channel and will release the channel once the presence of the PU is detected.

Current PU detection requires the SU to stop communications when sensing the spectrum. For example, in IEEE 802.22 systems idle time is used by the customer premises equipment (CPE) for spectrum sensing to determine whether there is a TV signal within a particular area. If sensing slots are used for primary user detection, lots of signal/interference detection methods can be used to fulfill this spectrum sensing task. There are three major types of techniques for signal detection: the matched filtering scheme, the energy detection scheme, and statistical analysis based feature detection, e.g. cyclostationary [114, 115, 112]. Recent developments in this field, using wavelets and compressed sensing, are promising in handling the resolution issues of wide band signals [134, 135, 119]. Mixed signal sensing, multidimensional signal analysis, and distributed cooperative sensing are also introduced to relax the bandwidth and sensitivity requirement of the RF-front end in [137, 117, 124, 113]. Optimal MAC protocols have been discussed in the literature as a way to balance the tradeoff between maximizing detection probability and minimizing detection delay by adopting the sensing slot length and sensing period [138, 120].

The detected signal or interference sometimes needs to be classified to know the modulation scheme and to make better decisions about the presence of primary users. Signal classification techniques can be divided into two major categories: feature based (FB) classification and likelihood based (LB) classification [108]. LB methods offer optimal results in the Bayesian sense but suffer from computation complexity. The average likelihood ratio test (ALRT), generalized likelihood ratio test (GLRT), and hybrid likelihood ratio test (HLRT) are the three major proposed LB methods depending on how the unknown parameters are treated and whether the probability density function is known [107]. Compared with LB approaches, FB approaches are easier to implement and have less computation complexity. In addition to the wavelet transform approach and cyclostationary analysis approach mentioned above, some other signal feature extraction approaches are also used to identify signal format, such as high order statistics [132, 106], instantaneous magnitude, phase, and frequency [103, 127, 109], zero crossing [118], signal constellation recovery [125] and spectral features [130]. Some of these features may be organized to form a hierarchical system for optimal classification, thus satisfying the tradeoff between performance and complexity.

However, the approach based on idle time, or sensing slot, is not sufficient if a primary user appears during the communication of secondary users. The secondary users’ receivers cannot vacate the occupied channel immediately since they have to wait for the idle time to sense the existence of the primary user. Thus, this idle time reduces spectrum efficiency and increases the channel vacancy response time when a PU appears. If the secondary receivers can detect the primary user during the communication, the usage of idle time can be reduced, and the channel shift response time may be improved. Detecting PU during SU communication corresponds to detect interference in the presence of the desired signal.
Several approaches can be used to detect interference beneath a signal. The state-of-the-art technology to detect the interference beneath a signal is the digital phosphor technology (DPX) display approach in the real time spectrum analyzer by [133]. If the spectrum processing speed is higher than the data acquisition speed, the interference beneath a signal can be determined by the color. Unfortunately, high speed spectrum generation is too expensive for mobile terminals to be applicable to DSA systems. Another approach of detecting interference beneath the signal relates to the cluster reduction in radar systems by [131]. The basic idea is to use a cluster signal as a reference signal when the echo from the target does not exist. For example, ground clusters can be removed in the Doppler domain due to their zero velocity although they cannot be separated from the signal in the temporal domain. When the cluster echo has similar Doppler velocity, such as the ocean cluster with echo from moving ships, the assumption that the characteristics of cluster in adjacent bins are similar can be used to remove the cluster from the desired signal. Three hypothesis testing criteria are used for signal detection, such as max Bayes, minmax, and Neyman-Pearson, after removing the interference. All of these detection approaches require knowledge of the probability density function (PDF) of the received signal.

For communication systems, interference rejection, interference cancellation, and multi-user detection (MUD) are potential solutions to detect interference beneath a desired signal. Methods to detect interference beneath a desired signal have been investigated for a long time, and a lot have been proposed. A good summary of interference rejection for communication systems can be found in [121] and [128]. Adaptive equalization technologies, e.g. the constant-modulus algorithm, the decision-directed adaptive filter, neural networks, time-dependent filtering, and nonlinear filters have been proposed for interference rejection [121]. Some techniques that exploit orthogonality in the temporal or space domain are also commonly used, such as multi-user detection (MUD) in CDMA systems and beamforming in MIMO systems [122, 126, 136, 129].

However, there is no bandwidth difference and orthogonality between a PU signal and SU signal for SU receivers. PU and SU are sharing the same frequency band. A SU normally has a narrower bandwidth compared with PU bandwidth in cognitive radio. The received PU signal and SU signal have the same bandwidth at the SU receiver, which keeps the adaptive filters from detecting a PU signal underneath a SU signal. Moreover, time/spectrum correlation methods cannot work well since there is no orthogonality between SU and PU waveforms. Interference cancellation is difficult since it is hard for the SU to estimate the channel between the PU and the SU. In addition, beamforming and generalized beamforming are not applicable, since we assume there is only one antenna for SUs.

The only difference between the PU signal and the SU signal at SU receivers is the power amplitude. The major difficulty in the detection of the interference co-channel with a signal is that the received signal power is the sum of the signal (S), interference (I), and noise (N). It is difficult to separate them when no reference interference is available. When the ISR is low, it would be even harder to detect the interference co-channel with a desired signal. In addition, there are situations where S or I can be absent. Detection approaches need to
classify these possible combinations when trying to detect the interference beneath a desired signal. Instead of detecting the interference from the signal directly, we propose to record the statistical patterns of different combinations of $S$, $I$, and $N$. These statistical patterns are used to train a SVM. Then the combinations of the three components are classified by the SVM during the communication phase. These combinations can be detected through the classification process.

Channel vacancy time is critically important in determining whether the primary system operators are willing to share their spectrum for secondary usage. Most PU detection methods or dynamic spectrum sensing methods focus on how to find an empty spectrum by listening to the spectrum during the communication setup phase. The interference temperature model used in cognitive radio is also based on interference measurement using idle time [105]. Several publications about MAC protocol design discuss the channel vacancy time by considering the dynamic presence of primary users during SU communication [138, 120]. However, all are based on sensing slots where there is a tradeoff between maximizing the usage of opportunity channels and minimizing channel shifting time. The purpose of this chapter is two-fold. First, we propose a method to detect PUs by SUs during their communication which reduces the required numbers of sensing slots. This helps to improve channel usage and channel vacancy time when compared with the current methods. In addition, a SVM based classifier is formulated to show that it is feasible to detect the PU during communication. Good general capability, low model complexity independent on the input dimensionality, and fast speed with shorter classifiers, makes SVM a better solution for this problem compared with other pattern recognition methods.

The chapter is organized as follows. Section 6.2 introduces the basic assumptions and the system model. Section 6.3 discusses how to reformulate the detection problem with a classification approach, and introduces the proposed SVM-based approach. We demonstrate the performance of the proposed method using theory analysis and simulation examples in Section 6.3 and Section 6.4. A conclusion of our study is made in Section 6.5.

### 6.2 System Model

The system scenario is shown in Figure 6.2. In DSA systems, PU detection is required for both the connection setup phase and the communication phase. In this chapter, we only consider interweave DSA systems, such as IEEE 802.22 systems, without considering overlay and underlay paradigms. Since the PU always has priority, the SU needs to sense the spectrum before it can use a particular channel. The SU can use the spectrum block when it is not being used by the PU. After the connection is set up, the SU needs to monitor the spectrum periodically to avoid interference to the PU system. When the PU appears, the SU has to stop communication or jump to a different channel. Both SU and PU are assumed to have a transmitter and a receiver for each node. There are two kinds of interference for SU in DSA systems, intra-system interference and inter-system interference. Intra-system
interference is caused by the increase of the SU node density or reduced distance among links. Inter-system interference refers to the interference from the PU link to SU link. In this chapter, we only consider inter-system interference.

At the SU receiver, the desired signal power and interference power are assumed to be larger than the noise power, that is $S > N$ and $I > N$. The received signal is degraded by Additive White Gaussian Noise (AWGN). It is also assumed that SU receivers have no mobility issues and are sparsely distributed within an area. The interference measurement of the connection setup remains the same as in IEEE 802.22 standards. The proposed approach is designed for the scenario when the SU already occupies the channel and monitors the spectrum continuously to detect the emergence of the PU.

A frame structure is shown in Figure 6.2. SU 1 and 2 have already found an available channel and set up a communication link. When a PU appears during their communication, the SU can detect the presence of the PU during the sensing period at the end of each frame in the traditional interference detection approach. The collision period is shown as collision region 1. If the SU can detect the PU at the receiving phase, the collision between PU and SU can be reduced to collision region 2, as shown in Figure 6.2. SUs can also shift to another available channel more quickly if SU 2 informs SU 1 with a pre-defined message.

Figure 6.1: The system scenario.
Figure 6.2: The diagram of one frame. $T$: Transmission phase; $R$: Recieving phase; $S$: sensing phase. There is always one secondary user monitoring the presence of primary users with the proposed approach.

## 6.3 Algorithm Development

The detection of primary users during communication requires that the receiver of secondary users can detect the signal from the primary user with the presence of the desired secondary signal. If the received signal of the primary user is considered as the interference to the receiver of secondary users, the problem can be formulated to detect interference with the presence of the desired signal.

### 6.3.1 Problem Formulation

The possible combinations of the three components are shown in Figure 6.3. The BER information is monitored during the communication phase and can be used as the first feature to classify the possible combinations. The signal to interference and noise ratio $SINR$ is related to the signal to noise ratio $SNR$, interference to noise ratio $INR$, and interference to signal ratio $ISR$ as

\[
SINR = \frac{SNR}{1 + INR} \\
= \frac{1}{SNR + 1/SIR} \\
= (1/SNR + ISR)^{-1}.
\]  

(6.1)

When the BER is low, the desired signal can be subtracted from the receiving signal. Then
Figure 6.3: The problem formulation. The interference detection problem is classified as three categories based on BER range. The medium BER class constrains the detection performance.

the classification between $I + N$ and $N$ can be performed to determine whether interference exists. This classification can be easily implemented since the variance and mean magnitude of the received signal with interference are different from that of the noise only case. When BER is high, the SNR of the $S + N$ case is low and can aggregate with the $N$ only case. If both $INR$ and $ISR$ are high, it can be included with the $I + N$ case. These two patterns can also be classified with the above two features. A medium BER may be caused by two possible patterns, namely, $S + N$ and $S + I + N$. These two patterns are the hardest to determine, especially when $ISR$ is low. The solution of this particular classification will constrain the performance of the whole classification problem, which this chapter is dedicated to solving.

An example of BPSK modulation through an AWGN channel is shown in Figure 6.4. $ISR = -5dB$ and $ISR = -20dB$ are the high BER case and low BER case, respectively, for $SNR = 10dB$. The $S$ component can be either ignored or eliminated to help detect the interference. For $SNR = 10dB$ and $ISR = -10dB$ with medium BER, neither $S$ nor $I$ can be eliminated from the detection process. The relation between $SINR$ and BER may change with different modulation/coding schemes and diversity techniques. In practice, the BER region may need calibration, which is considered as part of the future work and is beyond the scope of this chapter.
Figure 6.4: An example of BER classification for BPSK through AWGN channel. The BER classification may vary for different QoS requirement, modulation/coding scheme, and diversity technique in practice.

6.3.2 Classifier Design

From the above discussion, the worst case is to classify the S+N and S+I+N when ISR is low with a medium BER. This section focuses on how to design a classifier based on SVM technology to tackle this extreme situation and evaluate its performance.

SVM is an important invention in pattern classification and has several advantages compared with the traditional pattern recognition approaches in [104]. SVM has good general capability by balancing the tradeoff between accuracy and capacity of the classifier. The model complexity is independent of the input dimensionality in SVM. This approach relates to data regularization and convex optimization and the global optimum is guaranteed. Finally, the speed of the classifier can be very fast with shorter classifiers, or support vectors, for the classification process. However, the mislabeling issue of the training samples is the major disadvantage of SVM for its application in our problem. The decision hyperplane is not optimal once there are some mislabeling samples, which reduces the classification correctness. SVM is more complex than the previous interference detection methods. For the low BER and high BER cases, traditional interference detection methods may be sufficient to detect the interference. But for medium BER, pattern recognition has to be used, since previous methods have some limits in DSA scenarios, as discussed in the introduction.

SVM is originally introduced as a linear binary classifier when trying to separate hyperplanes with the largest margin. Suppose we have a training set \( \{x_i, y_i\}, i = 1, 2, ..., N \), and \( x_i \in \mathbb{R}^M \). The label value, \( y_i = \{1, -1\} \), represents the class that the sample belongs to. If there exists
Figure 6.5: The principle of SVM. The classification margin depends on the distance between two support planes consisting of the support vectors.

a hyperplane that can separate the positive samples from the negative ones, the points that lie on this hyperplane satisfy

$$w \cdot x_i + b = 0$$  \hspace{1cm} (6.2)

where, \(w\) is the norm of the hyperplane, and \(b\) is a distance parameter of the hyperplane to the origin. The closest distance between this hyperplane to the nearest positive/negative sample can be defined as the margin. The classification can be summarized as

$$y_i(w \cdot x_i + b) - 1 \geq 0, \hspace{0.5cm} \forall i.$$  \hspace{1cm} (6.3)

The training process of SVM is to find the \(w\) and \(b\) that maximize the margin \(2/\|w\|\) with training samples as shown in Figure 6.6. This problem can be formulated as a convex optimization problem

$$\text{maximize} \hspace{0.5cm} 2/\|w\|$$

$$\text{subject to} \hspace{0.5cm} y_i(w \cdot x_i + b) - 1 \geq 0, \hspace{0.5cm} \forall i$$  \hspace{1cm} (6.4)

and its dual formulation is given by

$$L_D = \sum_i \lambda_i - \frac{1}{2} \sum_{i,j} \lambda_i \lambda_j x_i x_j.$$  \hspace{1cm} (6.5)

The training phase is used to determine a multi-dimensional curve to fit the training samples. When the two patterns are nonlinear separately, a soft margin \(\xi_i\) as well as a parameter \(C\)
Figure 6.6: The patterns normalized by noise power with $\sigma_p = \sigma_s = 1$, $SNR = 5dB$ and $ISR = -15dB$. The two patterns have a better chance to be separated with two-dimensional classifier as compared with a one-dimensional power separation approach.

representing the penalty of mismatching is introduced. Then, the objective function is changed to

$$\text{minimize} \quad ||w||/2 + C \sum_i \xi_i.$$  \hspace{1cm} (6.6)

The classifier design needs to make a choice of kernel function and initial parameter in order to solve the discussed problem. Kernel functions are commonly used to transfer the data to a higher dimension according to the Cover’s Theorem and Mercer’s Theorem in [110]. The choice of the kernel function is the most challenging design problem in an SVM classifier. We choose the Gaussian radial basis function (RBF) as the kernel function since we are trying to include the training samples within the smallest ellipsoid. The RBF function can be represented as

$$K(x, y) = e^{-||x-y||^2/2\sigma^2}. \hspace{1cm} (6.7)$$

The dual problem is then changed to

$$L_D = \sum_i \lambda_i - \frac{1}{2} \sum_{i,j} \lambda_i \lambda_j K(x_i, x_j). \hspace{1cm} (6.8)$$

Two initial parameters of the SVM classifier need to be determined, $\sigma$ of the RBF and the penalty of mismatching $C$. The choice of these parameters will impact classifier performance and is normally an empirical design problem. Here, we choose the variance of the
Table 6.1: Proposed Approach For PU Detection

1: Spectrum sensing in connection phase
2: If Interference detected
3: Store the samples as training samples for ”+1”
4: Shift to another channel.
5: else
6: Store the samples as training samples for ”-1”
7: Start communication and train the classifier
8: Switch (Interference is found)
9: Case: 0
10: Monitor $BER$, $var\{R\}$, and $E\{R\}^2$.
11: Test these features with trained classifier.
12: Case: 1
13: Stop communication
14: Store the samples as training samples for ”+1”
15: Break; Go back to Step 1.
16: end
17:end

training samples’ features, $var\{x\}$, as the value of $\sigma$, and $C = 1/N$. $N$ is the number of training samples. Lagrangian SVM is exploited as the solution to determine $||w||$ and $b$ by [123]. LSVM relaxes the objective function of the original SVM problem in order to use the Sherman-Morrison-Woodbury identity, which will reduce the computation complexity of inverting the matrix, as in [116].

The proposed approach is shown in Table 1. We represent the class without interference and the class with interference with -1 and +1 respectively. Three parameters of the received signal $R$, $BER$, $var(R)$ and $E\{R\}^2$, are selected as the features for classification. Each storage operation will store these three features and its labels, e.g., -1 and +1. The training samples are collected both during the connection phase and the communication phase. The classifier will learn its interference environment when more training samples are collected, and the relative location of the PU and SU do not change, such as in IEEE 802.22 systems.

6.3.3 Performance Analysis

The SVM approach uses the training samples to determine an optimal decision boundary. The classification margin is determined by both the center and the spread of each cluster. Those two metrics can be represented by the sum of the distance and the sample variance, both of which are functions of $SNR$ and $ISR$. In this section, we will analyze the impact of $SNR$ and $ISR$ on classification performance.
The interference to noise ratio $INR$ has the relationship with $SNR$ and $ISR$ as

$$INR = SNR \times ISR = \alpha \times \beta.$$  

(6.9)

Since ISR represents the relative power of the interference compared with the signal power, we will evaluate the performance of the proposed approach as a function of SNR and ISR. To simplify the analysis, assume that BPSK is the modulation scheme for both the SU and PU. Channel gains $G_s$ and $G_p$ for the SU link and the interference link are uncorrelated and have a Rayleigh distribution with parameters $\sigma_s$ and $\sigma_p$ respectively. The relation between BER and SINR is then determined by the modulation scheme under the Rayleigh fading channel. The received signal can be represented as

$$R = \begin{cases} 
G_sS + G_pI + N, & PU. \\
G_sS + N, & No PU.
\end{cases}$$  

(6.10)

The variance and mean-square magnitude of the receiving signal can be represented as follows

$$\text{var}\{R\} = \begin{cases} 
\frac{4\pi\sigma_s^2\alpha P_n}{2} + \frac{4\pi\sigma_p^2\alpha\beta P_n}{2} + P_n, & PU. \\
\frac{4\pi\sigma_s^2\alpha P_n}{2} + P_n, & No PU.
\end{cases}$$  

(6.11)

and

$$\mu\{|R|\}^2 \leq \begin{cases} 
\left(\sqrt{\frac{\pi}{2\alpha\sigma_s}} + \sqrt{\frac{\pi}{2\alpha\beta\sigma_p}}\right)^2 P_n, & PU. \\
\frac{\pi}{2\alpha\sigma_s} P_n, & No PU.
\end{cases}$$  

(6.12)

where $P_n$ is the noise power. The sum of the distance along two dimensions between the centers of two patterns normalized by the noise power is upper bounded by

$$|d_\Sigma| = (4 - \pi)/2\sigma_p^2\alpha\beta + (\pi)/2\sigma_p^2\alpha\beta + \pi\sigma_s\sigma_p\alpha\sqrt{\beta}$$

$$= 2\sigma_p^2\alpha\beta + \pi\sigma_s\sigma_p\alpha\sqrt{\beta}.$$  

(6.13)

The above equation indicates that the value of $|d_\Sigma|$ relates to the noise floor, channel conditions, SNR and INR. Better classifier performance may be achieved with a larger value of $|d_\Sigma|$ as shown in Figure 6.7. Severe fading with larger $\sigma_p$ may actually help classification.

The cluster size is determined by the sample variance. The expected variance can be estimated with the sampling variance distributions as in [111]

$$\sigma_v^2 = \text{var}\{\text{var}\{R\}\} = \frac{(M - 1)^2}{M^3} \mu_4 - \frac{(M - 1)(M - 3)}{M^3} \mu_2,$$  

(6.14)

and

$$\sigma_m^2 = \text{var}\{\mu\{R\}\} = \mu_2/M.$$  

(6.15)
where, $\mu_4$ and $\mu_2$ are the forth-order central moment and 2nd-order central moment respectively. $M$ is the number of samples that generate the two statistic parameters. It is easy to show that $\mu_4$ can be expressed as

$$\mu_4 = \begin{cases} 
\sum \mu_{4,i} + 6(\mu_{2,S}\mu_{2,I} + \mu_{2,S}\mu_{2,N} + \mu_{2,I}\mu_{2,N}), \\
\mu_{4,S} + \mu_{4,N} + 6\mu_{2,S}\mu_{2,N}, 
\end{cases}$$  \hspace{1cm} (6.16)$$

and

$$\mu_2 = \begin{cases} 
\mu_{2,S} + \mu_{2,I} + \mu_{2,N}, & \text{PU}, \\
\mu_{2,S} + \mu_{2,N}, & \text{No PU}, 
\end{cases}$$  \hspace{1cm} (6.17)$$

where, $i \in \{S, I, N\}$. $\mu_{4,i}$ and $\mu_{2,i}$ are the 4th-order and 2nd-order central moment for signal, interference, and noise samples respectively. Those moments can be expressed as

$$\mu_{4,i} = \begin{cases} 
\frac{32-3\pi^2}{4}\sigma_s^4\alpha^2P_n^2, & \text{if } i = S \\
\frac{32-3\pi^2}{4}\sigma_p^4\alpha^2\beta^2P_n^2, & \text{if } i = I \\
3P_n^2, & \text{if } i = N. 
\end{cases}$$  \hspace{1cm} (6.18)$$

and

$$\mu_{2,i} = \begin{cases} 
\frac{4-\pi}{2}\sigma_s^2\alpha P_n, & \text{if } i = S \\
\frac{4-\pi}{2}\sigma_p^2\alpha\beta P_n, & \text{if } i = I \\
P_n, & \text{if } i = N. 
\end{cases}$$  \hspace{1cm} (6.19)$$

Combining Equation 6.14-6.19, the spread of each cluster can be determined. The pseudo margin of the classification normalized by the noise power can be defined as the sum of the distance subtracted by the sum of the variances. That is

$$D = |d_{\Sigma}| - \sum_k (\sigma_{m,k} + \sigma_{v,k})$$  \hspace{1cm} (6.20)
where, \( k \) is the number of patterns, which equals to two in Figure 6.6. \( D \) is an approximation of the classification margin since the shape of the two clusters is not a sphere and the maximum spread instead of the variance of spread determines the two decision boundaries. The larger \( D \) indicates possible improved classification performance. Notice that this is an approximation of the classification margin because of the approximation of equation 6.20. Figure 6.7 shows the impact of SNR and ISR on \( D \). It can be predicted that the increase of SNR and ISR will improve the classification performance.

### 6.4 Simulation

Classifier performance is limited by the extreme case discussed in Section III. The performance of detection of interference with the presence of a signal is largely limited with the medium BER case, which can be represented with two possibilities: medium SNR with low ISR or high SNR with medium ISR for the S+I+N class. In this section we will demonstrate a simulation example and evaluate the performance of the proposed approach for this scenario.

In this simulation, \( N = 100 \) samples are used as the training patterns and 4000 testing samples are used to evaluate classification performance. Each sample is generated by \( M = 100 \) data. Each figure is generated with 1000 experiments. Since the BER is a function not only of these two parameters but also of the modulation and coding scheme, some particular range of SNR and ISR is assumed to control the BER in the medium range in
the simulation. The specific BER thresholds may need to be calibrated for a real system.

The performance of the proposed approach in the case with medium BER is shown in Figure 6.8 and Figure 6.9. Figure 6.8 shows that the performance of the medium BER scenario is limited by the low ISR case. Higher SNR can help achieve better classification performance. The correctness of classification can achieve more than 76% when $ISR \geq -10 \, dB$ if the SU link and PU link have large difference as indicated in Figure 6.8. For the $INR > 0$ case, the correctness can be more than 90%. Figure 6.9 shows the impact of fading on the classification results. The recognition correctness is an increasing function of $\sigma^2_p$ and a decreasing function of $\sigma^2_s$, which indicates that different fading between the SU and PU link may help classification.

The following simple example is given to illustrate the advantage of the proposed PU detection approach. There is $T = 120 \, s$ multi-media data to be exchanged between the secondary user link. The traffic is symmetric. A super frame consists of $\beta$ transmission and receiver slots paired with $T = 10 \, ms$ and $R = 10 \, ms$. Each super frame will have one sensing slot (idle time) of $S = 2 \, ms$. If a super frame has $\beta = 1$, as shown in Figure 6.2 in Section II, there is a total of 6000 super frames for this data transmission task. Depending on the value of $\beta$, the number of super frames may vary for this task. A primary user appears during the communication of the secondary users. The presence time point of the primary user is assumed to follow a uniform distribution within an interval of $T$. The detection probability of the proposed method is $P_d$. It is assumed the secondary user’s receiver can detect the presence of the primary user with a probability of 1 within the idle time. If the secondary receiver does not detect the primary user during the communication, it will be detected.
Figure 6.10: The average channel vacation time as a function of $\beta$ and $P_d$. Solid line represents the simulation results. Dash line represents the theory results. The channel vacation time can be reduced by 33% ($\beta=1, P_d=0.6$) to 73% ($\beta=6, P_d=0.8$) with the proposed approach.

within the idle time at the end of each super frame with a channel collision time of $(T_{c,1})$, as collision region 1 in Figure 6.2. If a primary user is detected by the secondary user during the communication with the proposed method, the receiver side will issue a channel vacation message to its peer. This will cause a channel collision time of $T_{c,2}$ as collision region 2 in Figure 6.2. Thus the channel vacation time can be shown as

$$T_{\text{vacation}} = (1 - P_d)T_{c,1} + P_dT_{c,2}. \quad (6.21)$$

It can be easily shown that the average value of $T_{c,1}$ and $T_{c,2}$ is

$$E\{T_{c,1}\} = \frac{\beta(T + R)}{2} + S. \quad (6.22)$$

$$E\{T_{c,2}\} = \frac{(T + R)}{4}. \quad (6.22)$$

The usage of the idle time is defined as

$$\eta = \frac{S}{\beta(T + R) + S}. \quad (6.23)$$

The simulation results in Figure 6.10-6.11 show that the proposed approach can reduce both the average channel vacation time and the usage of the sensing slot or idle time. The performance improvement depends on the super frame structure and the detection probability of
the proposed method. To minimize the average channel vacation time, traditional methods assign an idle time at the end of each frame with $\beta = 1$ which has the largest $\eta$, as shown in Figure 6.11. Although a larger value of $\beta$ can increase the spectrum efficiency and reduce the usage of idle time, it also increases the average channel vacation time, as shown in Figure 6.10. The proposed approach can suppress this increase of channel collision if a sufficient $P_d$ is available. The average channel vacation time can be reduced by 33%-73% in this particular task depending on the value of $\beta$ and $P_d$.

### 6.5 Conclusion

This chapter proposed a SVM-based interference detection approach to detect PU during the communication of SUs, or wireless nodes in WDCNs. Idle time can be used to train the SVM during the connection initialization phase. During the communication phase, WDCNs will continuously receive the signal and detect the interference, or the primary user’s signal, beneath the desired secondary signal. The proposed approach can help reduce the usage of the idle time and the channel vacation time for WDCNs. Future research includes consideration of the mobility of the SU and/or the PU, with more sophisticated modulation and coding schemes.
Chapter 7

An Example of WDCN on CORNET

In this chapter, we will introduce a demo of WDCNs developed on the Virginia Tech COgnitive Radio NEtwork Testbed (CORNET). Some of the proposed concepts in previous chapters can be demonstrated with the software developed in this chapter.

7.1 Background

7.1.1 CORNET

CORNET is a collection of 48 radio nodes deployed throughout a research building on the Virginia Tech campus. All the radios are reconfigurable based on software defined radio (SDR) technologies. The architecture of CORNET is shown in Figure 7.1. There are 12 nodes on each floor. Each node consists of one RF front-end, USRP2, and a host server. Each USRP has a daughter board and a mother board. The mother board communicates with the host server through Ethernet. Each server has a Quadcore 2.13GHz CPU and 3GB RAM in order to support signal processing for the base band signal. These 48 servers form a server cluster through Ethernet connections and switches. The whole testbed is managed by five management servers which can provide the remote control and the access capabilities to the testbed through a secure shell from anywhere in the world.

The mother board of USRP2 contains a Virtex Spartan3 FPGA. The receiver chain has a 14-bit analog-to-digital converter with 100 M samples/second speed and the RF chain has a 16-bit, 400 M samples/second digital-to-analog converter. This structure provides a capability of up to 50 MHz bandwidth with 16 bit/complex samples. Each mother board can support up to two daughter boards. The current daughter board is a wide-band transceiver which supports the frequency range from 50 MHz to 2.2 GHz. It has a maximum transmission power of 20 dBm and a noise figure of 5 dB. A custom designed daughter board using Motorola’s RFIC is under development. RFIC is a multi-band direct conversion RF chip
Figure 7.1: The system architecture of CORNET.

with 90 nm CMOS technology developed by Motorola Research Lab [139]. Its carrier is tunable from 100 MHz to 2 GHz with variable bandwidth of 10 kHz to 20 MHz. In the future, low-power mobile nodes will also be available.

Both GNU radio and Open Source SCA Implementation-Embedded (OSSIE) are installed in each host server. GNU radio is an open source software for SDR development, which provides libraries for radio reconfiguration and control. OSSIE follows the Software Communication Architecture (SCA) developed for Joint Tactical Radio System (JTRS) for military software defined radios. The programs developed with these two are not generally compatible.

All host servers and management servers are mounted in a 45U server rack cabinet located in a control room. CAT6 cables are used for the connection between the USRPs’ ethernet port and the servers’ ethernet port. It is easier to maintain and manage the servers in a centralized architecture than in a distributed architecture. CORNET provides an open research and development platform for medium scale cognitive radio networks research such as distributed CR operation, CR network security, dynamic spectrum access and spectrum coordination. The 3-D distribution of CORNET nodes is shown in 7.2. Detailed information about CORNET can be found in [140].

The demonstration of wireless distributed computing with CORNET has the flexibility that a network interface card (NIC) can not provide. The radio parameters are reconfigurable and multiple PHY and MAC protocol may be developed with the same software tool. Different types of WDCNs can be demonstrated easily by replacing the computing applications. The server cluster has the potential for data mining. Mobile nodes may be integrated into the demo in order to study the impact of heterogeneous devices.

However, there is a limitation of the node structure currently used by CORNET. The digitized base band signal from USRPs is processed in the user domain of the host server. All the decisions and controls are done at the general purpose processor (GPP) of the host server. Although this structure has the best flexibility in terms of software/hardware reconfiguration,
it also introduces latency and jitter issues [93]. It is highly possible that GPP is interrupted by other processes during its processing of USRP data. Kernel level delay measurements indicate a latency range from $600 \mu s$ and $15 \text{ ms}$, which is too high for a contention-base protocol. When the number of nodes increases, contention increases due to the high latency and jitters which leads to failures in decision making and multiple access control (MAC). A possible solution is to split the functionalities of the MAC protocol between the USRP and host server, which requires programming FPGA and DSP on a USRP [142]. Another possible solution is to use a TDMA protocol with guarding time slots. In this demo, we will choose the second solution.

### 7.1.2 Scenario

The computing task in this demo is a video compression with high compressing ratio, such as 40 times. A H.264 encoder is used for this purpose [141]. A service request node (SRN) has a certain number of frames to be compressed. It has the option to compress by itself or distribute to service nodes through wireless links over USRPs. A SRN can distribute the video frames evenly without considering the channel condition or unevenly with consideration of the channel heterogeneity. These two strategies may have different impacts on the system delay and power efficiency. This demo shows that considering channel heterogeneity is the key to building power efficient and robust WDCNs.

Among the links between a SRN and SNs, some have an outage probability of zero and the others have an outage probability of $p_o$. This difference in outage probability is called channel heterogeneity in this chapter. The workload allocation considering channel heterogeneity calculates the number of frames that each SN should compress according to the method pro-
posed in Chapter 2. This will reduce both the mean and the variance of the total computing time compared with the case frames are allocated evenly among SNs, which is the method without considering channel heterogeneity. The demo developed in this chapter is expected to show this result.

### 7.2 Software Design

The software architecture is shown in Figure 7.3. Each node runs a node software which integrates the communication process and computing process. The physical layer is based on the Liquid Radio DSP library [143] with OFDM capabilities. The reconfigurable parameters include: frequency, bandwidth, sub-carrier space, modulation, coding, transmission power, and packet length. The MAC protocol uses the TDMA protocol based on the polling and reporting mechanism. Service request nodes poll the status of service nodes and make decisions about workload allocation and transmission scheduling based on reports from the service nodes.

The MAC protocols for service access and service provision are different since service access does not require activating the computing process and accessing the file system. During service provision, H.264 video compressing is the computing application. All the compressed data collected by a SRN can be de-compressed and compared with the original raw data. It is easy to replace video compression with other desired computing tasks as required. The node software is written in the C language. A UHD driver is required in order to control USRPs.
A management software is also implemented to coordinate the nodes configuration, data collection, and visualization. It is cumbersome to log in to every CORNET node and make the configuration. Therefore, the *Expect* language is used to automatically log in and configure multiple CORNET nodes. This network management software controls and monitors the nodes through Ethernet and is deployed on one control node while node software is deployed on each CORNET node.

The node software for each CORNET node can be divided into two parts: the software for service request nodes and the software for service nodes. The flow charts for these two are shown in Figure 7.4 and 7.5. During the service access phase, the SN will initialize the configurations of radios and create two processes, one for communication and the other for computing. The SRN will send out service request messages. Once it gets responses, the SRN will store the node ID of the SNs into a table and distribute the workload to SNs based on the proposed resource allocation method.

Then the service provision phase follows and the computing process on SNs starts compressing the raw data. The SRN can poll the status of the SNs periodically during service provision phase. The communication process on the SN responds to these inquiries with its own status. Once the data compression is finished, the SN will report to the SRN and request data transmission. The SRN will make a decision about the priority of the transmission based on its record about the status of the SN nodes. Once it receives the compressed data from one SN node successfully, the SRN will remove the ID of this service node from its polling table and inquire the computing status of the rest of the nodes, which will speed up the response time. Once all the compressed data is received, the SRN will record the statistics of the experiment. It can also de-compress the raw data and play it back.

The node software encapsulates the service access and service provision into four functions: *wdc_control_tx*, *wdc_control_rx*, *wdc_txbuffer*, and *wdc_rxbuffer*. *wdc_control_tx* and *wdc_control_rx* provides the service access capabilities. The other two provide service provision capabilities. In this way, the performance of these two phases can be investigated independently.

Multi-process programming is used to implement the functions of the SNs. The communication process and computing process are affiliated to separate CPU cores in order to run independently without interfering with each other. The two processes can communicate with each other about their status using a signal library. When an exception occurs, the exception handling module of the network management software will kill the process in order to re-install the normal operation. Network management software can also enable the debug mode of the node software which helps protocol modification in the future.

A storage file can be used to decouple the communication process and computing process. The SN creates two processes responsible for communication and computing, respectively. When the SN responds to the SRN, the most important status the SRN needs is whether the computing process is finished. Instead of using the signal library to update the status between the two processes, the existence of a compressed data file can be used as a control
message between processes. The encoder writes the compressed data into a temporary file. Once the encoder compresses all the raw data assigned to it, it will rename the data file with a new file name consisting of the node ID and a file suffix of “snr”. The communication process checks the existence of this file in order to determine whether the computing process is finished. Although this may increase the delay compared with the implementation with a signal library, it has no impact on the communication process when replacing the video compressing application with any other computing applications, which makes it much easier to demo other WDCN implementation in the future.

Figure 7.6 shows the format for one packet. The first 128-bits are used for the purpose of synchronization. The packet header with 8 bytes is reserved for control information and protected with the strongest modulation and coding scheme. The definition of the first 8
bytes header is shown in Table 7.1. Source ID and Destination ID are used to identify the wireless link. Packet Type has four values namely for the control packets, data packets, and their ACKs. The number of packets and payload information help buffer allocation and decisions about the status of the data transmission. The payload length can vary according to different requirements.

### 7.3 A Demo

One cluster with a SRN and multiple SNs is used to demo the concepts of WDC, especially the channel impact on the delay performance. Due to the limitation of latency and jitters, the real-time channel estimation is currently impossible. A channel emulator has been built
Figure 7.6: Format of one packet for WDC demo.

<table>
<thead>
<tr>
<th>Byte</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Packets ID</td>
</tr>
<tr>
<td>1</td>
<td>Packet ID</td>
</tr>
<tr>
<td>2</td>
<td>Packet Type</td>
</tr>
<tr>
<td>3</td>
<td>Payload Info.</td>
</tr>
<tr>
<td>4</td>
<td>Payload Info.</td>
</tr>
<tr>
<td>5</td>
<td>Source ID</td>
</tr>
<tr>
<td>6</td>
<td>Destination ID</td>
</tr>
<tr>
<td>7</td>
<td>Number of Packets</td>
</tr>
</tbody>
</table>

Table 7.1: Packet Head For One WDC Packet

<table>
<thead>
<tr>
<th>Byte</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Packets ID</td>
</tr>
<tr>
<td>1</td>
<td>Packet ID</td>
</tr>
<tr>
<td>2</td>
<td>Packet Type</td>
</tr>
<tr>
<td>3</td>
<td>Payload Info.</td>
</tr>
<tr>
<td>4</td>
<td>Payload Info.</td>
</tr>
<tr>
<td>5</td>
<td>Source ID</td>
</tr>
<tr>
<td>6</td>
<td>Destination ID</td>
</tr>
<tr>
<td>7</td>
<td>Number of Packets</td>
</tr>
</tbody>
</table>

into the software to demo the impact of channel heterogeneities on the performance. Due to different outage probabilities, the number of re-transmissions may vary, which leads to a random communication delay. When the outage probabilities vary from link to link, the heterogeneous wireless channels are emulated.

7.3.1 Illustrations

The debug mode is shown in Figure 7.7. This figure is captured during the service provision phase. The SRN, with \texttt{Node.ID} = 10, on the left is polling the status of SNs according to its \texttt{SN.List}. SNs, with \texttt{Node.ID} \in \{1, 2, 3, 4\}, respond with their computing status. The SNs throw the exceptions as needed, such as a cyclic redundancy check error for SN 1. Each SN has a counter to show the number of inquiries that they receive. Both the SRN and SNs initialize timers at proper locations in the software in order to record communication delay and computing delay, which will be used to analyze the performance later.

Figure 7.8 shows the over-the-air waveform captured by another CORNET radio with a function from GNU radio [144] when the demo is running. The waveform has the shape of
an OFDM signal with bandwidth of $B = 300 \text{ kHz}$ and center frequency of $f_c = 462 \text{ MHz}$. These RF parameters can be changed as needed. Currently, CORNET nodes support a frequency range from 50 MHz to 2.2 GHz.

It should be noted that the amplitude in Figure 7.8 is a relative one since all the RF chains of the USRPs are not calibrated. The daughter board needs to be calibrated as follows in order to have the absolute value of power in dBm. First, the thermal noise floor should be calculated and calibrated. Then the gain errors of the RF chain and thermal noise can be de-coupled with an injected reference RF signal, which will convert the unit of received power from dBi to dBm.
7.3.2 Workload Allocation Algorithm

Workload allocation methods considering channel heterogeneity follow the concepts in Chapter 2. If there are \( N \) service nodes in a demo, half of them, \( n \in S_b \), have bad channels with an outage probability of \( p_o \) while the other half, \( n \in S_g \), have good channels with an outage probability of 0. For each service node, \( n \), the compressing time \( \tau(n, m) \) is a function of the number of frames, \( m \). The communication time, \( \tau(n, p_o, k) \), is a function of the outage probability \( p_o \) and the number of packets \( k \).

If each transmission costs \( T_s \) seconds, the average execution time \( T(f) \) for each possible workload allocation scheme \( f \) can be represented as follows

\[
T_1(f) = \sum_{n \in S_b} \frac{N}{2(1-p_o)} T_s k(n) + \tau(n, m) \\
T(f) = \max\{T_1(f), \tau(n, \frac{2M}{N} - m)\} + \sum_{n \in S_g} \frac{N}{2} T_s k(n) 
\]  

(7.1)

The optimal workload allocation policy \( f^* \) can be found as

\[
f^* = \arg\min_{f \in F} T(f) 
\]

(7.2)

where \( F \) is the set of workload allocation schemes. The reference workload allocation is evenly distributed as \( m = M/n \) frames to each SN.

7.3.3 An Experiment

In this demo, the workload is a video with \( M = 12 \) frames. SN 2 and SN 4 have an outage probability of zero while SN1 and SN3 have an outage probability of \( p_o \). A larger \( p_o \) indicates greater difference between bad and good links, or larger channel heterogeneity for the whole network. The method considering channel heterogeneity allocates frames with equation (7.2). For the method without considering channel heterogeneity, \( m = 3 \) for all \( n \in S \). This demo intends to show the impact of this channel heterogeneity on delay performance and workload allocation methods.

Figure 7.9 shows the analysis results for average delay performance. It compares the results between the reference workload allocation method and the method considering channel heterogeneity calculated as equation (7.1) and (7.2). When \( p_o \) increases, the difference between good and bad links increases and will have more impact on delay performance. When \( p_o \) is smaller than a threshold around, \( p_o = 0.75 \), channel heterogeneity has no improvement on delay performance. In other words, there is no need to consider the channel heterogeneity when \( p_o \leq 0.75 \) in this demo setup.

Figure 7.10 shows the optimal workload allocation for \( n \in S_b \). \( m = M/n = 3 \) frames is the reference workload allocation scheme. When \( p_o \leq 0.75 \), the method considering channel...
heterogeneity is coincident with the method without considering channel heterogeneity. It has a staircase shape similar to the results in Chapter 4 since the minimum divisible unit for the workload is one frame in this demo.

Table 7.2 and Figure 7.11 show the experimented data collected from CORNET. They show the impact of channel heterogeneity on the mean and the variance of the execution time during the service provision phase. There are four test cases of SN 1 and SN3 having an outage probability of \( p_o \in \{0.8, 0.85, 0.9, 0.95\} \), respectively. When the outage probabilities of SN1 and SN3 increase from 0.8 to 0.95, the channel heterogeneity increases. The method without considering channel heterogeneity distributes workload evenly among four SNs. The method with channel consideration allocates the frames according to the results in Figure 7.10. As expected, the method with channel consideration will reduce both the mean and the variance of the execution time. Both the mean and variance increase when the channel heterogeneity increases.

7.4 Summary

An implementation and a demonstration of WDCNs are shown in this chapter. A software dedicated to WDC based on SDR technologies is designed and implemented. The resource allocation ideas in Chapter 2 and Chapter 4 are demonstrated. The experimented data matches with the analysis results of the delay performance. The results of our experiments also demonstrated that channel heterogeneity must be considered for WDCNs in order to
reduce both the mean and variance of the execution time. The combination of SDR and multi-process programming makes it easy, based on this demo, to implement all kinds of WDCNs with different computing applications in the future.

Table 7.2: Experiment Data for Service Provision Time in Seconds

<table>
<thead>
<tr>
<th>$p_0$</th>
<th>Reference Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Variance</td>
</tr>
<tr>
<td>0.8</td>
<td>51.3</td>
<td>23.2</td>
</tr>
<tr>
<td>0.85</td>
<td>56.0</td>
<td>66.1</td>
</tr>
<tr>
<td>0.9</td>
<td>66.4</td>
<td>116.8</td>
</tr>
<tr>
<td>0.95</td>
<td>94.0</td>
<td>319.6</td>
</tr>
</tbody>
</table>
Figure 7.11: Experiment data for two work allocation methods in seconds. The mean and variance of execution time as a function of outage probability.
Chapter 8

Conclusion

8.1 Conclusions

We are in the darkness before the dawn when wireless networks will become a utility the same as power and water. Their heterogeneous nature and new applications will drive the complexity both within individual nodes and over a whole network. Theoretical analyses and computational simulations, besides experimental methods, are necessary to gain insights into design and implementation of wireless distributed computing networks and to investigate their performance under different scenarios. Enabling wireless distributed computing requires advanced nodes, a more complex network architecture, novel resource allocations. This dissertation explores the resource allocation for WDCNs which divides a service session into two parts, the service access phase and the service provision phase, based on different traffic patterns and requirements. Based on identifying several performance metrics, trade-offs, and research challenges, this dissertation presents resource allocation research in several aspects of WDCNs: power, rate, and workload allocation for the service provision phase, optimal service access, network initialization and synchronization, and channel switching in DSA. In addition, an example design has been implemented to demo the resource allocation problems and their solutions proposed in this dissertation.

More specifically, Chapter 2 and Chapter 3 focus on the service provision phase. Chapter 2 investigates the impact of communication channel conditions on the average execution time of the computing tasks within WDCNs. We then discuss how to increase the robustness and power efficiency for WDCNs subject to the impact of channel variance and spatial heterogeneity. A workload distribution algorithm is proposed to mitigate the effects of channel variation. Moreover, we analyze the requirements for different types of WDCNs. Based on that discussion, a resource allocation solution for computation oriented WDCNs is then introduced in detail. By maximizing the network computing capability and minimizing the communication power consumption, the majority of the power supply can be used to sup-
port the computing process. The impact of the devices’ components on system performance, such as the buffer length, and CPU type, are also discussed. While Chapter 2 discusses the system performance in a large time scale and in an average sense, Chapter 3 investigates the performance in a smaller time scale and dynamic sense. A two time scale resource allocation frame is also proposed to combine the power-rate and workload allocation.

In addition, Chapters 4 to 6 discuss performance issues for the service access phase. Firstly, Chapter 4 combines stochastic geometry, the protocol model, and queue theory to analyze the average performance of service response time and designs the optimal strategies during the service access phase. It provides a framework to analyze whether the channel heterogeneity should be considered and the optimal strategies to access service nodes in order to reduce the response time. The channel heterogeneity needs to be considered only when the request arrival rate is high or the channel heterogeneity is high. Increasing the number of SNs provides a marginal reduction of average response time. The optimal access strategy for a SRN is to access best three channels and their corresponding SNs.

Further, in Chapter 5, network initialization and synchronization are investigated in order to form multiple cluster WDCNs in a DSA environment. The proposed algorithm explores contention information to build a status table with which each node can increase or decrease their roles and responsibilities after a certain time period. The convergence rate and time complexity remains similar to the reference design without DSA capabilities. Then, Chapter 6 presents an efficient primary user detection method for WDCNs in a DSA environment. It can reduce the channel vacation latency by detecting the primary user during communications.

Finally, an example of WDCN on CORNET is shown in Chapter 7. It designs and implements an experiment to demo several resource allocation methods presented in this dissertation. The experiment data shows that not considering channel heterogeneity will increase both the mean and the variance of execution delays, which matches with the theoretical analysis.

### 8.2 Future Work

This section describes the author’s thoughts about future research work, which includes workload decomposition methods, security, job scheduling, and device heterogeneity.

Breaking the whole workload into several tasks and identifying dependencies is defined as decomposition. There are three types of workload decomposition methods based on task, data, and data flow, respectively. Task decomposition breaks the workload into several tasks by the functions’ nature. If two functions are independent, they can be divided and assigned to two separate processes, or different processes work on different functions. Data decomposition assigns different data blocks to different processes running the same functions. Moreover the data flow decomposition method partitions a problem by how data flows between tasks with the consumer and producer model, which requires consideration of the initial and shut
down latency. Excessive latency occurs with bad implementation when the producer finishes its job and waits for the consumer. The optimal strategy for workload decomposition is determined by the nature of computing applications and resource constraints. The empirical timing and evaluation, instead of theoretical analysis, are explored in the parallel computing community to make an design choice from these three. With more complexities introduced by the wireless channel, workload decomposition in a WDCN requires even more careful consideration, especially for the channel heterogeneity. The research and development in this dissertation provides a starting point for workload decomposition combining data decomposition and task flow decomposition as described in Chapters 2, 3, 4, and 7. However, different workload blocks are assumed to be independent. This is not always the case in practice. For example, the same number of video frames may have different computing densities since the video compressing algorithm may use the information between frames. It requires further efforts to investigate the performance of workload decompositions in WDCN with different computing applications and channel heterogeneity. Criteria should be developed to assess the applications suitable for WDCN implementations.

Security issues are critical to any application with potential commercial success. This is especially true for WDCNs with a hardware and software sharing purpose. The power/energy consumption model defined in Chapter 3 can be used to build a security mechanism for WDCNs, especially for those based on SDR technologies. By monitoring power efficiency, illegal reconfiguration of the hardware may be detected with hardware onboard. Since the power efficiency for RF chain is a function of the reconfigurable parameters such as frequency, bandwidth, modulation and coding, and transmission power, monitoring the ratio between the output power feeding into the antenna and the DC power draining from the power supply will provide a hint about the correctness of the reconfigurations. In addition, measuring system power efficiency, the ratio between communication power consumption and the total power consumption, may inhibit malicious software component in the computing application. A simple hardware security circuit consisting of power meters and some simple logic circuits may be built to measure those two power efficiencies in order to secure SDR based WDCNs. The challenges are the accuracy of the power measurements and the interaction effects between radio components and computing components.

The framework developed in Chapter 4 describes the patterns in both the spatial and time domains, which may also be extended for security applications, such as intrusion detection. For example, when one node is hacked, it will initiate some requests in a greedy way in order to destroy the network as soon as possible. This will change the pattern of the over-the-air interface such as the transmission probability, the density of the requests, and the average response time. These parameters are actually related with each other and can be analyzed within the framework developed in Chapter 4. Based on this idea, the cognitive engine may be integrated to monitor over-the-air (OTA) activities in the physical layer and detect the intrusion when it occurs.

The service access model in Chapter 4 can be extended to include the service processing time of SNs and investigate the optimal strategies for job scheduling. First-In-First-Output
(FIFO) is not optimal for WDCNs to minimize the average response time when the job size distribution has a fat tail. Recent research of server farms suggests that allowing preemptive scheduling and giving priority to jobs with shortest job size may reduce the average response time even further. Although it is hard to build a closed form performance analysis, the idea is promising for WDCNs. This will add extra complexity to the established model in Chapter 4 which requires more research and investigation.

In addition, the current models in Chapters 3 and 4 in this dissertation assume SRN requests to devices with a homogeneous processing rate. The service rate heterogeneity of devices needs more sophisticated resource allocation methods. The optimal strategy for both service access and service provision may be changed to adopt this rate of heterogeneity for devices. The optimal threshold in Chapter 4 needs to be modified in order to consider the status of both the channels and devices when channel service rate and request process rate are comparable.

Finally, the works in Chapters 5 and 6 can be extended to include a mobile network environment for WDCNs in DSA environments. It is more critical to improve the algorithm convergence rate for the proposed method in Chapter 5 if the mobility is included in the model. In addition, mobility may reduce the correctness of the classifier in Chapter 6. Future research is needed to solve these problems.
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