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Dynamics of social processes in populations, such as the spread of emotions, influence, language, mass movements, and warfare (often referred to individually and collectively as contagions), are increasingly studied because of their social, political, and economic impacts. Discrete dynamical systems (discrete in time and discrete in agent states) are often used to quantify contagion propagation in populations that are cast as graphs, where vertices represent agents and edges represent agent interactions. We refer to such formulations as graph dynamical systems. For social applications, threshold models are used extensively for agent state transition rules (i.e., for vertex functions). In its simplest form, each agent can be in one of two states (state 0 (1) means that an agent does not (does) possess a contagion), and an agent contracts a contagion if at least a threshold number of its distance-1 neighbors already possess it. The transition to state 0 is not permitted. In this study, we extend threshold models in three ways. First, we allow transitions to states 0 and 1, and we study the long-term dynamics of these bithreshold systems, wherein there are two distinct thresholds for each vertex; one governing each of the transitions to states 0 and 1. Second, we extend the model from a binary vertex state set to an arbitrary number $r$ of states, and allow transitions between every pair of states. Third, we analyze a recent hierarchical model from the literature where inputs to vertex functions take into account subgraphs induced on the distance-1 neighbors of a vertex. We state, prove, and analyze conditions characterizing long-term dynamics of all of these models.
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Chapter 1

Introduction

A contagion is any entity or phenomenon that can be transmitted through a population. Examples of contagions for human populations are information [47], disease [37], and influence [34]. Our motivations come from the social sciences, where contagion processes include participation in mass movements [17], civil unrest [22], and revolutions [1]; the spread of warfare [10, 23]; language evolution [49]; rumor spread [40]; and technology adoption [14]. However, many other fields such as biology [38], ecology [12], and economics [20] make use of contagion processes. A recent survey is [72].

Contagion dynamics are studied because of their potential social, political, and economic impacts. The 1992 Los Angeles riots are estimated to have caused $1 billion in damage, 54 deaths, and many injuries [75]. Bragg [9] argues that the English language survived the incursion of Latin because the Black Death of 1348-1350 disproportionately hit urban centers and monestaries, the source of Latin’s usage. He states, “Though the Black Death was a catastrophe, it set in train a series of social upheaval which would speed the English language along the road to full restoration as the recognized language of the natives.” Events such as the 2011 Arab Spring can lead to significant widespread change [1, 76].

There is ample evidence for contagion processes. Schelling [64] mentions mundane applications of contagion processes, such as individuals following a leader who crosses a street against a traffic light. Health workers, in multiple studies (e.g., [48, 65]), have infused safety procedures into communities of drug users, through opinion leaders who then pass on the information, to reduce overdoses or the spread of HIV. These intervention approaches are demonstrated to be effective. Emotions are known to
propagate among individuals [33]. Financial crises across countries can be explained in terms of contagion processes [53]. The 2011 protests in Spain, due to austerity measures, have been explained in terms of contagion processes [30], as has the process of joining Facebook [71] and viral marketing [47].

The basic setup for our studies is illustrated in Figure 1.1. There is a collection of agents (green means the agent possesses the contagion; red means it does not) whose interactions are indicated by dashed lines. Thus, for example, the green agent at the upper left does not directly interact with the red one at the lower right. Through these interactions, contagions are transmitted. Hence, the agent in green can only pass the contagion to its two distance-1 neighbors. The contagion dynamics process is discrete in time and discrete in the finite number of states which an agent may occupy. Each agent is assigned a function that describes its behavior, where, in many formulations, the inputs to the function are the state of the agent and those of its distance-1 neighbors. It is by altering the functions that the discrete dynamical system is specialized for a particular application. Throughout this work, we take the functions to be deterministic.

Figure 1.1: A five-agent system where pairwise interactions are indicated by dashed lines. The green (red) color of an agent indicates that it possesses (does not possess) the contagion.

Overwhelmingly in the social sciences context (e.g., [14,31,64]), and to an appreciable extent in the data mining literature (e.g., [15,41]), agents may be in one of two states: state 0 (red state) means that an agent does not possess a contagion and state 1 (green state) means that an agent does possess the contagion. Moreover, it is very often the case that a single transition, from state 0 to state 1, is permitted. These are called progressive systems [41]. This sole transition models incipient behavior, such as the
choice to join a mob action [31]. An example of dynamics in a 7-agent system, where an agent contracts a contagion if at least two of its neighbors possess it, is given in Figure 1.2. This is referred to as a threshold model, where, here, threshold $k = 2$. In this example, at each time, all agents execute their functions and update their states in parallel; this is the parallel update model. (Another option is for the agents to update their states in a predefined sequence, the sequential update method.) With three agents initially in state 1, six agents possess it by time $t = 3$, at which time no further transitions are possible. For the given initial system state (i.e., the sequence of vertex states at $t = 0$) and parallel update scheme, the limit cycle is a fixed point.

Our goal here is to understand all state transitions, and therefore all limit cycles, for a given graph, vertex state set, set of vertex functions, and update scheme. In this Introduction, we are using terms informally to capture some basic ideas; all terms are defined formally in later chapters.

Another variant of the basic threshold model is a two vertex state set, as above, but now both transitions $0 \rightarrow 1$ and $1 \rightarrow 0$ are permitted. A vertex in state 0 transitions to state 1 as described above, for a given threshold $k$. A vertex in state 1 transitions to 0 if the number of neighbors in state 1, plus one (for the vertex itself), is strictly less than $k$.

Our work focuses on three generalizations of the basic threshold model. First, we introduce and study a bithreshold contagion dynamics model where vertices can transition back-and-forth between states 0 and 1, and there are separate thresholds for the transitions $0 \rightarrow 1$ (up-threshold) and $1 \rightarrow 0$ (down-threshold). Second, we investigate a new multithreshold contagion model in which there are $r$ states (0 through $r - 1$), and each transition $i \rightarrow j$ between two states $i, j \in \{0, 1, \ldots, r - 1\}$ is characterized by a corresponding threshold. Finally, we study a recent hierarchical model from the literature that introduces hierarchical structural dependencies among interacting agents, beyond distance-1 neighborhoods as used in Figure 1.2. Our main findings for each topic are summarized next.

**Bithreshold model.** We show that for parallel systems, the only permissible limit cycles are fixed points and 2-cycles, irrespective of threshold values. These results coincide with the classical case described above where a single threshold controls both transitions $(0 \rightarrow 1$ and $1 \rightarrow 0)$. For sequential systems, the behavior is quite different. If the difference between the down- and up-thresholds is less than two, then limit cycles may only be fixed points. However, if the difference is two or more, then longer limit cycles are possible. Hence, the threshold difference of 2 is a bifurcation point, where a transition may occur from fixed point limit sets to limit sets with arbitrarily long cycles. We prove that graph dynamical systems (GDSs) exist that
Figure 1.2: Discrete dynamics of contagion spread through a 7-agent system. Each agent transitions from state 0 (red) to state 1 (green) when at least a threshold $k = 2$ number of its neighbors possess the contagion. The sole permissible state transition is $0 \rightarrow 1$. The initial system state consists of three agents with a contagion. The dynamics halt after $t = 3$, producing a fixed point limit cycle.
exhibit these behaviors. To our knowledge, this bifurcation phenomenon is another novel aspect of this work.

**Multithreshold model.** The multithreshold model is a generalization of the bithreshold model. We provide constructive proofs of sufficient conditions for which the only limit cycles are fixed points, for any value of \( r \), the sequential update scheme, and different classes of state transitions. We provide a procedure for determining these conditions in the general case. We use the case \( r = 3 \) and two classes of state transitions to show that the boundary conditions for fixed points can be tight; i.e., if any one condition of the set is violated, then arbitrarily long limit cycles can be generated. In this sense, as above, a bifurcation phenomenon is proven. Moreover, we recover well-known fixed point conditions for restrictions of our results.

**Hierarchical model.** We introduce a hierarchical dynamics model based on a recent model of the behavior of individuals joining Facebook [71]. The Facebook model was generated by mining online social network data. We generalize the experimentally-determined model, and show that the more general hierarchical model produces maps that are equal when switching two consecutive vertices in two otherwise identical permutations, if the two vertices do not form an edge in a graph \( X \). This behavior is also found in standard or classic dynamics models. We identify the absence of triangles in a graph \( X \) as a sufficient condition to ensure that a hierarchical model and its corresponding classical model are equal. We also demonstrate a property of Nor models that holds for hierarchical and classic models. Finally, we present the conditions under which a Boolean sequential hierarchical model map will generate only fixed points as limit sets. This work is ongoing.

We developed a computational framework to analyze GDSs and we used this software to analyze all of the GDSs of this study. It will be reported on in future work.

While our results are useful in their own right, they are also useful for verification and validation (V&V) and simulation of population dynamics. Verification is the process of ensuring that a model is implemented correctly. Validation is the comparison of model output to known or measured system behavior to confirm that the two are sufficiently close, based on some predefined criterion. For example, our parallel bithreshold results can be used to verify that simulation results contain only fixed points and 2-cycles as limit cycles. We have indeed made these and other comparisons in simulation studies as parts of other works.

From a simulation standpoint, theory and modeling complement each other. An impact of theory on modeling was just described. Simulation can also augment
theory, for while it has been proved that parallel update may produce limits cycles of maximum length two, it does not provide the limit cycles themselves. For many practical problems, it is important to determine the character of limit cycles, often on very large graphs (e.g., those with tens or hundreds of millions of vertices). For example, in a 2-cycle, and in the context of modeling a revolution, it is meaningful as to whether a population oscillates between 20% and 30% of the agents rebelling, or between 80% and 90%, or between 10% and 90%.

**Thesis organization.** Chapter 2 contains our bithreshold work. Chapter 3 describes our multithreshold study. Our hierarchical model is presented in Chapter 4. We conclude in Chapter 5.

**Author contributions.** For Chapter 2, the author contributed five propositions. Chapters 3 and 4 were produced by student and advisor.
Chapter 2

Bithreshold Systems

2.1 Introduction

A standard Boolean threshold function $t_{k,m}: \{0,1\}^m \rightarrow \{0,1\}$ is defined by

$$t_{k,m}(x_1, \ldots, x_m) = \begin{cases} 1, & \text{if } \sigma(x_1, \ldots, x_m) \geq k \text{ and } \\ 0, & \text{otherwise,} \end{cases} \quad (2.1)$$

where $\sigma(x_1, \ldots, x_m) = \left| \{ 1 \leq i \leq m \mid x_i = 1 \} \right|$. This class of functions is a common choice in modeling biological systems [38, 39], and social behaviors (e.g., joining a strike or revolt, adopting a new technology or contraceptives, spread of rumors and stress, and collective action), see, e.g., [11, 14, 31, 41, 52, 74].

A bithreshold function is a function $t_{i,k^\uparrow, k_i^\downarrow,m}: \{0,1\}^m \rightarrow \{0,1\}$ defined by

$$t_{i,k^\uparrow, k_i^\downarrow,m}(x_1, \ldots, x_m) = \begin{cases} t_{k^\uparrow,m}, & \text{if } x_i = 0, \\ t_{k_i^\downarrow,m}, & \text{if } x_i = 1. \end{cases} \quad (2.2)$$

Here $i$ denotes a designated argument – later it will be the vertex or cell index. We call $k^\uparrow$ the up-threshold and $k_i^\downarrow$ the down-threshold. When $k^\uparrow = k_i^\downarrow$ the bithreshold function coincides with a standard threshold function. Note that unlike the standard threshold function in (2.1) which is symmetric, the bithreshold function is quasi-symmetric (or outer-symmetric) – with the exception of index $i$, it only depends on its arguments through their sum.
In this paper we consider synchronous and asynchronous graph dynamical systems (GDSs), see [51,58], of the form \( F: \{0,1\}^n \rightarrow \{0,1\}^n \) induced by bithreshold functions. These are natural extensions of threshold GDSs and capture threshold phenomena exhibiting hysteresis properties. Bithreshold systems are also prevalent in social systems where each individual can change back-and-forth between two states; Schelling states: “Numerous social phenomena display cyclic behavior ...”, see [64, p. 86]. Among his examples is whether pick-up volleyball games will continue through an academic semester or die (e.g., individuals regularly choosing to play or not play). One can also look at public health concerns such as obesity, where an individual’s back-and-forth decisions to diet or not—which are peer influenced [16], and therefore can be at least partially described by thresholds—are so commonplace that it has a name: “yo-yo dieting” [3]. When \( k^+ > k^- \), a vertex that transitions from state 0 to state 1 is more likely to remain in state 1 than what would be the case in a standard threshold GDS. For the state transitions from 1 to 0 the situation is analogous. This suggests that the cost to change back to state 0 is great or that a change to state 0 will occur only if the conditions that gave rise to the \( 0 \rightarrow 1 \) transition significantly diminish. A company that acquires and later divests itself of a competitor is such an example. Examples where \( k^- \geq k^+ \) are commonplace. For example, [64] states that he often witnesses people who start to cross the street against traffic lights, but will return to the curb if they observe an insufficient number of others following behind. Overshooting, whereby a group of individuals take some action, and within a short time period, a subset of these pull back from it, is also of interest to the sociology community [7] and is characterized by \( k^- \geq k^+ \).

It is convenient to introduce the quantity \( \Delta = k^- - k^+ \). The first of our main results (Theorem 2) characterizes limit cycle structure of synchronous bithreshold GDS (also known as as Boolean networks). Building on the proof for threshold functions in [26], we prove that only fixed points and periodic orbits of length 2 can occur for each possible combination of \( k^+ \) and \( k^- \). Since we re-use parts of their proof, and also since their proof only appears in French, a condensed English translation is included in the appendix on page 25. The situation is very different for asynchronous bithreshold GDSs where a vertex permutation is used for the update sequence. Our second main result states that when \( \Delta < 2 \), only fixed points can occur as limit cycles. However, for \( \Delta \geq 2 \) there are graphs for which arbitrary length periodic orbits can be generated. The case \( \Delta = 2 \) is identified using a potential function argument and represents a (2-parameter) bifurcation in a discrete system, a phenomenon that to our knowledge is novel. We also include a series of results for bithreshold dynamics on special graph classes. These offer examples of asynchronous bithreshold GDSs with long periodic orbits, and may also serve as building blocks in construction and
modeling of bithreshold systems with given cycle structures.

**Organization.** We introduce necessary definitions and terminology for graph dynamical systems in Section 2.2. The two main theorems are presented in Section 2.3. Our collection of results on dynamics for graph classes like trees and cycle graphs follow in Section 2.4 before we conclude in Section 2.5. Section 2.6 contains an appendix for this chapter.

### 2.2 Background and Terminology

In the following we let $X$ denote an undirected graph with vertex set $v[X] = \{1, 2, \ldots, n\}$ and edge set $e[X]$. To each vertex $v$ we assign a state $x_v \in K = \{0, 1\}$ and refer to this as the *vertex state*. Next, we let $n[v]$ denote the sequence of vertices in the 1-neighborhood of $v$ sorted in increasing order and write

$$x[v] = (x_{n[v](1)}, x_{n[v](2)}, \ldots, x_{n[v](d(v)+1)})$$

for the corresponding sequence of vertex states. Here $d(v)$ denotes the degree of $v$. We call $x = (x_1, x_2, \ldots, x_n)$ the *system state* and $x[v]$ the *restricted state*. The dynamics of vertex states is governed by a list of vertex functions $(f_v)_v$ where each $f_v : K^{d(v)+1} \rightarrow K$ maps as

$$x_v(t + 1) = f_v(x(t)[v]) .$$

In other words, the state of vertex $v$ at time $t + 1$ is given by $f_v$ evaluated at the restricted state $x[v]$ at time $t$. An *update mechanism* governs how the list of vertex functions assemble to a *graph dynamical system* map (see e.g. [51, 58])

$$F : K^n \rightarrow K^n$$

sending the system state at time $t$ to that at time $t + 1$.

For the update mechanism we will here use *synchronous* and *asynchronous* schemes. In the former case we obtain Boolean networks where

$$F(x_1, \ldots, x_n) = (f_1(x[1]), \ldots, f_n(x[n])) .$$

This sub-class of graph dynamical systems is sometimes referred to as *generalized cellular automata*. In the latter case we will consider permutation update sequences.
For this we first introduce the notion of \textit{X-local functions}. Here the \(X\)-local function \(F_v: K^n \rightarrow K^n\) is given by
\[
F_v(x_1, \ldots, x_n) = (x_1, x_2, \ldots, f_v(x[v]), \ldots, x_n).
\]
Using \(\pi = (\pi_1, \ldots, \pi_n) \in S_X\) (the set of all permutations of \(v[X]\)) as an update sequence, the corresponding asynchronous (or sequential) graph dynamical system map \(F_\pi: K^n \rightarrow K^n\) is given by
\[
F_\pi = F_{\pi(n)} \circ F_{\pi(n-1)} \circ \cdots \circ F_{\pi(1)}.
\]
We also refer to this class of asynchronous systems as (permutation) \textit{sequential dynamical systems} (SDSs). The \(X\)-local functions are convenient when working with the asynchronous case. In this chapter we will consider graph dynamical systems induced by bithreshold functions, that is, systems where each vertex function is given as
\[
f_v = f_{v,k^\uparrow_v,k^\downarrow_v} := t_{v,k^\uparrow_v,k^\downarrow_v,d(v)+1}.
\]

The phase space of the GDS map \(F: K^n \rightarrow K^n\) is the directed graph with vertex set \(K^n\) and edge set \(\{(x, F(x)) \mid x \in K^n\}\). A state \(x\) for which there exists a positive integer \(p\) such that \(F^p(x) = x\) is a \textit{periodic point}, and the smallest such integer \(p\) is the \textit{period} of \(x\). If \(p = 1\) we call \(x\) a \textit{fixed point} for \(F\). A state that is not periodic is a \textit{transient state}. Classically, the \textit{omega-limit set} of \(x\), denoted by \(\omega(x)\), is the set of accumulation points of the sequence \(\{F^k(x)\}_{k \geq 0}\). In the finite case, the omega-limit set is the unique periodic orbit reached from \(x\) under \(F\).

\textbf{Example 1.} To illustrate the above concepts, take \(X = \operatorname{Circ}_4\) as the graph (shown in Figure 2.1), and choose thresholds \(k^\uparrow = 1\) and \(k^\downarrow = 3\). For the synchronous case we have for example \(F(1, 0, 0, 1) = (0, 1, 1, 0)\). Using the update sequence \(\pi = (1, 2, 3, 4)\) we obtain \(F_\pi(1, 0, 0, 1) = (0, 0, 1, 0)\). The phase spaces of \(F_\pi\) and \(F\) are shown in Figure 2.1. Notice that \(F_\pi\) has cycles of length 3, while the maximal cycle length of \(F\) is 2.

We remark that graph dynamical systems generalize concepts such as cellular automata and Boolean networks, and can describe a wide range of distributed, nonlinear phenomena.
2.3 \(\omega\)-Limit Set Structure of Bithreshold GDS

This section contains the two main results on dynamics of synchronous and asynchronous bithreshold GDSs.

2.3.1 Synchronous Bithreshold GDSs

Let \( K = \{0, 1\} \) as before, let \( A = (a_{ij}) \) be a real-valued symmetric matrix, let \((k^\uparrow_i)_{i=1}^n\) and \((k^\downarrow_i)_{i=1}^n\) be vertex-indexed sequences of up- and down-thresholds, and define the function \( F = (f_1, \ldots, f_n) : K^n \rightarrow K^n \) by

\[
\begin{cases}
1 & \text{if } x_i = 0 \text{ and } \sum_{j=1}^n a_{ij} x_j \geq k^\uparrow_i \\
0 & \text{if } x_i = 1 \text{ and } \sum_{j=1}^n a_{ij} x_j < k^\downarrow_i \\
x_i & \text{otherwise.}
\end{cases}
\]

The following theorem is a generalization of Theorem 14 (see appendix) to the case of bithreshold functions.

**Theorem 2.** If \( F \) is the synchronous GDS map over the complete graph of order \( n \) with vertex functions as in Equation (2.4), then for all \( x \in K^n \), there exists \( s \in \mathbb{N} \) such that \( F^{s+2}(x) = F^s(x) \).

The proof builds on the arguments of the proof from [26] for standard threshold functions (see page 25 of the appendix). Note that we can use Lemma 15 in its orig-
inal form, but for Lemma 16 changes are needed to adapt for bithreshold functions.
The position is marked [Cross-reference for bithreshold systems] in the proof of Lemma 16 on page 27. Before starting the proof of the theorem above, we first introduce the notion of bands and give a result on their structural properties. This is essential in the extension of the original result.

As in the proof of [26] in the appendix, let \( z_i \in S \) and assume that \( \gamma_i \geq 3 \) (the period of the \( i^{th} \) component of \( z \)). We set

\[
\text{supp}(z_i) = \{ l \in \{0, 1, 2, \ldots, T-1\} : z_l = 1 \};
\]

and use their partition \( C = \{C_0, C_1, C_2, \ldots, C_p\} \). By the assumption \( \gamma_i \geq 3 \), we are guaranteed that \( p \geq 1 \). The bithreshold functions require a more careful structural analysis of the elements of \( C \) than in the case of standard threshold functions. We say that \( C \in C \) is of type \( ab \) if \( C = (l, l+2, l+4, \ldots, k) \) and \( z_{l-1} = a \) and \( z_{k+1} = b \) where all indices are modulo \( T \). Here we write \( m_{ab} = m_{ab}(C) \) for the number of elements of \( C \) of type \( ab \).

We claim that \( m_{01} = m_{10} \). Before we prove this, observe first that the sequence \( (z_i(0), z_i(1), \ldots, z_i(T-1)) \) can be split into contiguous (modulo \( T \)) sub-sequences (bands) whose states contain only isolated 0s, where the end points have state 1, and where bands are separated by sub-sequences of lengths \( \geq 2 \) whose state consist entirely of 0s. By the construction of \( C \), each element \( C \in C \) must be fully contained in a single band. Our claim above is now a direct consequence of the following lemma:

**Lemma 3.** A band either (i) contains no element \( C \) of type 01 or 10, or (ii) contains precisely one element \( C \) of type 01 and precisely one element \( C' \) of type 10.

**Proof.** Fix a band \( B \) and let \( C \in C \) be the partition containing the first element of \( B \). There are now two possibilities. In the first case, \( C \) also contains the final element of \( B \). Then \( C \) has type 00, and any other partition element contained in \( B \) is necessarily of type 11. In the second case, \( C \) terminates before the end of \( B \). The configuration at the end of \( C \) must then be as

\[
\begin{array}{c}
\uparrow \quad \downarrow \\
C \\
( \ldots 00 | 1 \phantom{1} 1 \ldots \phantom{1} 1101 \ldots | 100\ldots ) \\
\ldots \phantom{C} \phantom{C}\phantom{C}
\end{array}
\]
and \( C \) is of type 01. The element \( C' \) containing the index after the last element of \( C \) either goes all the way to the end of \( B \), in which case it is of type 10, or it terminates before that, in which case the situation is as in the diagram above and \( C' \) is of type 11. By repeated application of this argument, the band \( B \) is eventually exhausted with an element \( C'' \) of type 10. All other elements of \( C \) within \( B \) not included in the sequence of partitions \( C, C' \) and so on, must be of type 11, and the proof is complete.

**Corollary 4.** \( m_{01}(C) = m_{10}(C) \)

*Claim:* If \( \gamma_i \geq 3 \) for \( z_i \in S \) then \( \sum_{j=1}^{n} L(z_i, z_j) < 0 \).

We can write

\[
\sum_{i=1}^{n} L(z_i, z_j) = \sum_{k=0}^{p} \left( \sum_{j=1}^{n} a_{ij} \sum_{l \in C_k} (z_j(l + 1) - z_j(l - 1)) \right) = \sum_{k=0}^{p} \Psi_{ik},
\]

where

\[
\Psi_{ik} = \sum_{j=1}^{n} a_{ij} \sum_{l \in C_k} (z_j(l + 1) - z_j(l - 1)) = \sum_{j=1}^{n} a_{ij} z_j(l_k + 2q_k + 1) - \sum_{j=1}^{n} a_{ij} z_j(l_k - 1).
\]

We need to consider \( \Psi_{ik} \) for the four types of partition elements. As in the original proof, note that \( \Psi_{i0} = 0 \).

**\( C_k \) is of type 00:** in this case \( z_i(l_k - 1) = 0, z_i(l_k) = 1, z_i(l_k + 2q_k + 1) = 0 \) and \( z_i(l_k + 2q_k + 2) = 0 \), which is only possible if

\[
\sum_{j=1}^{n} a_{ij} z_j(l_k - 1) \geq k_i^\uparrow \quad \text{and} \quad \sum_{j=1}^{n} a_{ij} z_j(l_k + 2q_k + 1) < k_i^\uparrow,
\]

which implies that \( \Psi_{ik} < 0 \).

**\( C_k \) is of type 11:** this case is completely analogous to the 00 case, and again we conclude that \( \Psi_{ik} < 0 \).

**\( C_k \) is of type 10:** here \( z_i(l_k - 1) = 1, z_i(l_k) = 1, z_i(l_k + 2q_k + 1) = 0 \) and \( z_i(l_k + 2q_k + 2) = 0 \). This implies that

\[
\sum_{j=1}^{n} a_{ij} z_j(l_k - 1) \geq k_{i1}^\uparrow \quad \text{and} \quad \sum_{j=1}^{n} a_{ij} z_j(l_k + 2q_k + 1) < k_{i1}^\uparrow,
\]
leading to $\Psi_{ik} < k_{\uparrow i} - k_{\downarrow i}$.

*C_k is of type 01:* this case is essentially the same as the 10 case, but here $\Psi_{ik} < k_{\downarrow i} - k_{\uparrow i}$.

Using the above four cases, we now have

$$\sum_{j=0}^{n} L(z_i, z_j) = \sum_{k=0}^{p} \Psi_{ik} < 0 + m_{00} \cdot 0 + m_{11} \cdot 0 + m_{10}(k_{\uparrow i} - k_{\downarrow i}) + m_{01}(k_{\downarrow i} - k_{\uparrow i}) = 0,$$

where the last equality follows by Corollary 4. Clearly, this leads to the same contradiction as in the proof of Theorem 14.  

An immediate consequence of Theorem 2 is the following:

**Corollary 5.** A synchronous bithreshold GDS may only have fixed points and 2-cycles as limit sets.

### 2.3.2 Asynchronous Bithreshold GDSs

**Theorem 6.** Let $X$ be a graph, let $\pi \in S_X$ and let $(f_v)_{v}$ be bithreshold functions all satisfying $\Delta(v) = k_{\downarrow v} - k_{\uparrow v} \leq 1$. The sequential dynamical system map $F_\pi$ only has fixed points as limit sets.

As before, the graph $X$ is finite. Note also that the per-vertex thresholds $k_{\uparrow}$ and $k_{\downarrow}$ need not be uniform for the graph.

**Proof.** The proof uses a potential function based on a construction in [6], but see also [29]. For a given state $x \in K^n$ we assign to each vertex the potential

$$P(v, x) = \begin{cases} k_{\downarrow v}, & x_v = 1 \\ d(v) + 2 - k_{\uparrow v}, & x_v = 0. \end{cases}$$

Note that the quantity $d(v) + 2 - k_{\uparrow v}$ is the smallest number of vertex states in the local state $x[v]$ that must be zero to ensure that $x_v$ remains in state zero. Similarly, an edge $e = \{v, v'\}$ is assigned the potential

$$P(e = \{v, v'\}, x) = \begin{cases} 1, & x_v \neq x_{v'} \\ 0, & x_v = x_{v'}. \end{cases}$$
For bookkeeping, we let \( n_i = n_i(v; x) \) denote the number of vertices adjacent to \( v \) in state \( i \) for \( i = 0, 1 \) and note that \( n_0 + n_1 = d \). The system potential \( P(x) \) at the state \( x \) is the sum of all the vertex and all the edge potentials. For the theorem statement it is clearly sufficient to show that each application of a vertex function that leads to a change in a vertex state causes the system potential to drop.

Consider first the case where \( x_v \) is mapped from 0 to 1 which implies that \( n_1 \geq k_\uparrow v \). Since a change in system potential only occurs for vertex \( v \) and edges incident with \( v \), we may disregard the other potentials when determining this change. Denoting the system potential before and after the update by \( P \) and \( P' \), we have

\[
P' - P = k_\downarrow v + n_0 - d - 2 + k_\uparrow v - n_1 = k_\downarrow v + k_\uparrow v - 2n_1 - 2 \leq -(k_\uparrow v - k_\downarrow v) - 2 = \Delta(v) - 2,
\]

and this is strictly negative whenever \( \Delta = k_\downarrow - k_\uparrow \leq 1 \). Similarly, for the transition where \( x_v \) maps from 1 to 0 one must have \( n_1 + 1 \leq k_\downarrow v - 1 \) or \( n_1 \leq k_\downarrow v - 2 \). In this case we have

\[
P' - P = [d + 2 - k_\uparrow v + n_1] - [k_\downarrow v + n_0] = 2n_1 + 2 - k_\downarrow v - k_\uparrow v \leq 2k_\downarrow v - 4 + 2 - k_\uparrow v - k_\downarrow v = \Delta(v) - 2
\]

as before, concluding the proof.

### 2.3.3 Bifurcations in Asynchronous GDS

A natural question now is what happens in the case where \( \Delta = k_\downarrow - k_\uparrow = 2 \) since periodic orbits are no longer excluded by the arguments in the proof above. The following proposition shows that there are graphs and choices of \( k_\uparrow \) and \( k_\downarrow \), such that \( \Delta = 2 \), for which there are periodic orbits of arbitrary length.

**Proposition 7.** The bithreshold GDS map over \( X = \text{Circ}_n \), with update sequence \( \pi = (1, 2, 3, \ldots, n) \) and thresholds \( k_\uparrow = 1 \) and \( k_\downarrow = 3 \), has cycles of length \( n - 1 \).

**Proof.** We claim that the state \( x = (0, 0, \ldots, 0, 1, 0) \) is on an \((n - 1)\)-cycle. Straightforward computations give that the single 1-state is shifted one position to the left upon each application of \( F_\pi \) until the state \( y = (0, 1, 0, \ldots, 0) \) is reached. The image of this state is \( z = (1, 0, 0, \ldots, 0, 0, 1) \) which is easily seen to map to \( x \). The smallest number of iterations required to return to the original state \( x \) is \( n - 1 \), producing a cycle as claimed. \( \square \)
In other words, by taking $\Delta$ as a parameter, we see that the bithreshold sequential dynamical system undergoes a bifurcation at $\Delta = 2$.

### 2.4 Dynamics of Bithreshold GDSs

#### 2.4.1 Graph Unions

From Proposition 7, we see that for $X = \text{Circ}_n$ with threshold $k^\uparrow = 1$ and $k^\downarrow = 3$ at each vertex, we obtain an $(n - 1)$-cycle for the update sequence $\pi = (1, 2, \ldots, n)$. The following proposition demonstrates how we can combine graphs to obtain larger cycle sizes for bithreshold SDSs with arbitrarily nonuniform $k^\uparrow, k^\downarrow$. In particular, the result applies to the case where we combine $\text{Circ}_n$ graphs where $p = n - 1$ is prime.

**Proposition 8.** For $i = 1, 2$ let $X_i$ be a graph for which the bithreshold GDS with update sequence $\pi_i$ has a cycle in phase space of length $c_i$. Let $u_i \in v[X_i]$, and let $X$ be the graph obtained as the disjoint union of $X_1$ and $X_2$ plus additionally the vertex $w \notin v[X_1], v[X_2]$ with the edges $\{u_1, w\}$ and $\{u_2, w\}$. Moreover, let all thresholds of vertices in $X_1$ and $X_2$ be as before, and assign threshold $k^\uparrow = 3$ to $w$. The bithreshold SDS map over $X$ with update sequence $\pi = (\pi_1|\pi_2|w)$ [juxtaposition] has a cycle of length $\text{lcm}(c_1, c_2)$.

**Proof.** Let vertex $w$ have $k^\uparrow = 3$, so that $w$ will never transition to state 1 from state 0. Let $x = (x_1|x_2|x_w)$ be the state over $X$ constructed from states $x_1$ and $x_2$ on the respective $c_i$-cycle over $X_1$ and $X_2$ with $x_w = 0$. The only vertices whose connectivity, and therefore induced vertex function, are affected by the addition of $w$ are $u_1$ and $u_2$. But the state transitions for $u_1$ and $u_2$ are unaffected because each is predicated on $\sigma(x[u_1])$ and $\sigma(x[u_2])$, respectively, and these latter two quantities are not altered by the state of $w$ because that state is fixed at 0 by construction. Hence, the phase space of $X$ contains a cycle of length $\text{lcm}(c_1, c_2)$ as claimed. $\square$

Thus, for $k^\uparrow = 1$ and $k^\downarrow = 3$, there exists a circle graph and permutation $\pi$ that will produce a cycle in phase space of length three or greater, and multiple circle graphs can be combined to produce graphs with large orbit cycles without modifying the thresholds of vertices in $X_1$ and $X_2$. 
2.4.2 Trees

Propositions 7 and 8 show how periodic orbits of length $> 2$ arise over graphs that contain cycles. This section investigates bithreshold SDS maps where $X$ is a tree.

To start, we first recall the notion of $\kappa$-equivalence of permutations from [50, 51]. Two permutations $\pi, \pi' \in S_X$ are $\kappa$-equivalent if the corresponding induced acyclic orientations $O_\pi$ and $O_{\pi'}$ of $X$ are related by a sequence of source-to-sink conversions. Here, the orientation $O_\pi$ is obtained from $\pi$ by orienting each edge $\{v, v'\} \in e[X]$ as $(v, v')$ if $v$ precedes $v'$ in $\pi$ and as $(v', v)$ otherwise. This is an equivalence relation, and it is shown in [51] that (i) for a tree the number of $\kappa$-equivalence classes is $\kappa(X) = 1$, and (ii) that $F_\pi$ and $F_{\pi'}$ have the same periodic orbit structure (up to digraph isomorphism/topological conjugation) whenever $\pi$ and $\pi'$ are $\kappa$-equivalent. As a result, we only need to consider a single permutation update sequence to study the possible periodic orbit structures of permutation SDS maps over a tree $X$.

The following result shows that there can be cycles of length 3 or greater for permutation SDS over a tree.

**Proposition 9.** For any integer $c \geq 3$ there is a tree $X$ on $n = 4c - 6$ vertices such that bithreshold permutation SDS maps over $X$ with thresholds $k^\uparrow = 1$ and $k_\downarrow = 3$ have periodic orbits of length $c$.

**Proof.** An $H$-tree on $n = 4\beta + 2$ vertices, denoted by $H_n$, has vertex set $\{1, 2, \ldots, n\}$ and edge set

$$\{\eta, n - \eta + 1\} \cup \left\{ \{i, i + 1\}, n/2 + \{i, i + 1\} \mid 1 \leq i \leq n/2 - 1 \right\},$$

where $\eta = \beta + 1$ and $\beta \geq 1$. The graph $H_n$ is illustrated in Figure 2.2.
Set $\beta = c - 2$ so that $n = 4\beta + 2$ and $\eta = \beta + 1$. We take $X = H_n$ as the graph and assign thresholds $(k^\uparrow, k^\downarrow) = (1, 3)$ to all vertices. By the comment preceding Proposition 8, we may simply use $\pi = (1, 2, 3, \ldots, n)$ as the update sequence since all permutations give cycle equivalent maps $F_\pi$.

For the initial configuration, set the state of each vertex $v$ in the range $(n/2) + 1 \leq v \leq n - \eta + 1$ (bottom right branch) to 1 and set all other vertex states to 0 so that

$$x(0) = (0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots 0).$$

The number of vertices in a contiguous vertex range with state 1 will always be $\eta$; there may be one or two such groups in a system state. The image of $x(0)$ is

$$x(1) = (0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots 0),$$

where now the first $\eta - 1$ vertices are in state 0, the next $\eta$ vertices are in state 1, and the remaining vertices—all those along the bottom arm—are in state 0, as follows. Along the top arm, vertices 1 through $\eta - 1$ will remain in state 0 because all nodes and their neighbors are in state 0. Vertex $\eta$, the state of the vertex incident to the crossbar on the top arm, will change to 1 because its neighbor along the crossbar is in state 1. For the given permutation, then, each subsequent vertex $v_i$ in the range $\eta + 1$ through $n/2$ will change to state 1 because $x_{v_{i-1}} = 1$ and $k^\uparrow = 1$. For the bottom arm, vertex $(n/2) + 1$ will change from state 1 to state 0 because $\sigma(x[v_{(n/2)+1}]) = 2 < k^\downarrow$. For the same reason, each vertex $v_i$ in the range $(n/2) + 2$ to $n - \eta + 1$ will transition to state 0. Vertices from $n - \eta + 2$ through $n$ will remain in state 0.

The next state is

$$x(2) = (0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots 0, 1, 1, \ldots 1),$$

where, for the top arm, the first $\eta - 2$ vertices are in state 0, the next $\eta$ vertices are in state 1, and the last vertex on the top arm is in state 0. That is, the set of 1’s along the top arm has shifted one vertex left, as follows. Let the set of vertices in the top arm in state 1 (in $x(1)$) be denoted $v_i$ through $v_{i+\eta}$. Vertex $v_{i-1}$ will transition $0 \rightarrow 1$ because $x_{v_i} = 1$. Vertex $v_i$ will remain in state 1 because $\sigma(x[v_i]) = 3 = k^\downarrow$. Likewise $v_{i+1}$ through $v_{i+\eta-1}$ will remain in state 1. However, $v_{i+\eta}$ will transition to state 0 because $\sigma(x[v_{i+\eta}]) = 2 < k^\downarrow$. We refer to this behavior as a left-shift (the analogous
shift to the right is a right-shift). For the bottom arm, the η vertices (labels \((n/2) + 1\) through \(n - η\)) remain in state 0. Vertex \(n - η + 1\) transitions to state 1 because the neighbor along the crossbar is in state 1. Subsequently, vertices \(n - η + 2\) through \(n\) transition to state 1, in turn, according to \(π\).

The next state is

\[
x(3) = (0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_{\text{start at vertex } η-2}, 0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_{\text{start at vertex } n-η})
\]

where the set of η vertices in state 1 in the top arm has shifted left, and the set of η vertices in state 1 in the bottom arm has shifted left. The shifting process embodied in the transition from state \(x(2)\) to \(x(3)\)—where there is a group of vertices in state 1 in each of the top and bottom arms—can happen a total of \((η - 2)\) times. The state after these \((η - 2)\) transitions is

\[
x(η) = (\underbrace{1, 1, \ldots, 1}_{\text{start at vertex } 1}, 0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_{\text{start at vertex } n-2η+3}, 0, 0, \ldots, 0)
\]

The image of \(x(η)\) is \(x(0)\), the initial state. There are \(2 + (η - 2) + 1\) state transitions, and we have a limit cycle of length \(c = η + 1\).

Of course, the proof does not guarantee that \(c\) is the minimal periodic orbit size, nor that \(H_n\) is the minimal order tree with a periodic orbit of this length. Additionally, there may be multiple periodic orbits of length \(c\). The following proposition expands on this in the case where \(c ≥ 5\): there exists a tree of smaller order than \(H_n\) that also admits a \(c\)-cycle, namely the \(Y\)-tree.

**Proposition 10.** For any integer \(c ≥ 3\) there is a tree on \(n = 3c - 2\) vertices such that bithreshold permutation SDS maps over this tree with thresholds \(k^↑ = 1\) and \(k^↓ = 3\) have periodic orbits of length \(c\).

**Proof.** The proof is analogous to the case of the \(H\)-tree. We take as the graph the \(Y\)-tree on \(n = 3β + 1\) vertices (see Figure 2.3) with \(β ≥ 1\), which has vertex set \(\{1, 2, \ldots, n\}\) and, setting \(η = β + 1\), edge set

\[
\{\{i, i + 1\} \mid 1 ≤ i ≤ 2η - 2\} \cup \{\{i, i + 1\} \mid 2η ≤ i ≤ (n - 1)\} \cup \{η, n\}.
\]

Let \(c ≥ 3\) with \(n = 3c - 2\) so that \(X = Y_n\) (and \(c = β + 1\)). We assign thresholds \((k^↑, k^↓) = (1, 3)\) to all vertices and use update sequence \(π = (1, 2, 3, \ldots, n)\) as before.
As the initial configuration, set the states of the $\beta$ vertices $\nu$ in the range $\eta \leq \nu \leq 2\eta - 2$ (all vertices in the upper right branch except $2\eta - 1$) to 1, and set all other vertex states to 0 to form

$$x(0) = (0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } \eta, 0, 0, \ldots 0).$$

The image of $x(0)$ is

$$x(1) = (0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } (\eta - 1), 0, 0, \ldots 0, 1),$$

where now the first $\eta - 2$ vertices are in state 0, the next $\beta$ vertices are in state 1, and the remaining vertices—except for vertex $n$—are in state 0. In the upper two branches, the initial set of $\beta$ nodes in state 1 shifts left for the same reasons described in the proof of Proposition 9. The last vertex, $n$, will change to 1 because it is adjacent to vertex $\eta$, which has state 1.

The image of $x(1)$ is

$$x(2) = (0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } (\eta - 2), 0, 0, \ldots 0, 1, 1),$$

where the $\beta$ nodes in state 1 beginning at vertex $\eta - 2$ have shifted left and vertex $n - 1$ transitions to 1 because vertex $n$ is in state 1. Vertex $n$ remains in state 1 because $\sigma(x[\nu_n]) = 3$.

The mechanics of the last state transition (the left shift of $\beta$ vertices and nodes transitioning to state 1 in the lower branch) repeats itself a total of $\beta - 2$ times, at
Figure 2.4: The tree $X_n$ used in the proof of Proposition 11 (arrows indicate vertex labeling order).

which point the state is

$$x(\beta - 1) = (0, 1, \ldots, 1, \underbrace{0, 0, \ldots, 0}_{\text{start at vertex } (\eta + 1)}, \underbrace{1, 1, \ldots, 1}_{\text{start at vertex } (n - \beta + 2)})$$

where the only vertex in the lower vertical branch in state 0 is $2\eta$, the leaf node.

Noting that vertex $\eta$ remains in state 1 on the next transition because $\sigma(x[v_\eta]) = 3$, all vertices in the upper right branch transition to 1. Vertex $2\eta$ also transitions to 1, giving

$$x(\beta) = (1, 1, \ldots, 1).$$

The next state can be verified to be $x(0)$, thus completing the cycle. The cycle length is therefore $c = \beta + 1$ as stated.

Interestingly, there is no $H$-tree nor $Y$-tree that generates a maximum orbit of size 2 for thresholds $(k^+, k_-) = (1, 3)$. However, so-called $X$-trees (defined below) admit cycles of any size $c \geq 1$.

**Proposition 11.** For any integer $c \geq 2$ there is a tree $X$ on $n = 4c - 3$ vertices such that bithreshold permutation GDS maps over $X$ with thresholds $k^+ = 1$ and $k_- = 3$ have periodic orbits of length $c$. For $c = 1$, there is a tree $X$ on $n = 5$ vertices that has periodic orbits of length 1 (fixed points).

**Proof.** An $X$-tree on $n = 4\beta + 1$ vertices with $\beta \geq 1$ has vertex set $\{1, 2, \ldots, n\}$ and edge set as illustrated in Figure 2.4. Here $\eta = \beta + 1$ is the unique vertex of degree 4. Note first that for any $n$ the all-zero state over $X_n$ is a fixed point.

We treat the case $c = 2$ separately; use $X = X_5$, $\pi = (1, 2, 3, 4, 5)$, and $(k^+, k_-) = (1, 3)$. It can easily be verified that $x(0) = (0, 1, 1, 0, 0)$ is mapped to $x(1) = (1, 1, 0, 1, 1)$ which in turn is mapped to $x(0)$, constituting a 2-cycle.
Fix $c \geq 3$, set $n = 4c - 3$ and then $c = \beta + 1$, take as the graph $X = X_n$ with thresholds $(k^u, k_d) = (1, 3)$ for all vertices, and let $\pi = (1, 2, 3, \ldots, n)$.

Define the initial configuration $x(0)$ by assigning the $\beta$ vertices $v$ with $\eta \leq v \leq 2\eta - 2$ (all vertices in the upper right branch except $2\eta - 1$) to 1 and set all other vertex states to 0, that is,

$$x(0) = (0, 0, \ldots, 0, 1, 1, \ldots, 1, 0, 0, \ldots 0).$$

The image of $x(0)$ is

$$x(1) = (0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } (\eta - 1), 0, 0, \ldots 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } 3\eta - 2),$$

where now the first $\eta - 2$ vertices are in state 0, the next $\beta$ vertices are in state 1, and the remaining vertices in branch 2 are in state 0. In branch 3, only the vertex neighboring vertex $\eta$ transitions to state 1, while all vertices in branch 4 transition to state 1 because $\eta$ is in state 1.

State $x(2)$ is generated by a left-shift of the $\beta$ contiguous states that are 1 in branches 1 and 2, and by a left-shift of the $\beta + 1$ contiguous state-1 vertices in branches 3 and 4; that is,

$$x(2) = (0, 0, \ldots, 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } (\eta - 2), 0, 0, \ldots 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } 3\eta - 3, 0).$$

From $x(1)$ there are $\beta - 2$ such transitions that result in the state

$$x(\beta - 1) = (0, 1, 1, \ldots, 1, 0, 0, \ldots 0, \underbrace{1, 1, \ldots, 1}_\text{start at vertex } 3\eta - \beta, 0, 0, \ldots 0).$$

The next transition results in all vertices in branches 1 and 2 in state 1 since $\eta$ remains in state 1. The contiguous set of $\beta + 1$ vertices in branches 3 and 4 shift left, giving

$$x(\beta) = (1, 1, \ldots, 1, \underbrace{0, 0, \ldots, 0}_\text{start at vertex } 3\eta).$$

The image of $x(\beta)$ is $x(0)$, and, since $\beta$ is the smallest positive time step with this property, we have established the presence of a periodic orbit of length $c = \beta + 1$. □
Finally, we consider a special class of bithreshold SDSs on trees with \( k^\uparrow = 1 \) and \( k_\downarrow(v) = d(v) + 1 \) for each vertex \( v \). Note that the down-threshold for each vertex depends on its degree as indicated by the index \( v \) in \( k_\downarrow(v) \). We show that such bithreshold SDS maps always have fixed points. In such systems, the state of a vertex \( v \) switches from 0 to 1 if it has at least one neighbor in state 1, and from 1 to 0 if it has at least one neighbor in state 0. This is an interesting contrast to the classes of bithreshold SDSs on trees discussed above which have large limit cycles.

Let \( X \) be a tree. We choose some arbitrary vertex \( r \in v[X] \) as its root, and partition \( X \) into levels \( X_0, X_1, \ldots, X_D \) with respect to \( r \) such that \( X_0 = \{ r \} \), and for any \( i \geq 0 \), we let \( X_{i+1} \) be the set of vertices adjacent to vertices in set \( X_i \), but not in the set \( \cup_{j<i} X_j \). We sometimes refer to \( X_i \) as level-\( i \) set. Let \( D \) be the number of levels.

We can also define a parent-child relationship relative to this rooted tree, and denote \( p(v) \) as the parent of vertex \( v \neq r \). In our arguments below, we use any permutation \( \pi \) of \( v[X] \), which consists of all the vertices in \( X_i \) before those in \( X_{i-1} \) for each \( i \). Our result is based on the following property.

**Lemma 12.** Consider a bithreshold SDS \( F_\pi \) on a tree \( X \) with an arbitrary root \( r \) and permutation \( \pi \) as defined above where \( k^\uparrow = 1 \) and \( k_\downarrow(v) = d(v) + 1 \) for each vertex \( v \). Let \( x \) be any state vector and \( x' = F_\pi(x) \). For each vertex \( v \) other than the root, we have \( x'_v = x_{p(v)} \).

*Proof.* Our proof is by induction on the levels, starting from the highest, i.e., \( X_D \). For the base case, consider a leaf \( v \in X_D \). We have four cases: \( x_v = x_{p(v)} = 1, \) \( x_v = 0, x_{p(v)} = 1, \) \( x_v = 1, x_{p(v)} = 0 \) and \( x_v = x_{p(v)} = 0 \). It is easy to verify that in the first two cases, we have \( x'_v = 1 \) and in the latter two cases, we have \( x'_v = 0 \), since vertex \( v \) is updated before \( p(v) \) in \( \pi \). Therefore, the statement of the lemma holds in the base case for all vertices \( v \in X_D \).

Next, consider a vertex \( v \) in some level \( X_j, j < D \). If \( v \) is a leaf in \( X_j \), the lemma follows by exactly the same argument as in the base case. Therefore, consider the case \( v \) is not a leaf. Let \( w_1, \ldots, w_c \) denote its children. Since level \( j+1 \) vertices are updated before those in level \( j \) in \( \pi \), by induction, we have \( x'_{w_i} = x_v \) for each \( w_i \). Again, we have a case similar to the base case: when vertex \( v \) is updated, it has the same values as its children, and therefore, takes on the state of \( p(v) \). Thus, the lemma follows.

This property immediately gives us the following:
Corollary 13. Let $X$ be a tree. Let $\pi \in S_X$ and let $(f_v)$ be bithreshold functions satisfying $k^\uparrow = 1$ and $k_\downarrow(v) = d(v) + 1$ for each vertex $v$. Any SDS map $F_\pi$ only has fixed points as limit sets.

Proof. Without loss of generality, we take $\pi$ to be the permutation in Lemma 12. By applying Lemma 12, it is easy to verify that for any state vector $x$, all the vertices in levels 0 and 1 have the same state value in $F(x)$, namely $x_r$. By induction on $i$, it is easy to verify that for any $i \geq 1$, all vertices in levels 0, ..., $i$ have the same state value (of $x_r$) in $F^i(x)$. The statement follows since all permutations for a tree give cycle equivalent SDS maps. \hfill \Box

2.5 Summary and Conclusion

We have analyzed the structure of $\omega$-limit sets of bithreshold GDS. Unlike the synchronous case, bithreshold SDS maps can have long periodic orbits, and this is characterized in terms of the difference of the up- and down-thresholds. We also analyzed certain classes of trees. The following is a list of questions and conjectures for possible further research.

2.5.1 Embedding and Inheritance of Dynamics

A fundamental question in the study of GDSs is the following: if a graph $X$ has a graph $X'$ as an induced subgraph, what are the relations between the dynamics over the two graphs? Here one has to assume that the vertex function, and update sequences if applicable, are appropriately related. For example, is there a projection from the phase space of the GDS over $X$ to the one over $X'$?

In initial computational experiments we studied the dynamics for bithreshold GDS over trees obtained from, e.g. $H$-trees by adding a collection of edges – results indicate that there are several classes of outcomes. While this is hardly a surprise, there are clear patterns in how edges are added and the dynamics that result. For example, some classes of edge additions give trees that have long periodic orbits just as in the case of $H$-trees. For other classes of edge additions, however, the addition of even a single edge causes all periodic orbits of size $\geq 2$ to disappear. Further insight into the mechanisms involved could shed light on the fundamental question above.
2.5.2 Minimality of Trees with Given Periodic Orbit Sizes

Our results above on the existence of trees admitting bithreshold SDS with given periodic orbit sizes are not necessarily minimal. For a given \( c \geq 1 \) there is an \( X \)-tree with a periodic orbit of length \( c \), but there may be a smaller tree (or graph in general) which admits periodic orbits of size \( c \) as well. While we have obtained some insight on this via sampling, no firm results have been established.

2.6 Appendix: Limit Cycle Structure for Standard Threshold Cellular Automata

This appendix section contains a condensed version of the proof from [26] for standard threshold functions. We have incorporated their proof for two reasons. First, only a portion of the original proof needs to be adapted to cover bithreshold systems, and in this way the paper becomes self-contained. Second, the original proof only appears in French, and we here provide an English version.

Let \( K = \{0, 1\} \), let \( A = (a_{ij})_{i,j=1}^{n} \) be a real symmetric matrix, let \( \theta = (\theta_1, \ldots, \theta_n) \in \mathbb{R}^n \), and let \( F = (f_1, \ldots, f_n): K^n \rightarrow K^n \) be the function defined coordinate-wise by

\[
    f_i(x_1, \ldots, x_n) = \begin{cases} 
        0, & \text{if } \sum_{j=1}^{n} a_{ij} x_j < \theta_i \\
        1, & \text{otherwise} 
    \end{cases} \quad (2.5)
\]

Theorem 14. For all \( x \in K^n \), there exists \( s \in \mathbb{N} \) such that \( F^{s+2}(x) = F^s(x) \).

The proof of this theorem is based on two lemmas which are given below. Note first that since \( K^n \) is finite, for each \( x \in K^n \) there exist \( s, T \in \mathbb{N} \) (they will generally depend on \( x \)) with \( T > 0 \) such that

\[
    F^{s+T}(x) = F^s(x) \quad \text{and} \quad F^{s+r}(x) \neq F^s(x)
\]

for all \( 0 < r < T \). Here \( s \) is the transient length of the state \( x \). Next define the \( n \times T \) matrix \( X(x, T) = (F^s(x), \ldots, F^{s+T-1}(x)) \) by

\[
    X(x, T) = \begin{pmatrix} 
        z_1(0) & \ldots & z_1(T-1) \\
        \vdots & \ddots & \vdots \\
        z_n(0) & \ldots & z_n(T-1) 
    \end{pmatrix}
\]
where \( \mathbf{F}^s(x) = z = (z_1(0), \ldots, z_n(0)) \) and \( \mathbf{F}^{s+T-1}(x) = (z_1(T - 1), \ldots, z_n(T - 1)) \). In other words, \( z \) denotes the first periodic point reached from \( x \) (after \( s \) steps) and its period is \( T \). The columns of \( X(x, T) \) are the \( T \) successive periodic points of the cycle containing \( z \).

In general we have

\[
\mathbf{F}^{s+l}(x) = (z_1(l), \ldots, z_n(l)) \quad \text{for} \quad 0 \leq l \leq T - 1.
\]

Since

\[
\mathbf{F}^s(x) = \mathbf{F}^{s+T}(x) = \mathbf{F}(z_1(T - 1), \ldots, z_n(T - 1))
\]

we have \( z_i(0) = f_i(z_1(T - 1), \ldots, z_n(T - 1)) \), and from \( \mathbf{F}^{s+l+1}(x) = \mathbf{F}(\mathbf{F}^{s+l}(x)) \) we have

\[
z_i(l + 1) = f_i(z_1(l), \ldots, z_n(l)) \quad \text{for} \quad l = 0, \ldots, T - 2.
\]

We will call \( z_i \) the \( i \)th row of the matrix \( X(x, T) \) and let \( \gamma_i \) denote the smallest divisor of \( T \) such that \( z_i(l + \gamma_i) = z_i(l) \) for \( l \in \{0, \ldots, T - 1\} \), and will say that \( \gamma_i \) is the period of the component \( z_i \). Clearly, we have \( z_i(l + T) = z_i(l) \) for \( i \in \{1, 2, \ldots, n\} \) and all \( l \in \{0, \ldots, T - 1\} \). Let \( S = \{z_1, \ldots, z_n\} \) be the set of rows of \( X(x, T) \). We define the operator \( L : S \times S \to \mathbb{R} \) by

\[
L(z_i, z_j) = a_{ij} \sum_{l=0}^{T-1} (z_j(l + 1) - z_j(l - 1)) z_i(l),
\]

with indices taken modulo \( T \).

**Lemma 15.** The operator \( L \) has the following properties:

(i) \( L(z_i, z_j) + L(z_j, z_i) = 0 \) for \( i, j \in \{1, \ldots, n\} \) (anti-symmetry).

(ii) If \( \gamma_i \leq 2 \) then \( L(z_i, z_j) = 0 \) for \( j \in \{1, \ldots, n\} \).

**Proof.** For (i), since \( a_{ij} = a_{ji} \), we have

\[
L(z_i, z_j) + L(z_j, z_i) = a_{ij} \sum_{l=0}^{T-1} \left( [z_i(l)z_j(l + 1) - z_i(l - 1)z_j(l)] \\
+ [z_i(l + 1)z_j(l) - z_i(l)z_j(l - 1)] \right),
\]

which clearly evaluates to zero due to periodicity. For part (ii), if \( \gamma_i = 1 \) then the row \( z_i \) is constant and \( L(z_i, z_j) = 0 \). If \( \gamma_i = 2 \) then the value of \( z_i \) alternates as

\[ z_i(0), z_i(1), z_i(0), z_i(1), \ldots, z_i(0), z_i(1) \]

across the \( i \)th row, and the terms in \( L(z_i, z_j) \) cancel in pairs. \( \square \)
Let \( z_i \in S \) and suppose in the following that \( \gamma_i \geq 3 \). We set
\[
\text{supp}(z_i) = \{ l \in \{0, \ldots, T-1\} : z_i(l) = 1 \} ,
\]
and write \( \mathcal{I}(l) = \{ l, l + 2, l + 4, \ldots, l - 4, l - 2 \} \). Next, set
\[
C_0 = \begin{cases} \emptyset, & \text{if there is no } l_0 \in \{0, \ldots, T - 1\} \text{ such that } \mathcal{I}(l_0) \subset \text{supp}(z_i) \\ \mathcal{I}(l_0), & \text{otherwise.} \end{cases}
\]
We define \( C_1 \) as the set
\[
C_1 = \{ l_1 + 2s \in \text{supp}(z_i) : s = 0, 1, \ldots, q_1 \} ,
\]
where \( l_1 \) is the smallest index not in \( C_0 \) satisfying \( z_i(l_1 - 2) = 0 \) and \( q_1 \) satisfies \( z_i(l_1 + 2q_1 + 2) = 0 \). For \( k \geq 2 \) we define the sets \( C_k \) by
\[
C_k = \{ l_k + 2s \in \text{supp}(z_i) : s = 0, 1, \ldots, q_k \} ,
\]
where \( l_k = l_{k-1} + r_k \mod T \notin \{ l_1, \ldots, l_{k-1} \} \) is the smallest index for which \( z_i(l_k - 2) = 0 \) and \( q_k \) satisfies \( z_i(l_k + 2q_k + 2) = 0 \).

Since \( \gamma_i \geq 3 \) (assumption), there always exists \( l_1 \in \text{supp}(z_i) \) for which \( z_i(l_1 - 2) = 0 \). This allows us to build the collection of sets \( \mathcal{C} = \{ C_0, \ldots, C_p \} \). By construction, \( \mathcal{C} \) is a partition of \( \text{supp}(z_i) \). The following lemma provides the final piece needed in the proof of the main result.

**Lemma 16.** For \( z_i \in S \) and with \( \gamma_i \geq 3 \) we have
\[
\sum_{j=1}^{n} L(z_i, z_j) < 0 .
\]

**Proof.** Using the partition \( \mathcal{C} \) of \( \text{supp}(z_i) \), we have
\[
\sum_{j=1}^{n} L(z_i, z_j) = \sum_{j=1}^{n} a_{ij} \sum_{l \in \text{supp}(z_i)} (z_j(l + 1) - z_j(l - 1)) \cdot 1
\]
\[
= \sum_{j=1}^{n} a_{ij} \sum_{k=0}^{p} \sum_{l \in C_k} (z_j(l + 1) - z_j(l - 1)) = \sum_{k=0}^{p} \sum_{j=1}^{n} a_{ij} \sum_{l \in C_k} (z_j(l + 1) - z_j(l - 1))
\]
\[
= \sum_{k=0}^{p} \Psi_{ik} ,
\]
where we have introduced
\[ \Psi_{ik} = \sum_{j=1}^{n} a_{ij} \sum_{l \in C_k} (z_j(l + 1) - z_j(l - 1)) . \]  
(2.6)

If \( C_0 = \emptyset \) then \( \Psi_{i0} = 0 \), and if \( C_0 = \{l_0, l_0 + 2, \ldots, l_0 - 2\} \) we have
\[ \sum_{l \in C_0} (z_j(l + 1) - z_j(l - 1)) = 0 . \]

In other words, we always have \( \Psi_{i0} = 0 \), so we assume \( k > 0 \) in the following. From the assumption that \( \gamma_i \geq 3 \), there exists \( C_k \neq \emptyset \) such that \( C_k = \{l_k, l_k + 2, \ldots, l_k + 2q_k\} \), so we can re-write \( \Psi_{ik} \) as
\[ \Psi_{ik} = \sum_{j=1}^{n} a_{ij} \sum_{s=0}^{q_k} (z_j(l_k + 2s + 1) - z_j(l_k + 2s - 1)) \]
\[ = \sum_{j=1}^{n} a_{ij} z_j(l_k + 2q_k + 1) - \sum_{j=1}^{n} a_{ij} z_j(l_k - 1) . \]

[Cross-reference for bithreshold systems] By the construction of \( C_k \), we have \( z_i(l_k + 2q_k + 2) = 0 \) and \( z_i(l_k) = 1 \) which, by the definition of \( f \) in Equation (2.5), is only possible if
\[ \sum_{j=1}^{n} a_{ij} z_j(l_k + 2q_k + 1) < \theta_i, \quad \text{and} \quad \sum_{j=1}^{n} a_{ij} z_j(l_k - 1) \geq \theta_i . \]

(2.7)

This implies that \( \Psi_{ik} < 0 \) and we conclude that
\[ \sum_{j=1}^{n} L(z_i, z_j) = \sum_{k=1}^{p} \Psi_{ik} < 0 \]
as required.

Proof of Theorem 14. From Lemma 15 we have that \( L \) is anti-symmetric so
\[ \sum_{i=1}^{n} \sum_{j=1}^{n} L(z_i, z_j) = 0 . \]

However, if we assume that \( T \geq 3 \), then there is \( z_i \) with \( \gamma_i \geq 3 \) and Lemma 16 produces the desired contradiction. We conclude that \( T \leq 2 \).
Chapter 3

Multistate Systems

3.1 Introduction

Threshold-based mechanisms are present in a broad range of phenomena, and many models have been used to capture them. Boolean networks [39] were introduced in the context of gene expression. Although their definition was at first somewhat restrictive, a Boolean network is now generally understood to be an $n$-dimensional dynamical system map $F = (f_1, \ldots, f_n)$ over $\{0, 1\}$ where the network is the dependency graph of the variables of $F$. Such a system is a Boolean threshold network if each function $f_k$ is given by a threshold function

$$\tau_k: \{0, 1\}^m \rightarrow \{0, 1\}, \quad \tau_k(x_1, \ldots, x_m) = \begin{cases} 1, & \sigma(x_1, \ldots, x_m) \geq k \\ 0, & \text{otherwise,} \end{cases} \quad (3.1)$$

where $\sigma(x_1, \ldots, x_m) = \{|i| x_i = 1\}|$. Other notions of threshold functions have been studied, and Goles et al consider a weighted version with symmetric interaction in for example [27]. In this work, we analyze the long-term dynamics of generalized threshold systems where the state set is finite (not just $\{0, 1\}$) and where the transitions $a \rightarrow b$ and $b \rightarrow a$ may have different thresholds. The results presented here build on our earlier work [46]. We next describe related work and then motivate our model.
3.1.1 Related Work

There are several works where models possess a subset of our model’s features. A progressive 3-state complex contagion model, where vertices transition from state 0 to 1 when a threshold $k_{01}$ of neighbor contributions is received, and transition from state 1 to 2 when a threshold $k_{12}$ of neighbor contributions is received, is presented in [56]. However, in that work, vertices may not transition “down” from state 2 to state 1, nor from state 1 to state 0. Hence, the characterization “progressive.” A progressive $0 \to 1$ transition majority model, also a specialization of our work, is described in [19]. In a progressive model of adoption of fads and innovations [43], a vertex moves progressively among $M + 1$ states, from 0 to $M$, with increasing levels of awareness/conviction. Hence, transitions are of the form $i \to i + 1$ with $i \in \{0, \ldots, M - 1\}$. In their symbology, a vertex only adopts when it reaches state $M$. Further, a two-threshold back-and-forth voter model, where a vertex may change state repeatedly between states $\{0, 1\}$, but only transitions to state 0 or 1 when a threshold ($k_0$ or $k_1$, respectively) number of interactions has taken place over time, is described in [2]. In another work [73], a voter model is adapted where each vertex is in one state from the set $\{0, 1\}$ (e.g., a vertex has opinion 0 or opinion 1, respectively) and is in one state from the set $\{u, c\}$ where $u$ means unsure and $c$ means confident. For example, a vertex in state $(1, u)$ subscribes to opinion 1, but is not wholly committed. This state space and set of transitions are similar to the types of transitions we model here. The models of fanaticism [13,68,69] allow some cycles of behavior, but is not as general as our model.

Goles and Martinez [27, p. 28] examine multiple state, multiple threshold transition systems as we do here. However, their work differs from ours in a fundamental way: in their work, the threshold to transition from a vertex state $x_v$ to $x'_v$ is independent of the current vertex state $x_v$. Our transitions, in contrast, account for the current vertex state. A simple example illustrates one aspect of this difference. Suppose a manufacturer has outdated equipment and looks to replace it. The equipment it currently possesses corresponds to state 1 (state 0 is having no equipment). There are two options: option $a$ is to purchase machine $A$ at a cost of $c_a$; option $b$ is to purchase machine $B$ at a cost of $c_b = 2c_a$. We denote option $a$ as state 2 and option $b$ as state 3. Assuming thresholds $k_{12}$ and $k_{13}$ for, respectively, transitions from state 1 to state 2, and from state 1 to state 3, are proportional to cost, we have that $k_{13} = 2k_{12}$. Suppose the company chooses option $a$ and consequently moves to state 2. What happens if the company subsequently chooses option $b$? In the formulation of [27], $k_{23} = k_{13}$; i.e., the move to state 3 has the same cost (threshold), irrespective of current state. We argue that $k_{23} \neq k_{13}$ and will most
likely be \( k_{23} > k_{13} \) because the company would most probably have a net loss from reselling machine \( A \) so quickly, and from wasted time in getting up to speed with machine \( A \). Hence, in this sense, our model is more flexible. However, we note that the threshold functions in [27] are more general than those studied here in the sense that states are weighted, \( \mathbb{1}(\sum_j a_{ij}x_j - \theta_i) \), where \( \mathbb{1} \) is the indicator function, \( a_{ij} \in \mathbb{R} \) is a per-edge weight with \( a_{ij} = a_{ji} \), and \( \theta_i \in \mathbb{R} \) is a per-vertex threshold. We, on the other hand, restrict \( a_{ij} \) to \( \{0, 1\} \). Our state transition formulation will be described below.

Our results are applicable to two kinds of behavior. The first kind describes situations where there are varying degrees of a single behavior. An example is social protest. A person may not participate (e.g., state 0), or may participate with great frequency and intensity (call this state \( r - 1 \)). Thus, there are \( r \) states denoting various levels of participation. The second kind is two competing mechanisms. Building on the previous example, it is also possible that a person is pro-government (i.e., opposed to the protest). We model this case as having \( 2r + 1 \) states where state 0 indicates neutrality, with \( r \) states describing varying levels of pro-government sentiment and \( r \) states describing those for protest. Note in these models that there are no requirements for a neutral state, nor is it required that a set of states be described by a consecutive set of integers. Finally, state transitions need not be symmetric; e.g., there may be a transition from state \( i \) to state \( j \), but not from \( j \) to \( i \).

### 3.1.2 Motivation

A contagion is any entity or phenomenon such as information or influence that propagates through a networked population. Contagion processes have been empirically verified or indirectly observed in a host of social applications, including spread of healthy practices in drug using communities [48], sharing of financial information among individual investors [66], propagation of online purchase recommendations [47], growth of mass movements [36], and increases in social media membership [71]. A simple contagion is one for which infection requires only a single interaction with a person that has already contracted it. This situation is captured as the case where the threshold is \( k = 1 \). A complex contagion requires two or more infected contacts for a person to acquire the contagion, which corresponds to a threshold value \( k \geq 2 \), see [14,31]. Threshold mechanisms continue to be successfully employed in explaining contagion dynamics (e.g., [30,71]). In most studies, people can take on one of two states: state 0 (not possessing a contagion) and state 1 (possessing it). Moreover, most of the work is on progressive systems, where irrevocable
decisions are made; e.g., an individual can transition from state 0 to 1 but cannot transition from 1 to 0. We now cover four motivating extensions to these ideas.

Human emotions (e.g., happiness, fear, disgust, anger, sadness) are well-known to be transferable among interacting people [18,33]. Scales for emotions and the factors that go into them are provided in [18,24], indicating that there are degrees of feeling. Experiments on fear and anger are discussed in [60], and on anger and sadness in [8]; reference [60] indicates that emotions are not binary, but rather inherently have different degrees. A simulation study [70] demonstrates that making fear a binary variable reduces agreement with measurements of actual events of fear propagation in a crowd, compared to making fear a continuous or multi-state variable.

Economics and sociology furnish examples of varying levels of commitment to a behavior. In Macy’s contagion dynamics study [52] of the willingness of individuals to contribute resources to a collective good, he quotes Elster [21], “although the assumption of a dichotomous independent variable—the decision [by humans] to cooperate [to meet some goal]—is convenient for many purposes, it is often unrealistic. Often, the problem facing the actor is not whether to contribute, but how much to contribute.” This can apply to various situations, such as joining a strike or adopting a new technology [14,31]: one makes a partial commitment. The idea of varying levels of commitment is also described in [61]. Add Health longitudinal data [32], generated on 7-12 graders in 1994-1995 and a subset of the initial group most recently in 2008, contain survey results clearly illustrating that drinking and smoking behaviors of young adults entail various levels of participation.

Sociology has for decades treated the adoption of many behaviors as threshold systems, which model peer influence in spreading behavior among people [7,14,31,41,64]. A person is regularly influenced by their neighbors (e.g., friends, high-status individuals, or members of a social group). Macy devises a threshold model to study the dynamics of group participation in activities at various levels [52]. Diffusion of emotions using agent-based models is studied in [70]; see this work for references to others. Models for participating in a revolution, and more generally for spreading fanaticism of any kind, incorporate varying levels of commitment [13,68,69]. Other diffusive simulation studies use a continuous [0,1] variable value to model levels of fear [35]. Through online data mining, evidence is mounting for threshold-based behaviors at large scales for such things as online purchases, joining social sites such as Facebook and LiveJournal, and participating in mass protests [30,42,47,71]. Further, the single biggest factor in youth smoking initiation is peer influence [34], indicating that it can be treated as a propagating contagion governed by threshold behavior [45]. Watts [74] argues that many human decision processes are in practice
reduced to threshold-based decisions.

We also note that changes in behavior are not always progressive; i.e., they do not always move in one direction. A primary example is dieting, where starting and stopping diets is so common that it is given a name: yo-yo dieting [3]. Other sociological examples are provided in [7,64], and Schelling [64] states that “Numerous social phenomena display cyclic behavior ...” Several works [54,59,62] on social movements and violence provide evidence for, and motivate the need for, models where individuals can commit and then either retreat or naturally desist as a movement wanes; only to participate again when a new cycle of events arises. The cyclic nature of rumors, called rumor recursion, is explored in [40].

We thus note a number of issues: (i) human emotions and behaviors can have various degrees of strength, (ii) people can change (e.g., repeatedly move back and forth) among degrees of behavior, (iii) emotions and behaviors are contagions and can be propagated through a population, and (iv) behavioral contagions can be modeled as threshold systems. These observations motivate our work, wherein we seek to understand the long-term dynamics of systems with these characteristics. The model, defined formally later, is a multi-state model of a specified behavior, where transitions between every pair of vertex states is governed by a transition-specific threshold.

**Contributions and organization.** We provide in Section 3.2 the graph dynamical system preliminaries. In Section 3.3 we describe the 3-state multithreshold model and the proof of sufficient conditions to guarantee that such asynchronous systems only have fixed points as limit sets. We also identify bifurcation points and show how long cycles can arise at these points. We demonstrate that the conditions for fixed points can be tight. That is, minimally violating each fixed point condition can lead to arbitrarily large limit cycles. We generalize our results for 3-state to $r$-state multithreshold systems ($r > 3$) in Section 3.4 and give procedures for determining the corresponding fixed point conditions. Both in the 3-state and in the $r$-state cases we permit arbitrary transitions among vertex states. We finally conclude in Section 3.5.
3.2 Background and Terminology

3.2.1 Graph Dynamical System

Let $X$ denote an undirected graph with vertex set $v[X] = \{1, 2, \ldots, n\}$ and edge set $e[X]$. To each vertex $v$ we assign a state $x_v \in K = \{0, 1, \ldots, r - 1\}$, for some fixed integer $r \geq 2$, and refer to this as the \textit{vertex state}. The \textit{system state} is $x = (x_1, x_2, \ldots, x_n)$. Next, let $n[v]$ represent the sequence of vertices in the 1-neighborhood of $v$, sorted in increasing order, let $n[v](i)$ denote the $i$th vertex, and write

$$x[v] = (x_{n[v](1)}, x_{n[v](2)}, \ldots, x_{n[v](d(v)+1)})$$

for the corresponding sequence of vertex states called the \textit{restricted state}. Here $d(v)$ denotes the degree of $v$. The dynamics of vertex states is governed by a list of \textit{vertex functions} $(f_v)_v$ where each $f_v : K^{d(v)+1} \rightarrow K$ maps as

$$x_v = f_v(x[v]) .$$

In other words, the state of vertex $v$ at time $t + 1$ is given by $f_v$ evaluated at the restricted state $x[v]$ at time $t$. An \textit{update mechanism} governs how the list of vertex functions assembles to a \textit{graph dynamical system} map (see e.g. [51,58])

$$F : K^n \rightarrow K^n$$

sending the system state at time $t$ to the one at time $t + 1$.

We largely consider \textit{asynchronous} updates given by permutation \textit{update sequences}. For this we first introduce the notion of \textit{X-local functions}. Here the $X$-local function $F_v : K^n \rightarrow K^n$ is given by

$$F_v(x_1, \ldots, x_n) = (x_1, x_2, \ldots, f_v(x[v]), \ldots, x_n) .$$

Using $\pi = (\pi_1, \ldots, \pi_n) \in S_X$ (the set of all permutations of $v[X]$) as an update sequence, where both $\pi_i$ and $\pi(i)$ represent the $i$th vertex of the permutation, the corresponding asynchronous (or sequential) graph dynamical system map $F_\pi : K^n \rightarrow K^n$ is given by

$$F_\pi = F_{\pi(n)} \circ F_{\pi(n-1)} \circ \cdots \circ F_{\pi(1)} .$$

We also refer to this class of asynchronous systems as (permutation) \textit{sequential dynamical systems} (SDSs) [57].
The phase space of the GDS map $F : K^n \to K^n$ is the directed graph with vertex set $K^n$ and edge set $\{(x, F(x)) \mid x \in K^n\}$. A state $x$ for which there exists a positive integer $p$ such that $F^p(x) = x$ is a periodic point, and the smallest such integer $p$ is the period of $x$. If $p = 1$ we call $x$ a fixed point for $F$. A state that is not periodic is a transient state. Classically, the omega-limit set of $x$, denoted by $\omega(x)$, is the set of accumulation points of the sequence $\{F^k(x)\}_{k \geq 0}$. In the finite case, the omega-limit set is the unique periodic orbit reached from $x$ under $F$.

We remark that graph dynamical systems generalize concepts such as cellular automata and Boolean networks, and can describe a wide range of distributed, nonlinear phenomena.

### 3.2.2 Multithreshold Functions

In this paper we consider graph dynamical systems where each vertex function is a multithreshold function. To define this function class, let $X$ be a graph as before and $v \in v[X]$. We first define the function $\sigma_v$ by

$$\sigma_v(x) = x_v + \sum_{i=1}^{r-1} i \cdot n_{i,v}(x)$$

(3.3)

where sums are taken in $\mathbb{N}$ and $n_{i,v}(x) = \left| \{(v, v') \mid x_{v'} = i\} \right|$. Here $d(v) = \sum_{i=0}^{r-1} n_{i,v}(x)$, a fact that we will use in several proofs. We will omit the vertex reference in $n_{i,v}$ and $\sigma_v$ when this is clear from context.

We write $k$ for the sequence of thresholds $k_{ij}$ with $i \neq j \in K = \{0, 1, 2, \ldots, r - 1\}$ that governs the vertex state transitions. The threshold function $\tau_{v,k} : K^m \to K$ is defined by

$$\tau_{v,k}(x_1, \ldots, x_m) = \begin{cases} j, & \text{if } x_v = i \text{ and } j > i \text{ is maximal such that } \sigma_v(x) \geq k_{i,j}; \\ j', & \text{if instead } x_v = i \text{ and } j' < i \text{ is minimal with } \sigma_v(x) < k_{i,j'}; \\ x_v, & \text{otherwise.} \end{cases}$$

(3.4)

For example, in the 3-state system of Figure 3.1, we have $k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20})$. Note that for each vertex state, there are multiple thresholds that describe possible state changes, but the definition of $\tau_{v,k}$ in Equation (3.4) makes it unambiguous. For this generalized threshold function, arbitrary hops (i.e., transitions between states) are possible. In some cases, we want to limit vertex state transitions so that the new
vertex state may differ by at most one from the current state. For this we define the function \( \tau_{v,k}^1 : K^m \rightarrow K \) by

\[
\tau_{v,k}^1(x_1, \ldots, x_m) =\begin{cases} 
  x_v + 1, & \text{if } \sigma_v(x) \geq k_{x_v,x_v+1}; \\
  x_v - 1, & \text{if instead } \sigma_v(x) < k_{x_v,x_v-1}; \\
  x_v, & \text{otherwise},
\end{cases}
\]

with the obvious adjustments to the cases where \( x_v = 0 \) and \( x_v = r - 1 \). Here, we call a threshold \( k_{ij} \) with \( i < j \) (\( i > j \)) an up-threshold (down-threshold). We remark that both \( \tau_{v,k} \) and \( \tau_{v,k}^1 \) are semi-totalistic (or outer-symmetric) functions [58]. We thus have vertex functions \( f_v = f_{v,k} := \tau_{v,k} \) or \( f_v = f_{v,k}^1 := \tau_{v,k}^1 \).
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Figure 3.1: The six vertex state transitions and thresholds \( k_{ij} \) for 3-state multithreshold systems.

For some applications it may be natural to impose that for example \( k_{01} < k_{02} \) and so on. We refer to these conditions as the elementary threshold conditions (ETCs). In the case of \( r = 3 \) they become

\[
\begin{align*}
  k_{01} &< k_{02}, & \text{transition from extreme low state (state 0)} \\
  k_{20} &< k_{21}, & \text{transition from extreme high state (state 2)} \\
  k_{10} &\leq k_{12}, & \text{transitions for each internal state (here, state 1) must be unambiguous}.
\end{align*}
\]

Similarly, applications may sometimes motivate conditions of the form \( k_{02} \geq k_{01} + k_{12} \). We refer to this set of conditions as the transition order preserving threshold constraints, abbreviated TOPTCs, which for \( r = 3 \) become

\[
\begin{align*}
  k_{02} &\geq k_{01} + k_{12} \\
  k_{20} &\leq k_{21} + k_{10}.
\end{align*}
\]

(3.7)
Mathematically, we may of course consider any combination of thresholds. A graph dynamical system map is a *generalized threshold GDS map* if every vertex function is of the form in Equation (3.4), or of the form in Equation (3.5) if we only permit 1-transitions. In general, the threshold \( k \) may vary across the vertex set.

### 3.3 The 3-State Threshold Model

Before handling the general case, we first consider the case \( r = 3 \) with \( K = \{0, 1, 2\} \) and transitions as illustrated in Figure 3.1. Much of the insight developed in this case carries over to the general case. We call a vertex state transition where \( x_v \) is mapped from \( i \) to \( j \) with \(|i - j| = h\) an \( h \)-hop or an \( h \)-transition. The 3-state model only admits 1- and 2-transitions. For \( r = 3 \), the threshold is \( k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20}) \),
\[
d(v) = n_{0,v} + n_{1,v} + n_{2,v},
\]
and
\[
\sigma_v(x) = x_v + n_{1,v}(x) + 2n_{2,v}(x). \tag{3.8}
\]

The vertex functions can in this case be written
\[
\tau_{v,k}(x[v]) = \begin{cases} 
2, & \text{if } \sigma_v(x) \geq k_{02} \\
1, & \text{if instead } \sigma_v(x) \geq k_{01}, \text{ if } x_v = 0 \\
0, & \text{otherwise}
\end{cases}
\]
\[
\tau_{1,v,k}(x[v]) = \begin{cases} 
2, & \text{if } \sigma_v(x) \geq k_{12} \\
0, & \text{if instead } \sigma_v(x) < k_{10}, \text{ if } x_v = 1 \\
1, & \text{otherwise}
\end{cases}
\]
\[
\tau_{2,v,k}(x[v]) = \begin{cases} 
0, & \text{if } \sigma_v(x) < k_{20} \\
1, & \text{if instead } \sigma_v(x) < k_{10}, \text{ if } x_v = 2, \\
2, & \text{otherwise}
\end{cases}
\]

and similarly for \( \tau_{v,k}^{-1} \). Note again that the multithreshold function returns the largest up-transition that is possible, the largest down-transition if no up-transition is possible, or \( x_v \) otherwise. We will be concerned with the following questions:

1. Under what conditions on the threshold will asynchronous GDS maps only have fixed points as limit cycles?
(II) If these conditions do not hold, can we have periodic orbits of length two or greater?

(III) Are the bounds sharp?

(IV) Can we obtain arbitrarily long periodic orbits?

We will work with the dynamics of $\tau_{v,k}$ systems and specialize to $\tau_{v,1}^1$ systems.

### 3.3.1 Fixed Point Conditions

In this section we derive sufficient conditions for asynchronous multithreshold GDS maps to only have fixed points as limit sets. It is convenient to write differences in thresholds between two state $i$ and $j$ for vertex $v$ as

$$\Delta_{ij} = k_{ji} - k_{ij}, \quad \text{with} \quad i \neq j,$$

which for the 3-state case gives

$$\Delta_{01} = k_{10} - k_{01}, \quad \Delta_{12} = k_{21} - k_{12}, \quad \text{and} \quad \Delta_{02} = k_{20} - k_{02}. \quad (3.10)$$

In the proof of Theorem 17 below, we will use the following vertex and edge potential functions, which are motivated by several works [6,28]. Vertex potentials are

$$\hat{\mathcal{P}}_i(v, x) = \begin{cases} \hat{P}_2(v, x) = k_{21} + k_{10} + C_2 - n_{0,v} - 3n_{1,v} - 4n_{2,v}, & \text{if } x_v = 2, \\ \hat{P}_1(v, x) = -k_{12} + k_{10} + C_1 - n_{0,v} - n_{2,v}, & \text{if } x_v = 1, \text{ and} \\ \hat{P}_0(v, x) = -k_{12} - k_{01} + n_{1,v} + 3n_{2,v}, & \text{if } x_v = 0. \end{cases} \quad (3.11)$$

where $\hat{P}_i(v, x)$ is the vertex potential of vertex $v$ in state $i$ for system state $x$, and $C_1, C_2 \in \mathbb{Z}$ are constants. Similarly, each edge $e = \{v, v'\}$ is assigned the potential

$$\hat{P}(e = \{v, v'\}, x) = \begin{cases} 1, & x_v \neq x_{v'}, \\ 0, & x_v = x_{v'} \end{cases}. \quad (3.12)$$

The total system potential for a state $x$ is $P(x) = \sum_{v \in [X]} \hat{P}(v, x) + \sum_{e \in E} \hat{P}(e, x)$. Below we are interested in the change in the system potential that results when a single vertex $v$ changes state, and in this case, only the vertex potential of $v$ and edge
potentials of edges incident to $v$ are relevant. We therefore introduce the potential associated with $v$ as

$$P(v, x) = \hat{P}(v, x) + \sum_{e=\{v,v'\} \in e[X]} \hat{P}(e, x), \quad (3.13)$$

or

$$P(v, x) = \begin{cases} 
P_2(v, x) = k_{21} + k_{10} + C_2 - 2n_{1,v} - 4n_{2,v}, & \text{if } x_v = 2, \\
P_1(v, x) = -k_{12} + k_{10} + C_1, & \text{if } x_v = 1, \\
P_0(v, x) = -k_{12} - k_{01} + 2n_{1,v} + 4n_{2,v}, & \text{if } x_v = 0.
\end{cases} \quad (3.14)$$

The arguments of $P_i$ will be omitted when they are clear from the context. We can now state our result for Question (I) above for the case $r = 3$.

**Theorem 17.** Let $X$ be a graph, $w$ a word over $v[X]$, $K = \{0,1,2\}$ and $F_w$ a multithreshold GDS map over $K^n$ where each vertex function is of the form $\tau_{v,k}$. Then the map $F_w$ has only fixed points as limit sets if

(i) $\Delta_{01} \leq \min\{-C_1 - 1, C_1 + 3\}$,

(ii) $\Delta_{12} \leq \min\{C_1 - C_2 - 3, -C_1 + C_2 + 5\}$,

(iii) $(k_{21} + k_{12}) + (k_{10} + k_{01}) - 4k_{02} \leq -C_2 - 1$ and

(iv) $-(k_{21} + k_{12}) - (k_{10} + k_{01}) + 4k_{20} \leq C_2 + 11$,

where $C_1$ and $C_2$ are constants.

**Proof.** It is sufficient to show that the potential drops whenever the application of an $X$-local function $F_v$ changes the state of vertex $v$. By composition, it then follows that the application of $F_w$ will lead to a potential drop and hence that periodic orbits of length two or greater are not possible. We consider each transition shown in Figure 3.1 in turn. For the vertex state transition $i \rightarrow j$ we write the potential drop $\Delta P_{ij}$ as $\Delta P_{ij} = P_j - P_i$, and derive conditions ensuring that $\Delta P_{ij} \leq -1$.

**Transition 0 $\rightarrow$ 1:** Here $\sigma_v = n_{1,v} + 2n_{2,v} \geq k_{01}$, and thus $-2(n_{1,v} + 2n_{2,v}) \leq -2k_{01}$ which, using Equation (3.14), gives

$$\Delta P_{01} = P_1 - P_0 = k_{10} + k_{01} + C_1 - 2n_{1,v} - 4n_{2,v} \leq k_{10} + k_{01} + C_1 - 2k_{01} = \Delta_{01} + C_1.$$
To ensure that $\Delta P_{01} \leq -1$, we need $\Delta_{01} + C_1 \leq -1$, or $\Delta_{01} \leq -C_1 - 1$.

**Transition 1 $\rightarrow$ 0:** Here $\sigma_v = 1 + n_{1,v} + 2n_{2,v} \leq k_{10} - 1$, so that $2(n_{1,v} + 2n_{2,v}) \leq 2k_{10} - 4$, and

$$
\Delta P_{10} = P_0 - P_1 = -k_{10} - k_{01} + C_1 + 2n_{1,v} + 4n_{2,v} \\
\leq -k_{10} - k_{01} + C_1 - 4 + 2k_{10} = \Delta_{01} - C_1 - 4.
$$

For $\Delta P_{10} \leq -1$, we need $\Delta_{01} - C_1 - 4 \leq -1$. From this last inequality and the one from the $0 \rightarrow 1$ transition, we have condition (i).

**Transition 1 $\rightarrow$ 2:** Here the potential change is

$$
\Delta P_{12} = P_2 - P_1 = k_{21} + k_{12} + C_2 - C_1 - 2n_{1,v} - 4n_{2,v} \\
\leq k_{21} + k_{12} + C_2 - C_1 + 2 - 2k_{12} = \Delta_{12} + C_2 - C_1 + 2,
$$

where we have used the fact that $\sigma_v = 1 + n_{1,v} + 2n_{2,v} \geq k_{12}$, and hence that $-2(1 + n_{1,v} + 2n_{2,v}) \leq -2k_{12}$. For $\Delta P_{12} \leq -1$, we need $\Delta_{12} + C_2 - C_1 + 2 \leq -1$.

**Transition 2 $\rightarrow$ 1:** In this case, we have $\sigma_v = 2 + n_{1,v} + 2n_{2,v} \leq k_{21} - 1$ which leads to

$$
\Delta P_{21} = P_1 - P_2 = -k_{21} - k_{12} + C_1 - C_2 + 2n_{1,v} + 4n_{2,v} \\
\leq -k_{21} - k_{12} + C_1 - C_2 - 6 + 2k_{21} = \Delta_{12} + C_1 - C_2 - 6
$$

For $\Delta P_{21} \leq -1$ it is sufficient that $\Delta_{12} \leq -C_1 + C_2 + 5$. By combining the conditions on $\Delta_{12}$ from the $1 \rightarrow 2$ and the $2 \rightarrow 1$ transitions, we see that $\Delta_{12} \leq \min\{C_1 - C_2 - 3, -C_1 + C_2 + 5\}$, which is our condition (ii).

**Transition 0 $\rightarrow$ 2:** Here we have $\sigma_v = n_{1,v} + 2n_{2,v} \geq k_{02}$, or $-4(n_{1,v} + 2n_{2,v}) \leq -4k_{02}$ giving

$$
\Delta P_{02} = P_2 - P_0 = (k_{21} + k_{12}) + (k_{10} + k_{01}) + C_2 - 4n_{1,v} - 8n_{2,v} \\
\leq (k_{21} + k_{12}) + (k_{10} + k_{01}) + C_2 - 4k_{02}.
$$

(3.15)

Requiring this to be $\leq -1$ leads to our condition (iii).

**Transition 2 $\rightarrow$ 0:** For this transition we have $\sigma_v = 2 + n_{1,v} + 2n_{2,v} \leq k_{20} - 1$ and $4(n_{1,v} + 2n_{2,v}) \leq 4k_{20} - 12$. The associated potential change is

$$
\Delta P_{20} = P_0 - P_2 = -(k_{21} + k_{12}) - (k_{10} + k_{01}) - C_2 + 4n_{1,v} + 8n_{2,v} \\
\leq -(k_{21} + k_{12}) - (k_{10} + k_{01}) - C_2 - 12 + 4k_{20},
$$

(3.16)

and requiring this to be negative gives condition (iv).
Remark 18. The four conditions in Theorem 17 are called the fixed point conditions (FPCs). While the parameters $C_1$ and $C_2$ are arbitrary, there are considerations to guide their selections. Condition (ii) of the FPCs motivates the selection of $C_1 - C_2 = 4$, since this maximizes its right hand side (RHS). This, however, reduces the RHS of (i) through the first argument in the min function. Examining FPCs (iii) and (iv), as $|C_2|$ increases, the permissible range of (iv) increases, but that for (iii) decreases. Nonetheless, $C_1, C_2$ may be advantageously tuned for specific problems.

The fixed point conditions for the GDS map $F_w$, where the vertex functions are $\tau_{v,k}^1$, which only permit 1-transitions (see Figure 3.2), are easily derived from the proof of Theorem 17.

Corollary 19. With the same conditions as in Theorem 17, the map $F_w$ where each vertex function is given by $\tau_{v,k}^1$, has only fixed points as limit sets if

\begin{align*}
(i) \quad \Delta_{01} & \leq \min \{-C_1 - 1, C_1 + 3\}, \\
(ii) \quad \Delta_{12} & \leq \min \{C_1 - C_2 - 3, -C_1 + C_2 + 5\},
\end{align*}

where $C_1$ and $C_2$ are constants.

Proof. The proof follows immediately from the proof of Theorem 17 since in this case we can omit the conditions (iii) and (iv) arising for the transitions $0 \rightarrow 2$ and $2 \rightarrow 0$. \qed

Figure 3.2: The four 1-transitions and thresholds $k_{ij}$ for the 3-state ($K = \{0, 1, 2\}$) multithreshold functions.

Consider the two sequences of transitions: (i) $0 \rightarrow 1 \rightarrow 2$ and (ii) $0 \rightarrow 2$. Both sets of transitions ultimately cause a change in state from 0 to 2. Recalling that
k_{01} < k_{02} under the threshold constraints of Equation (3.6), we see that it is easier to transition from 0 to 1 than from 0 to 2. However, there is no condition on the relation between k_{12} and k_{02}. In fact, we can have k_{12} much larger than k_{02}, meaning that once a vertex transitions from state 0 to 1, it is very difficult to then transition to state 2. For this reason, we consider the additional inequality k_{02} ≥ k_{01} + k_{12}. This means that if v is the only vertex to change state in two consecutive time steps, all else being the same, it is easier for v to transition 0 → 1 → 2 than it is for it to transition directly from state 0 to state 2. (Even for a strict equality \[ k_{02} = k_{01} + k_{12} \], the two transitions will be easier than one because when v is in state 0 (1), \( x_v = 0 \) (\( x_v = 1 \)), producing different contributions to \( \sigma_v \) for a transition to state 2.) A similar argument holds for down transitions starting from state 2. These are the conditions (TOPTCs) from Equation (3.7) which are used in the next lemma.

**Lemma 20.** With the same conditions as in Theorem 17 where we additionally impose the TOPTCs of Equation (3.7), the map \( F_w \) has only fixed points as limit sets when the following conditions are met:

(i) \( \Delta_{01} \leq \min\{ -C_1 - 1, C_1 + 3 \} \),

(ii) \( \Delta_{12} \leq \min\{ C_1 - C_2 - 3, -C_1 + C_2 + 5 \} \),

(iii) \( \Delta_{12} + \Delta_{01} - 2k_{01} - 2k_{12} \leq -C_2 - 1 \) [equivalently, \( k_{21} - 3k_{12} + k_{10} - 3k_{01} \leq -C_2 - 1 \)], and

(iv) \( \Delta_{12} + \Delta_{01} + 2k_{10} + 2k_{21} \leq C_2 + 11 \) [equivalently, \( 3k_{21} - k_{12} + 3k_{10} - k_{01} \leq C_2 + 11 \)].

where \( C_1 \) and \( C_2 \) are constants.

**Proof.** The additional restrictions on thresholds do not affect transitions 0 ↔ 1 and 1 ↔ 2, so conditions (i) and (ii) are as in Theorem 17. For the transition 0 → 2, we substitute \( k_{02} \geq k_{01} + k_{12} \), in the form \( -4k_{02} \leq -4k_{01} - 4k_{12} \), into the last line of Equation (3.15) to obtain \( \Delta P_{02} = P_2 - P_0 \leq (k_{21} - k_{12}) + (k_{10} - k_{01}) + C_2 - 2k_{01} - 2k_{12} \), which must be \(-1\) or less, leading to condition (iii). Similarly, we substitute \( k_{20} \leq k_{21} + k_{10} \) into the last line of Equation (3.16) to obtain condition (iv). \( \square \)

### 3.3.2 Bifurcations in Multithreshold GDS maps

It is natural to ask whether periodic orbits of length two or greater can arise when the conditions of Theorem 17 fail to hold. The following example shows that this
is indeed the case, and hence that the class of multithreshold systems undergoes bifurcations. These results answer Questions (II) and (IV).

**Example 21.** Let $X = \text{Circ}_4$ be the graph on four vertices as shown in the top left corner of Figure 3.3. Here we use threshold $k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20}) = (1, 4, 4, 6, 2, 5)$ and sequential update. For this graph, there are at most $\kappa(X) = 3$ limit cycle structures, as we have shown in [51].

For this particular class of maps, and for the given graph $X$, it turns out that there are two cycle equivalence classes. That is, each permutation $\pi \in S_X$ induces a map $F_\pi$ that has one of two periodic orbit structures. Representative update sequences for these two cycle structures are $\pi_1 = (0, 1, 2, 3)$, which induces a map $F_{\pi_1}$ with cycle structure $[1(2), 3(6)]$, and $\pi_2 = (0, 2, 1, 3)$ which induces a map $F_{\pi_2}$ with cycle structure $[1(2), 2(6)]$. Here the notation $a(b)$ means $b$ cycles, all of length $a$. The periodic orbits of the two maps are shown in Figure 3.3. Note that the long-term dynamics does not decompose in the following sense: there are periodic orbits where all three states of $K = \{0, 1, 2\}$ occur. In principle, one could obtain periodic orbits of length larger than one that would only involve vertex states 0 and 1, see [46].

![Figure 3.3](image-url)

Figure 3.3: The two cycle structures for the multithreshold systems of Example 21. The update sequences in the top and bottom part of the diagram are $\pi_1 = (0, 1, 2, 3)$ and $\pi_2 = (0, 2, 1, 3)$, respectively.
The following proposition generalizes the results from Example 21.

**Proposition 22.** There are asynchronous, multithreshold GDS maps \( F : K^n \rightarrow K^n \) with periodic orbits of length at least \( n - 1 \).

**Proof.** We will show that the GDS map given by Equations (3.9) with thresholds \( k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20}) = (1, 4, 4, 6, 2, 5) \) over the graph \( X = \text{Circ}_n \) and update sequence \( \pi = (n, n - 1, n - 2, \ldots, 2, 1) \) has periodic orbits of length \( n - 1 \) for all \( n \geq 4 \). Note that the ETCs are satisfied.

We set \( x'_n = f_i(x[v]) \) and handle the case \( n \geq 5 \) first. The case \( n = 4 \) will be treated separately. Also, let \( x(t) \) denote the system state at time \( t \), and consider the initial state \( x(0) = (1, 2, 0, 0, \ldots, 0, 1) \) with \( n - 3 \) consecutive states 0. The first vertex, \( n \), of the permutation has a restricted state \( x[n] = (x_1, x_{n-1}, x_n) = (1, 0, 1) \). Thus, \( \sigma_n = 2 < k_{10} = 4 \), and hence \( x'_n = 0 \). Vertex \( n - 1 \) has restricted state \( x[n - 1] = (x_{n-2}, x_{n-1}, x'_n) = (0, 0, 0) \). We have \( \sigma_{n-1} = 0 \) and hence \( x'_{n-1} = 0 \). This last result is repeated for vertices \( n - 2 \) down through vertex 4, and therefore \( x'_i = 0 \) for \( i \in \{4, 5, \ldots, n - 1\} \). For vertex 3, the restricted state is \( v[3] = (x_2, x_3, x'_3) = (2, 0, 0) \) and because \( \sigma_3 = 2 \geq k_{02} = 2 \) one has \( x'_3 = 2 \). For vertex 2, the restricted state is \( x[2] = (x_1, x_2, x'_2) = (1, 2, 2) \) and thus \( \sigma_2 = 5 < k_{21} = 6 \); note that \( \sigma_2 \not< k_{20} = 5 \). Therefore, \( x'_2 = 1 \). For vertex 1, \( x[1] = (x_1, x'_2, x'_3) = (1, 1, 0) \); then \( \sigma_1 = 2 < k_{10} = 4 \), and so \( x'_1 = 0 \). This completes the first update of all vertices in the order given by \( \pi \) and we have \( x(1) = (0, 1, 2, 0, \ldots, 0) \) where there are \( n - 3 \) consecutive vertices in state 0.

We now compute \( x(2) \) from \( x(1) \). The first vertex, \( n \), has a restricted state \( x[n] = (x_1, x_{n-1}, x_n) = (0, 0, 0) \) and consequently \( \sigma_n = 0 \) so \( x'_n = 0 \). This same outcome is repeated for vertices \( n - 1 \) through 5 so that \( x'_i = 0 \) for \( i \in \{5, \ldots, n\} \). For vertex 4, \( x[4] = (x_3, x_4, x'_4) = (2, 0, 0) \). Thus, \( \sigma_4 = 2 \geq k_{02} = 2 \), and \( x'_4 = 2 \). For vertex 3, \( x[3] = (x_2, x_3, x'_3) = (1, 2, 2) \). So \( \sigma_3 = 5 < k_{21} = 6 \) and \( x'_3 = 1 \) (note \( \sigma_3 \not< k_{20} = 5 \)). For vertex 2, \( x[2] = (x_1, x_2, x'_2) = (0, 1, 1) \); then \( \sigma_2 = 2 < k_{10} = 4 \) and \( x'_2 = 0 \). Finally, for vertex 1, \( x[1] = (x_1, x'_2, x'_3) = (0, 0, 0) \); so \( \sigma_0 = 0 < k_{01}, k_{02} \); so \( x'_1 = 0 \). The final state is therefore \( x(2) = (0, 0, 1, 2, 0, \ldots, 0) \) where the last \( n - 4 \) vertex states are 0.

Comparing the last two system states, we see that the vertices with states 1 and 2 shift to the right by one entry, and it can be verified that this process will continue until the system state is \((0, 0, \ldots, 0, 1, 2, 0)\). From state \( x(1) \), there is a total of \( n - 3 \)
such system states, generated by \( n - 4 \) system state transitions. To this point, there are \( 1 + (n - 3) = n - 2 \) system states. There is one more state in the cycle.

For the last state, vertex \( n \) has restricted state \( x[n] = (x_1, x_{n-1}, x_n) = (0, 2, 0) \). Therefore \( \sigma_n = 2 \geq k_{02} = 2 \) and \( x'_n = 2 \). For vertex \( n-1 \), \( x[n-1] = (x_{n-2}, x_{n-1}, x'_n) = (1, 2, 2) \) and \( \sigma_{n-1} = 5 \) and therefore \( x'_{n-1} = 1 \). For vertex \( n - 2 \), \( x[n - 2] = (x_{n-3}, x_{n-2}, x'_{n-1}) = (0, 1, 1) \), so \( \sigma_{n-2} = 2 \), and because \( \sigma_{n-2} < k_{10} = 4 \), we have \( x'_{n-2} = 0 \). For vertex \( n - 3 \) one has \( x[n - 3] = (x_{n-4}, x_{n-3}, x'_{n-2}) = (0, 0, 0) \) and therefore \( \sigma_{n-3} = 0 \), producing \( x'_{n-3} = 0 \). This last result holds for vertices down through and including vertex 2, that is, \( x'_i = 0 \) for \( i \in \{2, \ldots, n - 2\} \). For vertex 1, \( x[1] = (x_1, x'_2, x'_n) = (0, 0, 2) \), so \( \sigma_1 = 2 \geq k_{02} = 2 \) and \( x'_1 = 2 \). From the resulting state \( x(n-1) = (2, 0, 0, \ldots, 0, 1, 2) \), it can be verified that the next state is \( x(0) \), the initial state. Thus, a cycle of length \( n - 1 \) is generated for the case \( n \geq 5 \).

For the case \( n = 4 \), the same structure in states and state transitions holds, but in each system state, there is only one zero. For the initial state \( x(0) = (1, 2, 0, 1) \), we have successive states \((0, 1, 2, 0)\), and \((2, 0, 1, 2)\), with the last state transitioning back to \( x(0) \), thus producing an \((n - 1)\)-cycle. \( \square \)

**Remark 23.** All vertices in Circ\( n \) in the proof of Proposition 22 transition among states as follows: 0, 2, 1, and back to zero. Further, there is another cycle of length \( n - 1 \), containing state \( x = (2, 1, 0, 0, \ldots, 0, 2) \), and for the same permutation, where vertices visit states in the order 0, 1, 2, and back to 0. Thus, all states are visited by all vertices in some cycles, and consequently, there is no decomposition in a trivial way to the Boolean case.

We also note that the multiplicity of cycles of length \( n - 1 \) increases as \( n \) increases. For example, for Circ\( 4 \) through Circ\( 10 \) inclusive, the multiplicities of the numbers of cycles of length \( n - 1 \) are, respectively, 6, 12, 30, 65, 162, 381, and 940. Thus, a factor of 2.5 increase from \( n = 4 \) to 10 results in a factor of 156.7 (= 940/6) increase in multiplicity. Finally, we note that Proposition 22 holds for \( n = 3 \), but each of the three 2-cycles involves exactly 2 of 3 possible vertex states. For example, a 2-cycle arises between states \((0, 2, 0)\) and \((2, 0, 2)\).

As the following example shows, long cycles also arise for the 1-transition multithreshold systems with functions \( \tau_{v,k} \). The following result demonstrates that arbitrarily long cycles can be generated in multithreshold dynamical systems when only 1-hop transitions are permitted.

**Proposition 24.** There exist asynchronous, 1-hop multithreshold GDS maps where \( F: K^n \rightarrow K^n \) have periodic orbits of length at least \( n - 1 \).
Proof. We will show that the GDS map given by the 1-hop vertex functions of Equations (3.5) with thresholds \( k = (k_{01}, k_{10}, k_{12}, k_{21}) = (1, 3, 4, 6) \), over the graph \( X = \text{Circ}_n \) with update sequence \( \pi = (1, 2, \ldots, n-1, n) \) has periodic orbits of length \( n - 1 \) for all \( n \geq 5 \). Note that the ETCs are again satisfied. Also, the two FPCs of Corollary 19 are not satisfied. The RHSs of the two inequalities are maximum when \( C_1 = -2 \) and \( C_2 = -6 \), giving \( \Delta_{01} \leq 1 \) and \( \Delta_{12} \leq 1 \) for the FPCs. Here, we have \( \Delta_{01} = \Delta_{12} = 2 \), so that the two FPCs are at the boundary of producing fixed points.

We set \( x'_v = f_v(x[v]) \) and handle the case \( n \geq 6 \) first. Then \( n = 5 \) is treated as a special case. Consider the initial state \( x(0) = (0, \ldots, 0, 1, 2, 1, 0) \) with \( n - 4 \) consecutive states 0. For the given permutation, we have \( x'_i = 0 \) for \( i \in \{1, 2, \ldots, n-5\} \) because the restricted state for each \( x_i \) is \( x[i] = (0, 0, 0) \), so \( \sigma_i = 0 \). For \( k_{01} = 1 \), to compute \( x'_{n-4} \), we have \( x[n-4] = (x'_{n-5}, x_{n-4}, x_{n-3}) = (0, 0, 1) \) and hence \( x'_{n-4} = 1 \) because \( \sigma_{n-4} = 1 \geq k_{01} \). Since \( x[n-3] = (1, 1, 2), \sigma_{n-3} = 4 \geq k_{12} = 4 \), and so \( x'_{n-3} = 2 \). Similarly, \( x[n-2] = (2, 2, 1) \), and therefore \( \sigma_{n-2} = 5 \). With \( x[n-1] = (1, 1, 0) \), we have \( \sigma_{n-1} = 2 < k_{10} = 3 \); thus, \( x'_{n-1} = 0 \). For vertex \( n \), \( x[n] = (0, 0, 0) \), and so \( x'_n = 0 \). We have the state at \( t = 1 \) of \( x(1) = (0, \ldots, 0, 1, 2, 1, 0, 0) \).

The state transition just described effectively reduces by one the vertex which starts the unique sequence of three consecutive vertex states \((1,2,1)\). This pattern repeats for \( t = 2 \) through \( t = n - 5 \), giving \( x(n-5) = (0, 1, 2, 1, 0, \ldots, 0) \); the latter state has the feature that the three states \((1,2,1)\) start at vertex 2. Including the initial state, this pattern consists of \( n - 4 \) states. It can be verified that the next three states are \( x(n-4) = (1, 2, 1, 0, \ldots, 0, 1), x(n-3) = (2, 1, 0, \ldots, 0, 1, 2), \) and \( x(n-2) = (1, 0, \ldots, 0, 1, 2, 1) \). From \( x(n-2) \), the next state is \( x(0) \), thus producing a cycle of length \( n - 1 \). This finishes the proof for the case \( n \geq 6 \).

The case \( n = 5 \) requires only a slight modification in the above argument. Specifically, the initial state is \( x(0) = (0, 1, 2, 1, 0) \) and hence this state is also the state at \( x(n-5) \) given above. Here, then, the states \( x(1), x(2), \) and \( x(3) \) are, respectively, the states given above as \( x(n-4), x(n-3), \) and \( x(n-2) \), except that the sequence of \( n - 4 \) consecutive vertex state values of 0 is reduced to a single vertex. Here, the transition from \( x(3) \) results in \( x(0) \) and hence we have a 4-cycle for \( n = 5 \).

We note that in the foregoing construction, all vertices visit all states.
### 3.3.3 Quality of FPC Bounds

A natural question arises for the quality of the fixed point conditions of Theorem 17. For example, to obtain cycles of length two or greater, is it sufficient to have just one condition fail for one vertex? For a regular graph and a GDS map with uniform thresholds, is it sufficient that just one of the conditions fails to hold? The following result illustrates that it is enough that one condition can fail to hold, and thereby answers Question (III). Further, when only one FPC does not hold, limit cycles can be arbitrarily large, addressing Question (IV). Hence, a necessary condition for the length of limit cycles $> 1$ is that at least one FPC not hold.

**Proposition 25.** There exist asynchronous multithreshold GDS maps $F: K^n \rightarrow K^n$ for which the FPCs of Theorem 17 are tight bounds. Moreover, the cycles in the orbits arising in the bifurcations can be arbitrarily large.

**Proof.** Each of four cases are addressed in turn. For each case, one FPC is minimally violated while the other three FPCs are satisfied. The $k$s and the FPC violated are

1. Threshold: $k = (1, 3, 6, 6, 4, 5)$ — Failed FPC: $(i)$
2. Threshold: $k = (1, 1, 4, 6, 4, 4)$ — Failed FPC: $(ii)$
3. Threshold: $k = (2, 2, 6, 6, 2, 5)$ — Failed FPC: $(iii)$
4. Threshold: $k = (1, 2, 4, 5, 2, 5)$ — Failed FPC: $(iv)$.

We show in each case that cycles of length $n - 1$ can be produced in the graph $X = \text{Circ}_n$ for $n \geq 4$. Thus, cycles of arbitrary length can be generated by suitable choice of $n$. Each case involves a different $k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20})$. In all cases, we set $C_1 = -2$ and $C_2 = -6$ in order to maximize the RHSs of FPCs (i) and (ii), giving the FPCs as: $(i) \Delta_{01} \leq 1; (ii) \Delta_{12} \leq 1; (iii) (k_{21} + k_{12}) + (k_{10} + k_{01}) - 4k_{02} \leq 5; and (iv) -(k_{21} + k_{12}) - (k_{10} + k_{01}) + 4k_{20} \leq 5$. We use permutation $\pi = (1, 2, \ldots, n-1, n)$ in all cases.

FPC $(i)$ is not satisfied; FPCs $(ii)$–$(iv)$ are satisfied.

Let $k = (1, 3, 6, 6, 4, 5)$. It can be verified that all four FPCs are satisfied except $(i)$, and that FPC $(i)$ is on the boundary; i.e., $\Delta_{01} = 2$. 


Let the initial state be \( x(0) = (0, 0, \ldots, 0, 1, 0) \). Vertex 1 is the first of the permutation, and its restricted state at \( t = 1 \) is \( x[1] = (x_1, x_2, x_n) = (0, 0, 0) \). Thus, \( \sigma_1 = 0 < k_{01} = 1 \) and so \( x'_1 = 0 \). This result holds for the first \( n - 3 \) vertices and so \( x'_i = 0 \) for \( i \in \{1, \ldots, n - 3\} \). For vertex \( n - 2 \), we have \( x[n - 2] = (0, 0, 1) \) and thus \( \sigma_{n-2} = 1 \geq k_{01} \), and hence \( x'_{n-2} = 1 \). For vertex \( n - 1 \), we have \( x[n - 1] = (1, 1, 0) \); \( \sigma_{n-1} = 2 < k_{10} = 3 \) and \( x'_{n-1} = 0 \). For vertex \( n \), we have \( x[n] = (x'_1, x'_{n-1}, x_n) = (0, 0, 0) \); \( \sigma_n = 0 \not\in k_{01} = 1 \), so \( x'_n = 0 \). The system state at \( t = 1 \) is accordingly \( x(1) = (0, 0, \ldots, 1, 0, 0) \).

In effect, the single vertex ID whose state is 1 has decreased by one in going from \( x(0) \) to \( x(1) \), the other vertex states being 0. This pattern of shifting state 1 to the left by one vertex repeats \( n - 3 \) times, for a total of \( n - 2 \) system states, where \( x(n - 3) = (0, 1, 0, \ldots, 0) \).

The next state, \( x(n - 2) \), begins with vertex 1, with restricted state \( x[1] = (x_1, x_2, x_n) = (0, 1, 0) \). So \( \sigma_1 = 1 \geq k_{01} \) and so \( x'_1 = 1 \). For \( x_2 \), \( x[2] = (x'_1, x_2, x_3) = (1, 1, 0) \), and because \( \sigma_2 = 2 < k_{10} = 3 \), \( x'_2 = 0 \). For vertex 3, \( x[3] = (x'_2, x_3, x_4) = (0, 0, 0) \) and \( x'_3 = 0 \). The result for vertex 3 repeats a total of \( n - 3 \) times, meaning that this takes us to the update of the last vertex, \( n \). Since \( x[n] = (x'_1, x'_{n-1}, x_n) = (1, 0, 0) \), we have \( \sigma_n = 1 \geq k_{01} \) and \( x'_n = 1 \). Thus, the system state is \( x(n - 2) = (1, 0, \ldots, 0, 1) \). It can be verified that \( x(n - 2) \) transitions to \( x(0) \), giving \( n - 1 \) states in the cycle for \( \text{Circ}_n \).

Now, consider an increase of \( k_{01} \) by one, to 2, so that \( k = (2, 3, 6, 6, 4, 5) \). FPC \((i)\) is now just satisfied; i.e., \( \Delta_{01} = k_{10} - k_{01} = 3 - 2 = 1 \), and it can be verified that the other three FPCs remain satisfied. Therefore, by Theorem 17, the only limit points are fixed points. Hence, the bifurcation at the boundary for FPC \((i)\) can be made arbitrarily large by suitable choice of \( n \).

FPC \((ii)\) is not satisfied; FPCs \((i), (iii)\), and \((iv)\) are satisfied.

Let \( k = (1, 1, 4, 6, 4, 4) \) and hence FPC \((ii)\) gives \( \Delta_{12} = 2 \), which is at the boundary of the FPCs. Let the initial state be \( x(0) = (1, 1, \ldots, 1, 2, 1) \). Vertex 1 is the first of the permutation, and its restricted state at \( t = 1 \) is \( x[1] = (x_1, x_2, x_n) = (1, 1, 1) \). Therefore, \( \sigma_1 = 3 \), and since \( 1 = k_{10} < \sigma_1 < k_{12} = 4 \), \( x'_1 = 1 \). That is, vertex 1 does not change state. This result holds for the first \( n - 3 \) vertices and so \( x'_i = 1 \) for \( i \in \{1, \ldots, n - 3\} \). For vertex \( n - 2 \), we have \( x[n - 2] = (1, 1, 2) \) and thus \( \sigma_{n-2} = 4 \geq k_{12} = 4 \) and hence \( x'_{n-2} = 2 \). For vertex \( n - 1 \), we have \( x[n-1] = (2, 2, 1) \); \( \sigma_{n-1} = 5 < k_{21} = 6 \) (but \( \sigma_{n-1} \not\in k_{20} = 4 \)) and so \( x'_{n-1} = 1 \). For vertex \( n \), we have \( x[n] = (x'_1, x'_{n-1}, x_n) = (1, 1, 1) \) and \( \sigma_n = 3 \). So vertex \( n \) does not change state; i.e.,
$x'_n = 1$. The system state at $t = 1$ is accordingly $x(1) = (1, 1, \ldots, 2, 1, 1)$.

The change from $x(0)$ to $x(1)$ is that the sole vertex in state 2 is reduced by one; i.e., the state 2 shifts left by one vertex. There is a total of $n - 3$ such transitions starting from $x(0)$ and hence $x(n - 3) = (1, 2, 1, \ldots, 1)$. It is straightforward to verify that the next state is $x(n - 2) = (2, 1, \ldots, 1, 2)$, and using the same procedures, that $x(n - 2)$ transitions to $x(0)$. Thus, there are $n - 1$ states forming a cycle.

If we increase $k_{12}$ by one, we obtain the threshold vector $k = (1, 1, 5, 6, 4, 4)$. Now all FPCs are satisfied, where FPC $(ii)$ is just satisfied at the boundary. By Theorem 17, the only limit points are fixed points. Thus, we can establish an arbitrarily large bifurcation at the boundary of FPC $(ii)$ by suitable choice of $n$.

FPC $(iii)$ is not satisfied; FPCs $(i)$, $(ii)$, and $(iv)$ are satisfied.

Let $k = (2, 2, 6, 6, 2, 5)$ and hence FPC $(iii)$ gives $4 + 12 - 4(2) = 8 \leq 5$, which is at the boundary of the FPC. That is, if $k_{02}$ is increased by 1 to 3, then FPC $(iii)$ is satisfied because $4 + 12 - 4(3) = 4 \leq 5$. It can be verified that $k$ satisfies the remaining FPCs.

Let the initial state be $x(0) = (0, 0, \ldots, 0, 2, 0)$. Vertex 1 is the first of the permutation, and its restricted state at $t = 1$ is $x[1] = (x_1, x_2, x_n) = (0, 0, 0)$. Therefore, $\sigma_1 = 0 < k_{01} = 2$, and thus $x'_1 = 0$. This result holds for the first $n - 3$ vertices and so $x'_i = 1$ for $i \in \{1, \ldots, n - 3\}$. For vertex $n - 2$, we have $x[n - 2] = (0, 0, 2)$ and thus $\sigma_{n - 2} = 2$. Since $\sigma_1 \geq k_{01} = 2$ and $\sigma_1 \geq k_{02} = 2$, $x'_{n - 2} = 2$ because we make the maximal transition per Equation (3.4). For vertex $n - 1$, we have $x[n - 1] = (2, 2, 0); \sigma_{n - 1} = 4$. Since $\sigma_{n - 1} < k_{21} = 6$ and $\sigma_{n - 1} < k_{20} = 5$, we have $x'_{n - 1} = 0$ because the maximal transition is made. For vertex $n$, we have $x[n] = (x'_1, x'_{n - 1}, x_n) = (0, 0, 0); \sigma_n = 0$, so vertex $n$ remains in state 0. The system state at $t = 1$ is $x(1) = (0, 0, \ldots, 0, 2, 0, 0)$.

Again we see that in going from $x(0)$ to $x(1)$, the vertex whose state is 2 decreases by one, effectively shifting state 2 left by one. This process repeats a total of $n - 3$ times, producing $x(n - 3) = (0, 2, 0, \ldots, 0)$. It can be verified that the next state is $x(n - 2) = (2, 0, \ldots, 0, 2)$ and that the subsequent state is $x(0)$, resulting in a cycle of length $n - 1$.

Now, as shown at the beginning of this portion of the proof, increasing $k_{02}$ by 1, so that $k = (2, 2, 6, 6, 3, 5)$, just satisfies FPC $(iii)$. It can be verified that all FPCs are satisfied and therefore by Theorem 17, $k$ generates only fixed points as limit cycles. Thus, we can establish arbitrarily large bifurcations at the boundary of satisfying
FPC \((iii)\).

FPC \((iv)\) is not satisfied; FPCs \((i)\)–\((iii)\) are satisfied.

Let \(k = (1, 2, 4, 5, 2, 5)\) and hence FPC \((iv)\) gives 

\[-3 - 9 + 4(5) = 8 \not\leq 5,\]

which is at the boundary of the FPC. That is, if \(k_{20}\) is decreased by 1 to 4, then FPC \((iv)\) is satisfied because 

\[-3 - 9 + 4(4) = 4 \leq 5.\]

It can be verified that \(k\) satisfies the remaining FPCs.

We first address the case \(n \geq 5\); then we will handle \(n = 4\). Let the initial state be 
\[x(0) = (0, 0, \ldots, 0, 1, 2, 0).\]

The restricted state for vertex 1 at \(t = 1\) is 
\[x[1] = (x_1, x_2, x_n) = (0, 0, 0).\]

Therefore, \(\sigma_1 = 0 < k_{01} = 1\), and thus \(x'_1 = 0\). This result holds for the first \(n - 4\) vertices and so \(x'_i = 0\) for \(i \in \{1, \ldots, n - 4\}\). For vertex \(n - 3\), we have 
\[x[n - 3] = (0, 0, 1)\]

and thus \(\sigma_{n-3} = 1\). Since \(\sigma_1 \geq k_{01} = 1\), \(x'_{n-3} = 1\). For vertex \(n - 2\), we have 
\[x[n - 2] = (1, 1, 2); \quad \sigma_{n-2} = 4.\]

Since \(\sigma_{n-2} \geq k_{12} = 4\), we have \(x'_{n-2} = 2\). For vertex \(n - 1\), we have 
\[x[n - 1] = (2, 2, 0); \quad \sigma_{n-1} = 4.\]

Since \(k_{21} = k_{20} = 5\), the largest transition is to state 0, and hence \(x'_{n-1} = 0\). For vertex \(n\), we have 
\[x[n] = (x'_1, x'_{n-1}, x_n) = (0, 0, 0); \quad \sigma_n = 0, \text{ so vertex } n \text{ remains in state 0.}\]

The system state at \(t = 1\) is 
\[x(1) = (0, 0, \ldots, 0, 1, 2, 0, 0).\]

The transition \(x(0)\) to \(x(1)\) is repeated a total of \(n - 4\) times, involving \(n - 3\) states and finally producing 
\[x(n - 4) = (0, 1, 2, 0, \ldots, 0).\]

It can be verified that the next two states are 
\[(1, 2, 0, \ldots, 0, 1)\text{ and } (2, 0, \ldots, 0, 1, 2).\]

The latter state transitions to \(x(0)\), generating a cycle of length \(n - 1\).

If \(k_{20}\) is decreased by 1 to 4, as described above, then FPC \((iv)\) is satisfied, as are the other FPCs, and hence by Theorem 17, the system produces only fixed points. Thus, by choice of \(n\), arbitrarily large bifurcations can be generated at the boundary of FPC \((iv)\).

The case \(n = 4\) is handled by verifying that 
\[x(0) = (0, 1, 2, 0), \quad x(1) = (1, 2, 0, 1), \quad \text{and } x(2) = (2, 0, 1, 2),\]

with \(x(2)\) transitioning to \(x(0)\).

These cases, taken in totality, show that the magnitude of bifurcations; i.e., how large a limit cycle can be at the boundary of the FPCs, compared to the limit cycle of 1 for fixed points, can be arbitrarily large by choosing \(n\) for the graph \(\text{Circ}_n.\)

We demonstrate that the FPCs of Corollary 19 for the 4-transition, 3-vertex state system can be tight by building on the construction and result of Proposition 24.

**Proposition 26.** There exist asynchronous, 1-hop multithreshold GDS maps of the
form \( F : K^n \rightarrow K^n \) for which the FPCs of Corollary 19 are tight bounds. Moreover, the bifurcations caused by the FPCs can be arbitrarily large.

Proof. Consider the graph \( X = \text{Circ}_n \) with \( n \geq 5 \) and update sequence \((1, 2, \ldots, n)\). Our approach is to begin with a threshold vector \( k = (k_{01}, k_{10}, k_{12}, k_{21}) \) that satisfies the FPCs of Corollary 19, thus producing a GDS that generates only fixed points as limit cycles. We then change by one unit a particular threshold value, in turn, so that one of the two FPCs is not satisfied. We show in these cases that arbitrarily long limit cycles are produced when the FPCs are minimally violated; i.e., that bifurcations can be arbitrarily large when even one of the FPCs does not hold. We then show that if both conditions are violated by the minimal amount, long limit cycles are also produced, and in this case, all vertices visit all three states. From the proof of Proposition 24, the conditions that maximize the RHSs of the FPCs of Corollary 19 are \( C_1 = -2 \) and \( C_2 = -6 \), giving \( \Delta_{01} \leq 1 \) and \( \Delta_{12} \leq 1 \). These threshold conditions represent the boundary or limits of the FPCs.

FPC (i) satisfied; FPC (ii) satisfied.

Let \( k_0 = (1, 2, 5, 6) \) so that \( \Delta_{01} = \Delta_{12} = 1 \), which satisfy the FPCs at the boundary and hence by Corollary 19, the GDS produces only fixed points as limit cycles.

FPC (i) satisfied; FPC (ii) not satisfied

Starting with \( k_0 \) above, decrease \( k_{12} \) by one so that \( k = (1, 2, 4, 6) \). Now \( \Delta_{01} = 1 \) and \( \Delta_{12} = 2 \); therefore FPC (i) is satisfied while (ii) is not. We now show that these thresholds give rise to arbitrarily large cycles that only involve vertex states 1 and 2.

Let the initial system state be \( x(0) = (1, 1, \ldots, 1, 2, 1) \). Since \( x[1] = (x_1, x_2, x_n) = (1, 1, 1) \), we have \( \sigma_1 = 3 \), and because \( 2 = k_{10} \leq \sigma_1 < k_{12} = 4 \), the state of vertex 1 remains unchanged; i.e., \( x'_1 = 1 \). This same result also applies to vertices 2 through \( n - 3 \) for the same reason, giving in total \( x'_i = 1 \) for \( i \in \{1, 2, \ldots, n - 3\} \). For vertex \( n - 2 \), \( x[n - 2] = (1, 1, 2) \) and so \( \sigma_{n-2} = 4 \geq k_{12} \). Therefore, \( x'_{n-2} = 2 \). Vertex \( n - 1 \) has \( x[n - 1] = (2, 2, 1) \), giving \( \sigma_{n-1} = 5 < k_{21} = 6 \), and so \( x'_{n-1} = 1 \). For the last vertex in the update sequence, we have \( x[n] = (x'_1, x'_{n-1}, x_n) = (1, 1, 1) \), yielding \( \sigma_n = 3 \), and since \( k_{10} \leq \sigma_n < k_{12} \), we have \( x'_n = 1 \). Thus, \( x(1) = (1, \ldots, 1, 2, 1, 1) \).

Comparing \( x(0) \) to \( x(1) \), we see that the unique sequence of three consecutive vertices that has states \((1, 2, 1)\) has “shifted left” (i.e., the vertex whose state begins this 3-vertex state sequence decreases by one). Using the same procedures as above, this pattern continues for system states up through and including \( x(n - 3) = \ldots \)
(1, 2, 1, \ldots, 1). Accordingly, we have thus far \( n - 2 \) unique system states. It can be verified that the next system state is \( x(n - 2) = (2, 1, \ldots, 1, 2) \), and that the subsequent state transition produces \( x(0) \). We have produced a limit cycle of length \( n - 1 \) when only the first of the two FPCs of Corollary 19 is satisfied.

**FPC (i) not satisfied; FPC (ii) satisfied**

Starting with \( k_0 \) above, increase \( k_{10} \) by one so that \( k = (1, 3, 5, 6) \). Now \( \Delta_{01} = 2 \) and \( \Delta_{12} = 1 \). Therefore FPC (i) is not satisfied while (ii) is. We now show that these thresholds give rise to arbitrarily large cycles that only involve vertex states 0 and 1.

Let the initial system state be \( x(0) = (0, 0, \ldots, 1, 0) \). Then \( x[1] = (x_1, x_2, x_n) = (0, 0, 0) \), so \( x'_1 = 0 \). For the same reason, we have in total that \( x'_i = 0 \) for \( i \in \{1, 2, \ldots, n - 3\} \). For vertex \( n - 2 \), \( x[n - 2] = (0, 0, 1) \), and we get \( x'_{n-2} = 1 \). For vertex \( n - 1 \), \( x[n - 1] = (1, 1, 0) \), so that \( 2 = \sigma_{n-1} < k_{10} = 3 \), and hence \( x'_{n-1} = 0 \). Analogously, \( x'_n = 0 \). The state at \( t = 1 \) is \( x(1) = (0, \ldots, 1, 0, 0) \).

On comparing \( x(0) \) to \( x(1) \), we see that the unique sequence of three consecutive vertices that has states (0, 1, 0) has “shifted left.” This pattern continues for system states up through and including \( x(n - 3) = (0, 1, 0, \ldots, 0) \). At this point, there are \( n - 2 \) unique system states. It is straightforward to verify that \( x(n - 2) = (1, 0, \ldots, 0, 1) \), and that the next state transition produces \( x(0) \), thus generating a length \( n - 1 \) limit cycle when only the second of the two FPCs of Corollary 19 is satisfied.

**FPC (i) not satisfied; FPC (ii) not satisfied**

Starting with \( k_0 \) above, increase \( k_{10} \) by one and decrease \( k_{12} \) by one, giving \( k = (1, 3, 4, 6) \). Now \( \Delta_{01} = \Delta_{12} = 2 \). Therefore, neither FPC (i) nor (ii) is satisfied. This threshold vector generates the GDS of Proposition 24. Thus, limit cycles of length \( n - 1 \) are produced for \( \text{Circ}_n \).

These cases again show that the magnitude of bifurcations in limit cycles, compared to the limit cycle of 1 for fixed points, can be arbitrarily large by choosing \( n \) for the graph \( \text{Circ}_n \).

**Remark 27.** For the 4-transition system, if FPC (i) of Corollary 19 is satisfied and FPC (ii) is not, then limit cycles of length > 1 may only possess vertex states of 1 and 2. Similarly, if FPC (ii) is satisfied and FPC (i) is not, then limit cycles of length > 1 may only be comprised of vertex states of 0 and 1.
Remark 28. Even if, say, cycles are only observed between system states where all vertex states are in either state 0 or state 1, the FPC for transitions to state 2 must be satisfied, in general, because satisfying the FPCs for $0 \leftrightarrow 1$ may drive the system into cycles that include vertex states of 2.

3.4 The $r$-State Multithreshold Model

In this section we generalize results derived in the previous section to the case where the vertex state set is $K = \{0, 1, 2, \ldots, r-1\}$. As before, we will consider the vertex functions $\tau_{v,k}$ and $\tau_{v,k}^1$ from Equations (3.4) and (3.5). We omit writing out these functions as in we did in Equation (3.9).

3.4.1 Potential Functions and Fixed Point Conditions

We give a general approach for constructing potential functions and associated fixed point conditions for the case $K = \{0, 1, 2, \ldots, r-1\}$. For vertex $v$, the construction involves $\sigma_v$, the vertex thresholds, the quantities $n_{l,v}$ for $l \in K$, and the transition criteria. The resulting potential functions, which are constructed so that each potential difference only involves the threshold values, allow us to derive conditions for which fixed points are the only possible limit sets.

Motivated by the case $r = 3$, we seek potential functions of the form

$$P_{m,v} = \sum_{s,t} a^{m}_{st} k_{st,v} + C_{m,v} + \sum_s c_{ms} n_{s,v},$$

where the $m$-index references the state. In the following we will omit the subscript $v$ since the potential differences considered only involve a single vertex $v$. Just as in the case $r = 3$, the potential in Equation (3.17) includes the potential of the vertex and its adjacent edges.

The construction, which determines the values of the $a^{m}_{ij}$s and the $c_{ms}s$, is done so that $\Delta P_{ij}$ only involves the thresholds $k_{ij}$ and the constants $C_m$. The edge potentials are defined as before. Consider the case where vertex $v$ transitions from state $i$ to state $j$ under the application of its vertex function. In this case, the potential difference
$\Delta P_{ij}$ is given by

$$
\Delta P_{ij} = P_j - P_i = \sum_{s,t} (a^j_{st} - a^i_{st})k_{st} + \sum_s [c_{js} - c_{is}]n_s + C_j - C_i 
$$

(3.18)

$$
= \sum_{s,t} (a^j_{st} - a^i_{st})k_{st} + \sum_s \gamma_{s,ij} n_s + C_j - C_i . 
$$

(3.19)

If the transition is an up-transition, we have $\sigma \geq k_{ij}$ where $j$ is the maximal index for which this inequality holds. Similarly, if the transition is a down-transition, then $\sigma \leq k_{ij} - 1$ and $j$ is minimal such that this holds. Our goal is to have the sum of all the terms involving the quantities $n_s$ in Equation (3.18) be a suitable multiple of $\sigma_v$. If we can accomplish this, then we can eliminate all these terms by using the condition that $\sigma_v$ satisfies for the appropriate transition. The fixed point conditions would then only involve the thresholds and the constants. A priori, it is not clear that we can accomplish this, but as Theorem 30 states, this is indeed possible.

Recall that $\sigma_v(x) = x_v + \sum_{s=1}^{r-1} s \cdot n_{s,v}(x)$. For a transition from $x_v = i$ to $x_v = j$ we have $\sigma = i + \sum_{s=1}^{r-1} s \cdot n_s$.

The $\gamma_{s,ij}$ are computed directly from the potentials. For example, in the 3-state system of Section 3.3, we have from Equation (3.14) for the $0 \rightarrow 1$ transition that $\gamma_{1,01} = -2$ and $\gamma_{2,01} = -4$; for the $1 \rightarrow 2$ transition that $\gamma_{1,12} = -2$ and $\gamma_{2,12} = -4$; for the $1 \rightarrow 0$ transition, $\gamma_{1,10} = -\gamma_{1,01}$ and $\gamma_{2,01} = -\gamma_{2,01}$; and for the $2 \rightarrow 1$ transition, $\gamma_{1,21} = -\gamma_{1,12}$ and $\gamma_{2,21} = -\gamma_{2,12}$.

For our construction, it is clear from the structure of $\sigma$ that the ratios of the coefficients for $n_{l,v}$ and $n_{m,v}$ in $\Delta P_{ij}$ must satisfy

$$
\beta_{lm,ij} := \frac{\gamma_{l,ij}}{\gamma_{m,ij}} = l/m . 
$$

(3.20)

Consider first the case where $j - i = 1$. Without loss of generality, we choose the coefficient on $n_{1,v}$ in $\Delta P_{ij}$ to be $\gamma_{1,ij} = \phi_b = -2$, and it follows that $\gamma_{l,ij} = l \cdot \phi_b$ for $1 \leq l \leq r - 1$. That is, the contribution of all $n_{l,v}$ terms to $\Delta P_{ij}$ is $\phi_b \sigma = \sum_{l=1}^{r-1} l \cdot \phi_b \cdot n_{l,v}$. For an up-transition, the state transition criterion $\sigma_v \geq k_{ij}$ multiplied by $\phi_b$ gives $-2\sigma_v \leq -2k_{ij}$, and, modulo the constant term $x_v$ in $\sigma_v$, this enables $-2\sigma_v$ to be exactly substituted for all $n_{l,v}$ terms in $\Delta P_{ij}$. Since the foregoing involves only linear operations, we can generalize it to the transition $i \rightarrow j$ between any two states $i$ and $j$ by using

$$
\gamma_{1,ij} = \phi_{ij} = (j - i)\phi_b = (j - i)(-2) 
$$

(3.21)

and the substitution into $\Delta P_{ij}$ is now $\phi_{ij} \sigma = \sum_{l=1}^{r-1} \phi_{ij} \cdot l \cdot n_{l,v}$, with the remainder of the above description unchanged for $j - i > 0$. When $j - i < 0$, the state transition
criterion is \( \sigma_v \leq k_{ij} - 1 \) but the substitution of \( \phi_{ij}\sigma \) still holds. Our last issue is the thresholds and constant term \( C_i \) that appear in the total vertex potentials. The coefficients for the thresholds are chosen from the set \( \{-1, 0, 1\} \) in a manner such that adjacent transitions have potential difference \( \Delta P_{ij} \) only involving \( \Delta_{ij} \) and the constants \( C_i \) and \( C_j \).

This turns out to be possible, and the construction is described algorithmically in Algorithm 1, which produces potentials in the form of Equation (3.17). The idea is to build out the potentials in steps. First, for each potential, terms involving the thresholds and constants are determined. Second, the terms in \( n_{l,v} \) are established. The coefficient on \( n_{1,v} \) for \( P_0 \) is set as 2. Then the remaining coefficients of \( n_{l,v} \) in \( P_0 \) are computed from \( n_{1,v} \). Finally, for each remaining potential \( P_j \) \((j \neq 0)\), the coefficient on \( n_{1,v} \) is computed from \( n_{1,v} \) on \( P_0 \), and then the remaining \( n_{l,v} \) for \( P_j \) are computed from its corresponding \( n_{1,v} \) value. We write the algorithm in detail so that it may be coded; e.g., in Mathematica. An example result is given below.

**Example 29.** Executing the procedure in Algorithm 1 for \( r = 5 \) gives the following potential functions.

\[
\begin{align*}
P_4 &= [k_{10} + k_{21} + k_{32} + k_{43} + C_4] - 6(n_{1,v} + 2n_{2,v} + 3n_{3,v} + 4n_{4,v}) \\
P_3 &= [k_{10} + k_{21} + k_{32} - k_{34} + C_3] - 4(n_{1,v} + 2n_{2,v} + 3n_{3,v} + 4n_{4,v}) \\
P_2 &= [k_{10} + k_{21} - k_{23} - k_{34} + C_2] - 2(n_{1,v} + 2n_{2,v} + 3n_{3,v} + 4n_{4,v}) \\
P_1 &= [k_{10} - k_{12} - k_{23} - k_{34} + C_1] \\
P_0 &= [-k_{01} - k_{12} - k_{23} - k_{34}] + 2(n_{1,v} + 2n_{2,v} + 3n_{3,v} + 4n_{4,v})
\end{align*}
\]

We are now in a position to state the FPCs for an \( r \)-state GDS.

**Theorem 30.** If \( \phi_{ij} \) is as in Equation (3.21), and the potentials \( P_i \) are constructed using Algorithm 1, then each potential difference \( \Delta P_{ij} \) has the desired form involving only the thresholds, constant terms and multiples of \( \sigma \). For an up-transition \( i \to j \), the fixed point condition is

\[
\Gamma_{ij}^{\text{up}} := \sum_{l=i}^{j-1} (k_{l,t+1} + k_{l+1,t}) + \phi_{ij}k_{ij} \leq C_i - C_j + i\phi_{ij} - 1 ,
\]

and for a down-transition \( i \to j \), the fixed point condition is

\[
\Gamma_{ij}^{\text{down}} := \sum_{l=j}^{i-1} -(k_{l,t+1} + k_{l+1,t}) + \phi_{ij}k_{ij} \leq C_i - C_j + (i + 1)\phi_{ij} - 1 .
\]
Algorithm 1: Compute the complete potential function for each vertex state.

\textbf{input} : The number } r \text{ of states in the dynamical system. (States are 0 through } r - 1).  
\textbf{output}: The expressions for the potential functions } P_j \text{ } (0 \leq j \leq r - 1).  

// Form potential terms in thresholds and constants.  
Construct } P_{r-1} \leftarrow \left[ \sum_{p=0}^{r-2} k_{p+1,p} \right] + C_{r-1}.  

\textbf{for} (j = r - 2 \textbf{ to } 0) \textbf{ do}  
\hspace{1em} Construct } P_j \leftarrow P_{j+1}.  
\hspace{1em} Remove from } P_j \text{ the } k_{j+1,j} \text{ term and replace it with } -k_{j,j+1}.  
\hspace{1em} Remove from } P_j \text{ the constant } C_{j+1} \text{ and replace it with } C_j.  
\hspace{1em} \textbf{if} (j == 0) \textbf{ then}  
\hspace{1.5em} Set } C_j \leftarrow 0.  

// To these potentials add the terms in } n_{l,v} \text{ } (1 \leq l \leq r - 1).  
// } c_{jl} \text{ is the coefficient of } n_{l,v} \text{ in } P_j.  
Set } c_{01} \leftarrow 2.  
\textbf{for} (l = 2 \textbf{ to } r - 1) \textbf{ do}  
\hspace{1em} Set } c_{0l} \leftarrow l c_{01}.  
\hspace{1em} Set } P_0 \leftarrow P_0 + c_{0l} n_{l,v}.  
\textbf{for} (j = 1 \textbf{ to } r - 1) \textbf{ do}  
\hspace{1em} Set } \gamma_{1,0j} \leftarrow (j - 0)(-2).  
\hspace{1em} Set } c_{j1} \leftarrow \gamma_{1,0j} + c_{01}.  
\hspace{1em} Set } P_j \leftarrow P_j + c_{j1} n_{1,v}.  
\hspace{1em} \textbf{for} (l = 2 \textbf{ to } r - 1) \textbf{ do}  
\hspace{1.5em} Set } c_{jl} \leftarrow l c_{j1}.  
\hspace{1.5em} Set } P_j \leftarrow P_j + c_{jl} n_{l,v}.  

\text{Return all } P_j \text{ expressions.
Proof. We first consider an arbitrary up-transition \( i \to j \) where \( j > i \), by producing the terms of \( \Delta P_{ij} \) involving \( (i) \) thresholds, \( (ii) \) constant terms, and \( (iii) \) terms of \( n_{l,v} \). Let \( j - i = m_{ij} \geq 1 \). Consider the terms \( k_{pq} \) in \( \Delta P_{pq} \) where \( q - p = 1 \). From the first \textbf{for} loop in Algorithm 1, examining only the threshold terms, we see that the only difference between \( P_{j+1} \) and \( P_j \) is that \( P_{j+1} \) contains \( k_{j+1,j} \) whereas \( P_j \) contains \( -k_{j,j+1} \). Thus, for \( \Delta P_{pq} \), we obtain the threshold term \( k_{qp} - (-k_{pq}) = k_{qp} \). Since \( P_k \) is linear in thresholds, for \( u - q = 1 \) we have \( \Delta P_{pq} = \Delta P_{pq} + \Delta P_{qu} \). This produces threshold terms \( (k_{qp} + k_{pq}) + (k_{uq} + k_{qu}) \). Using induction on \( u - q \), we have that for \( m_{ij} \geq 1 \)

threshold terms in \( \Delta P_{ij} = (k_{i,i+1} + k_{i+1,i}) + (k_{i+1,i+2} + k_{i+2,i+1}) + \cdots + (k_{j-1,j} + k_{j,j-1}) \)

\[
= \sum_{l=i}^{j-1} (k_{l,l+1} + k_{l+1,l}).
\]  

(3.24)

Analogously, from the same loop in Algorithm 1, each \( P_k \) contains \( C_k \), so, using induction on \( u - q \), we have

constant term in \( \Delta P_{ij} = C_j - C_i \).  

(3.25)

We now examine the terms involving the \( n_{l,v} \) for \( 1 \leq l \leq r - 1 \) in the expression for \( \Delta P_{ij} \). These are also obtained from Algorithm 1. Let \( c_{jl} \) be the coefficient on \( n_l \) for potential \( P_j \). We have from the algorithm that for \( P_j \), the coefficient on \( n_{1,v} \) is \( c_{1j} = \gamma_{1,0j} + c_{01} \). For \( P_i \), the coefficient of \( n_{1,v} \) is \( c_{1i} = \gamma_{1,0i} + c_{01} \). Therefore, the coefficient on \( n_{1,v} \) in \( \Delta P_{ij} \) is \( \gamma_{1,ij} = \phi_{ij} \). Thus, from Equation (3.20), we have \( \gamma_{l,ij} = l \phi_{ij} \) for the coefficient of \( n_{l,v} \) in \( \Delta P_{ij} \), and over all \( n_{l,v} \) we have

\[
\text{terms in } n_{l,v} \text{ of } \Delta P_{ij} = \phi_{ij} \sum_{l=1}^{r-1} ln_{l,v}.
\]  

(3.26)

From \( \phi_{ij} \sigma_v = \phi_{ij} x_v + \phi_{ij} \sum_{l=1}^{r-1} ln_{l,v} \), and Equations (3.26), (3.24) and (3.25), we obtain

\[
\Delta P_{ij} = \sum_{l=i}^{j-1} (k_{l,l+1} + k_{l+1,l}) + C_j - C_i + \phi_{ij} \sigma_v - \phi_{ij} x_v.
\]  

(3.27)

We eliminate \( \sigma_v \) using the state transition criterion \( \sigma_v \geq k_{ij} \). Since \( \phi_{ij} \) \( < \) 0 for \( j > i \), we have \( \phi_{ij} \sigma_v \leq \phi_{ij} k_{ij} \). Substituting into the last result yields \( \Delta P_{ij} \leq \sum_{l=i}^{j-1} (k_{l,l+1} + k_{l+1,l}) + C_j - C_i + \phi_{ij} k_{ij} - \phi_{ij} x_v \). A decrease in potential for a state transition of a single vertex \( v \) means \( \Delta P_{ij} \leq -1 \), and we obtain an inequality for
fixed points involving only thresholds and constants terms as required, and which is given by Equation (3.22) since \( x_v = i \).

Consider next a down-transition \( i \to j \) where \( i > j \). The foregoing approach holds with only slight modifications. Given transitions \( i' \leftrightarrow j' \), we have \( \Delta P_{i',j'} = -\Delta P_{j',i'} \), so Equation (3.24) now becomes

\[
\text{threshold terms in } \Delta P_{ij} = -(k_{i,i+1} + k_{i+1,i}) - (k_{i+1,i+2} + k_{i+2,i+1}) - \cdots - (k_{j-1,j} + k_{j,j-1}) \\
 = \sum_{l=j}^{i-1} -(k_{l,l+1} + k_{l+1,l})).
\]

(3.28)

The constant terms remain unchanged, and the terms in \( \sigma_v \) and \( x_v \) do not change sign, as the sign enters through \( \phi_{ij} \). Hence, we have \( \Delta P_{ij} = \sum_{l=j}^{i-1} -(k_{l,l+1} + k_{l+1,l}) + C_j - C_i + \phi_{ij}\sigma_v - \phi_{ij}x_v \). Again we eliminate \( \sigma_v \) by using the transition criterion \( \sigma_v \leq k_{ij} - 1 \), and so \( \phi_{ij}\sigma_v \leq \phi_{ij}(k_{ij} - 1) \) (with \( \phi_{ij} > 0 \)). We have \( \Delta P_{ij} \leq \sum_{l=j}^{i-1} -(k_{l,l+1} + k_{l+1,l}) + C_j - C_i + \phi_{ij}(k_{ij} - 1) - \phi_{ij}x_v \). A potential decrease for a state transition of a single vertex \( v \) means \( \Delta P_{ij} \leq -1 \), resulting in the FPC of Equations (3.23), completing the proof. \( \Box \)

In totality, for a specified \( r \), Algorithm 1 provides potentials that are then used in the equations of Theorem 30 to establish the FPCs for a GDS.

### 3.4.2 Multithreshold Systems That Omit Some State Transitions

We have assumed that all transitions are present in each \( r \)-state system, but this need not be the case. When an up-transition is absent, the threshold \( k_{ij} \) \((i < j)\) is set to a large integer \( L_{ij} \in \mathbb{N} \) such that all \( i \to j \) transitions are precluded. Similarly, when a down-transition is absent, the threshold \( k_{ij} \) \((i > j)\) is set to a small number \( S_{ij} \in \mathbb{N} \) such that all \( i \to j \) transitions are eliminated. The constants \( L_{ij} \) and \( S_{ij} \) are readily determined from the system dynamics. Note that, in general, one cannot merely remove an FPC for a transition that does not exist because a particular threshold may appear in multiple FPCs.

For example, suppose that the transition \( 1 \to 2 \) in Figure 3.1 does not exist. The largest value of \( \sigma_v \) from Equation (3.3) is \( \sigma_{12,\text{max}} = (r-1)d_{\text{max}} + 1 = 2d_{\text{max}} + 1 \),
where the first term is the maximum contribution from any vertex’s neighborhood, which occurs when all neighbors \( u \) of \( v \) are in state \( x_u = 2 \), and \( x_v = 1 \). Therefore, to preclude \( 1 \to 2 \), by ensuring \( \sigma \not\geq k_{12} \), we can set \( k_{12} = L_{12} = \sigma_{12,max} + 1 \).

This approach also reduces our multithreshold systems to other systems, as the following example illustrates. Suppose we have the 3-state system of Figure 3.2, but that only the up-transitions \( 0 \to 1 \) and \( 1 \to 2 \) are permissible. This is the state transition system studied in [56]. Systems such as these are called \textit{progressive} [41], emphasizing that vertices can only move among states in one direction. We set \( k_{10} = L_{10} = k_{21} = L_{21} = 0 \) to render the two down-transitions infeasible. From Corollary 19, the fixed point conditions become

\[
(i) \quad 0 - k_{01} \leq \min\{-C_1 - 1, C_1 + 3\},
\]

\[
(ii) \quad 0 - k_{12} \leq \min\{C_1 - C_2 - 3, -C_1 + C_2 + 5\},
\]

where \( C_1 \) and \( C_2 \) are constants. Since we can set \( C_1 = -2 \) and \( C_2 = -6 \) to make the RHSs of both inequalities equal to 1, this means that a fixed point is generated for any combination of \( k_{01} \) and \( k_{12} \). With a straight-forward extension from [44], we know that progressive systems have only fixed points as limit sets.

### 3.5 Summary and Conclusions

We generalized the notion of bi-threshold models from [46] to cover an arbitrary number of vertex states. The analysis has focused on the asynchronous case and gives conditions on thresholds values which guarantee that all \( \omega \)-limit sets are fixed points. Although we did not address bifurcations that may arise as the thresholds fail to satisfy these conditions, computational experiments analogous to those for the case \( r = 3 \) show the same type of results.

In closing, we address the synchronous case. The result of Goles [25] for binary threshold systems does generalize to bi-threshold systems as we demonstrated in [46], but with the introduction of more than two vertex states, it seems that their proof cannot be extended easily. Preliminary results from computational experiments do nevertheless demonstrate that there are changes from the Boolean case. We compared the behavior of sequential and synchronous systems across conditions from three propositions from the main text. In some cases, qualitative limit cycle behavior is the same, and sometimes the update schemes produce different dynamics.
Proposition 22 uses $k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20}) = (1, 4, 4, 6, 2, 5)$ and shows that sequential update on Circ$_n$ ($n \geq 5$) produces limit cycles of length $n - 1$, for the 6-transition system. If we use synchronous update instead, then for $n = 5$ and 10, Circ$_n$ produces maximum cycle lengths of 2. For the 4-transition system on Circ$_n$ ($n \geq 5$), where $k = (k_{01}, k_{10}, k_{12}, k_{21}) = (1, 3, 4, 6)$, sequential update produces cycles of length $n - 1$ (see Proposition 24). The corresponding synchronous system again only produces 2-cycles for $n = 5$ and 10.

According to Proposition 25, for asynchronous systems, $k = (k_{01}, k_{10}, k_{12}, k_{21}, k_{02}, k_{20}) = (2, 3, 6, 6, 4, 5)$ produces only fixed points on Circ$_n$. However, $k = (1, 3, 6, 6, 4, 5)$ produces cycles of length $n - 1$. The analogous synchronous systems, for the two threshold vectors, both produce cycles of length $n$ for Circ$_n$, for the cases $n = 5$ and 10. Thus, we no longer have that synchronous systems are limited to cycle sizes $\leq 2$. Future work including a formal proof of this fact is certainly warranted.
Chapter 4

Hierarchical Systems

4.1 Introduction

Many researchers model the spread of contagions (e.g., fads, rumors, influence, social movements) [14, 31, 67] as two-state systems where state 0 (resp., 1) means that an agent does not (resp., does) possess a contagion. In a standard or classic threshold model, a vertex contracts a contagion when at least a threshold number of its neighbors already possess it. More formally, a standard Boolean threshold function of the form \( \tau_{k,m} : \{0,1\}^m \rightarrow \{0,1\} \) is defined by

\[
\tau_{k,m}(x_1, \ldots, x_m) = \begin{cases} 
1, & \text{if } \sigma(x_1, \ldots, x_m) \geq k \\
0, & \text{otherwise}
\end{cases}
\quad (4.1)
\]

where \( \sigma(x_1, \ldots, x_m) = |\{1 \leq i \leq m \mid x_i = 1\}| \). A bithreshold function is a function \( \tau_{i,k^\uparrow,k_i,m} : \{0,1\}^m \rightarrow \{0,1\} \) defined by

\[
\tau_{i,k^\uparrow,k_i,m}(x_1, \ldots, x_m) = \begin{cases} 
\tau_{k^\uparrow,m}, & \text{if } x_i = 0, \\
\tau_{k_i,m}, & \text{if } x_i = 1.
\end{cases}
\quad (4.2)
\]

Here \( i \) denotes a designated argument; later it will be the index for a vertex or cell. We call \( k^\uparrow \) the up-threshold and \( k_i \) the down-threshold. When \( k^\uparrow = k_i \) the bithreshold function coincides with a standard threshold function. Note that unlike the standard threshold function in Equation (4.1) which is symmetric, the bithreshold function is quasi-symmetric (or outer-symmetric) – with the exception of index \( i \), it only depends on its arguments through their sum.
In this study, we integrate threshold systems into hierarchical systems, where the state transition of a vertex $v$ is based not only on the states of its neighbors, but also on the connectivity among the neighbors. Collections of connected vertices form hierarchical structures, and these structures are incorporated into the state transition functions, such as those in Equations (4.1) and (4.2). Hierarchical cellular automata have been formulated and explored experimentally in [4] through computations of space-time diagrams for particular systems. That formulation is very general—to the point that it is difficult to prove anything about the behavior of such a broad class of systems.

Here we take a slightly different approach. We introduce a particular hierarchical model, and prove statements about its dynamics. Our dynamical system is a generalization of a new model [71] that was devised from mining online experimental data that describe how people join Facebook. We summarize informally the Facebook model next.

The Facebook data reveal the notion of social contexts. A context for vertex $v$ is a set $U$ of $s$ distance-1 neighbors $U = \{u_1, u_2, \ldots, u_s\}$ of $v$ such that there is a path between $u_i$ and $u_j$, for all $i, j \in \{1, 2, \ldots, s\}$ using only edges from the original graph whose incident vertices are both in $U$. For a system in which a vertex $v$ may occupy one of two states in $\{0, 1\}$, a context contributes 1 towards meeting $v$’s threshold if at least one vertex in that context is in state 1. Otherwise a context contributes 0. Note that a context contribution can be modeled as a threshold function, Equation (4.1), with $k = 1$, and then the subsequent state transition of $v$ can be modeled with Equation (4.1) or (4.2).

An example comparing a standard or classic threshold model and the hierarchical model is provided in Figure 4.1, in which we show the relevant subgraph of a graph $X$ to illustrate the ideas. We focus on the state transition of vertex $v$, which is assumed to be in state $x_v = 0$ initially. Suppose $k_v^+ = 3$. A classic threshold model, with no concept of a context, causes $v$ to transition to state 1 because three of its neighbors, namely $u_1$, $u_2$, and $u_4$, are in state 1 (filled symbols). In contrast, for the hierarchical model, there are three contexts, denoted $X_{v,1}$, $X_{v,2}$, and $X_{v,3}$. Context $X_{v,1}$ contributes 1 toward meeting $v$’s threshold because at least one of its vertices, $u_1$ (the only one), is in state 1. Context $X_{v,2}$ also contributes 1 toward meeting $v$’s threshold because at least one vertex in this context (in fact, two vertices) is in state 1. Context $X_{v,3}$ contributes 0, since no vertex in $X_{v,3}$ is in state 1. Because the total contribution of 2 from all contexts is less than $k_v^+$, $v$ remains in state 0. Thus, the two models yield different next states for $v$. 
Figure 4.1: A six-vertex subgraph $X_v$ where our focus is vertex $v$. For arbitrary vertex $w$, a filled (respectively, open) circle means that $x_w = 1$ (respectively, 0). There are three contexts, $X_{v,1}$, $X_{v,2}$, and $X_{v,3}$. This figure is used to illustrate the difference between a standard or classic threshold model and a hierarchical threshold model. The end result for $k_v^+ = 3$ is that the next state $x_v'$ for $v$ is 1 in a standard threshold model, while $x_v' = 0$ for the hierarchical model. See text for details.

In this work, we generalize the hierarchical model and explore its resulting dynamics. We are primarily interested in threshold-governed dynamics, but we also investigate other models.

We note that one can capture the ideas of contexts by adding vertices and edges to the original graph $X$. We choose not to take this approach, however, since doing so even for small graphs can obscure the relationships among vertices of $X$. Our formal model development will reflect this choice.

**Contributions and Organization.** In Section 4.2, we define the hierarchical graph dynamical system (HGDS) and contrast it with a standard or classical GDS (CGDS). In Section 4.3, we specialize the HGDS for the Facebook model of [71]. We provide conditions under which two permutation HGDS maps are equal in Section 4.4. In Section 4.5, we show a result on graph structure that is implied by the equality of two permutation Nor HGDS maps, illustrating that a result for Nor CGDS maps carries over to the HGDS framework. In Section 4.6, we provide the conditions under which Boolean sequential HGDS maps for the model of [71] produce only fixed points as limit sets. Conclusions are in Section 4.7.
4.2 Background and Terminology

4.2.1 Hierarchical GDS

Let $X$ denote an undirected graph with vertex set $v[X] = \{1, 2, \ldots, n\}$ and edge set $e[X]$. For each vertex $v \in v[X]$, there exists a collection of subgraphs $(X_{v,i})_{i=1}^{l_v}$ with vertex sets $v[X_{v,i}]$ and edge sets $e[X_{v,i}]$, where $v[X_{v,i}] \subseteq v[X]$ and $e[X_{v,i}] \subseteq e[X]$.

To each vertex $v$ we assign a state $x_v \in K = \{0, 1\}$ and refer to this as the vertex state. Let $n[v]$ denote the sequence of vertices in the 1-neighborhood of $v$ sorted in increasing order, with $n[v](i)$ being the $i$th element of $n[v]$, and write $x[v] = (x_{n[v](1)}, x_{n[v](1)}, \ldots, x_{n[v](d[v]+1)})$ for the corresponding sequence of vertex states that includes $x_v$. Here $d[v]$ is the degree of $v$. We call $x = (x_1, x_2, \ldots, x_n)$ the system state and $x[v]$ the restricted state. Let $B_v = v[X_{v,i}]$ so that the states of vertices in $B_v$ comprise the sequence $x_{B_v} = (x_j \mid j \in B_v)$, with $x_{B_v} \in K^{\mid B_v \mid}$, where again the $j$ are arranged in increasing order. The collection of all such sequences is given by $x_B[v] = (x_{B_v} \mid 1 \leq i \leq l_v)$.

The dynamics of vertex states are described by two kinds of component vertex functions. Type I component functions describe a single state update for the set $B_v$. A nested sequence $((f_{v,i}^I)_{i=1}^{l_v})_{v=1}^n$ of maps $f_{v,i}^I : K^{\mid B_v \mid} \rightarrow M$ is defined by

$$z_{v,i} = f_{v,i}^I(x_{B_v}), \quad (4.3)$$

where $M$ can depend on $v$ and $i$. Type II component functions form a sequence $((f_{v,i}^I)_{v=1}^n$ of functions $f_{v}^I : K^{d(v)+1} \times M^{\mid l_v \mid} \rightarrow K$ defined by

$$x_v = f_{v}^I(x[v], (z_{v,i})_{i=1}^{l_v}). \quad (4.4)$$

We define a list of vertex functions $((f_{v})_{v=1}^n$, where each $f_v : K^{d(v)+1} \rightarrow K$ is given as

$$f_v(x[v]) = f_{v}^I(x[v], (z_{v,i})_{i=1}^{l_v}) = f_{v}^I(x[v], (f_{v,i}^I(x_{B_v}))_{i=1}^{l_v}). \quad (4.5)$$
The state $x_v$ of a vertex $v$ is updated at time $t$ by the vertex function operating on the restricted state $x(t)[v]$

$$x_v(t + 1) = f_v(x(t)[v]) .$$

(4.6)

An update mechanism governs how the list of vertex functions assemble to a graph dynamical system map (see e.g. [51,58])

$$F : K^n \rightarrow K^n$$

(4.7)

sending the system state at time $t$ to that at time $t + 1$.

For the update mechanism, we use synchronous (or parallel) and asynchronous (or sequential) schemes. In the former case we obtain Boolean networks where

$$F(x_1, \ldots, x_n) = (f_1(x[1]), \ldots, f_n(x[n])) .$$

This sub-class of graph dynamical systems is sometimes referred to as generalized cellular automata. In the latter case we will consider permutation update sequences. For this we first introduce the notion of $X$-local functions. Here the $X$-local function $F_v : K^n \rightarrow K^n$ is given by

$$F_v(x_1, \ldots, x_n) = (x_1, x_2, \ldots, f_v(x[v]), \ldots, x_n) .$$

(4.8)

Using $\pi = (\pi_1, \ldots, \pi_n) \in S_X$ (the set of all permutations of $v[X]$) as an update sequence, the corresponding asynchronous (or sequential) graph dynamical system map $F_\pi : K^n \rightarrow K^n$ is given by

$$F_\pi = F_{\pi(n)} \circ F_{\pi(n-1)} \circ \cdots \circ F_{\pi(1)} .$$

(4.9)

We also refer to this class of asynchronous systems as (permutation) sequential dynamical systems (SDSs). The $X$-local functions are convenient when working with the asynchronous case.

The phase space of the GDS map $F : K^n \rightarrow K^n$ is the directed graph with vertex set $K^n$ and edge set $\{(x, F(x)) \mid x \in K^n\}$. A state $x$ for which there exists a positive integer $p$ such that $F^p(x) = x$ is a periodic point, and the smallest such integer $p$ is the period of $x$. If $p = 1$ we call $x$ a fixed point for $F$. A state that is not periodic is a transient state. Classically, the omega-limit set of $x$, denoted by $\omega(x)$, is the set of accumulation points of the sequence $\{F^k(x)\}_{k \geq 0}$. In the finite case, the omega-limit set is the unique periodic orbit reached from $x$ under $F$.

We remark that graph dynamical systems generalize concepts such as cellular automata and Boolean networks, and can describe a wide range of distributed, nonlinear phenomena.
4.2.2 Classic or Standard GDS

The classic GDS [51] differs from the foregoing HGDS in only one respect. That is, for the standard GDS, there are no subgraphs $X_{v,i}$ corresponding to a vertex $v$. Consequently, there are no component vertex functions $f_{v,i}^I$, nor are the $f_{v}^H$ needed. Rather, a vertex function $f_{v}: K^{d(v)+1} \rightarrow K$ is defined directly and maps as Equation (4.6), as before. Examples for $f_{v}$ include the threshold functions of Equations (4.1) and (4.2); e.g., $f_{v} = f_{v,k,m} := \tau_{k,m}$. (In contrast, for an HGDS, $f_{v}$ is defined in terms of $f_{v,i}^I$ and $f_{v}^H$, and these latter two functions are defined directly; e.g., by Equations (4.1) and (4.2).) From this point, the standard GDS description continues with Equation (4.7) as in Section 4.2.1.

4.2.3 Note on HGDS

There are other HGDS constructions in addition to the one presented here. For example, we could include in the argument of $f_{v,i}^I$ not only the states $x_{B_{v,i}}$ of the vertices of $X_{v,i}$, but also those for each of these vertices’ distance-1 neighbors. The chosen approach was driven by the model of [71], and will be specialized in Section 4.3.

4.3 Specialization of the HGDS Formulation for the Context Model

We specialize the HGDS in Section 4.2.1 in two ways: (i) graph structure and function dependencies, and (ii) component vertex functions.

4.3.1 Structure Specialization and Function Dependencies

We now specialize the subgraphs $X_{v,i}$ for an arbitrary vertex $v$, from Section 4.2.1, based on the description in [71]. We form connected subgraphs, comprised solely of vertices that are distance-1 neighbors of $v$, and the only permissible edges are those whose incident vertices are both distance-1 neighbors of $v$. More formally, a distance-1 connected graph with respect to $v$, denoted $X_{v,i}$, is a graph with the following properties.
1. vertex set $B_{v,i} = v[X_{v,i}]$ with $B_{v,i} = \{v, u_{v,i,1}, u_{v,i,2}, \ldots, u_{v,i,m_{v,i}}\}$, where $\{v, u_{v,i,j}\} \in e[X]$, $(1 \leq j \leq m_{v,i})$, and $m_{v,i} = |B_{v,i}|$.

2. edge set $e[X_{v,i}] = \{\{u_{v,i,j}, u_{v,i,j}\} \mid \{u_{v,i,j}, u_{v,i,j}\} \in e[X] \text{ where } 1 \leq j_1, j_2 \leq m_{v,i}\}$; and

3. there is a path in $X_{v,i}$ between each pair of vertices in $B_{v,i}$.

A maximal distance-1 connected graph with respect to $v$ is a distance-1 connected graph such that there is no vertex $w \in v[X]$ with all of the following characteristics: $(i)$ $\{v, w\} \in e[X]$, $(ii)$ $\{w, u_{v,i,j}\} \in e[X]$, and $(iii)$ $u_{v,i,j} \in v[X_{v,i}]$. We take the subgraphs $X_{v,i}$ of Section 4.2.1 as the maximal distance-1 connected graphs. An example with $l_v = 3$ and $m_{v,1} = 1$, $m_{v,2} = 3$, and $m_{v,3} = 2$ is given in Figure 4.2.

The component vertex function $f^I_{v,i}$ is unchanged. The component vertex function $f^{II}_v$ is refined from Equation (4.4) to depend only on $x_v$ and $(z_{v,i})_{i=1}^{l_v}$ so that $f^{II}_v : K \times M^{l_v} \rightarrow K$ may be written as

$$f_v(x[v]) = f^{II}_v(x_v, (z_{v,i})_{i=1}^{l_v}).$$

(4.10)

This specific formulation of an HGDS has an analogous formulation as a CGDS. In effect, the contributions from the distance-1 neighbors of $v$ in a standard GDS are replaced by contributions from its induced maximal distance-1 connected subgraphs.

### 4.3.2 Vertex Function Specialization

In subsequent developments, specialization may stop with Section 4.3.1, or it may also include either of the following. Consistent with [71], $f^I_{v,i}$ is a threshold function given by Equation (4.1) with $k = 1$ (i.e., a 1-threshold function). Secondly, $f^{II}_v$ is the threshold function of either Equation (4.1) or (4.2).

### 4.4 Equality of GDS Maps

#### 4.4.1 Equality of Permutation HGDS Maps

Two GDS maps $F_1$ and $F_2$ are equal (i.e., $F_1 = F_2$) if and only if $F_1(x) = F_2(x)$ for all $x$. Let $\pi, \pi' \in S_X$ be two permutations of vertices of $X$. We write $\pi \approx_X \pi'$ if (i) $\pi$
Figure 4.2: A ten-vertex subgraph where our focus is vertex $v$. There are three subgraphs induced on the distance-1 neighbors of $v$, namely $X_{v,1}$, $X_{v,2}$, and $X_{v,3}$, which are circled. We have $l_v = 3$ and $m_{v,1} = 1$, $m_{v,2} = 3$, and $m_{v,3} = 2$. These notions of hierarchy are taken from [71].
and \( \pi' \) differ precisely on two consecutive coordinates where \((ii)\) the coordinates are not connected by an edge in \( X \). Define \( \sim_X \) on \( S_X \) to be the reflexive and transitive closure of \( \approx_X \), and hence \( \sim_X \) is an equivalence relation. We have the following known result for CGDSs.

**Proposition 31.** [58] Given a graph \( X \) with \( \pi, \pi' \in S_X \). Let \( F' \) and \( F'' \) be permutation CGDS maps. If \( \pi \sim_X \pi' \), then \( F' = F'' \).

We show a similar result for an HGDS, as follows.

**Proposition 32.** Given a graph \( X \) with \( \pi, \pi' \in S_X \). Let \( F \) and \( F' \) be permutation HGDS maps described in Section 4.2.1, with the specialization of \( X_{v;i} \) as described in Section 4.3.1. If \( \pi \sim_X \pi' \), then \( F = F' \).

**Proof.** Consider two permutations \( \pi \) and \( \pi' \) whose only difference is that the vertices \( u \) and \( v \) are switched, so Equation (4.9) yields \( F_\pi = F_{\pi(n)} \circ F_{\pi(n-1)} \circ \cdots \circ F_u \circ \cdots \circ F_{\pi(1)} \) and \( F_{\pi'} = F_{\pi(n)} \circ F_{\pi(n-1)} \circ \cdots \circ F_u \circ \cdots \circ F_{\pi(1)} \). Consider \( F_v \circ F_u \) produced from \( \pi \). Since \( \pi \sim_X \pi' \) means that there is no edge between vertices \( u \) and \( v \), we have \( v \notin x[u] \) and \( u \notin x[v] \). Thus, the state update of \( u \) (resp., \( v \)), through Equation (4.6), does not depend on \( v \) (resp., \( u \)). From Equation (4.8), it follows that \( F_v \circ F_u = F_u \circ F_v \). The result then follows. \( \Box \)

### 4.4.2 GDS Map Equality Between CGDS and HGDS Maps

We now prove the condition under which a CGDS and HGDS are functionally equivalent. We are using the specialized form of an HGDS as described in Section 4.3.1, and for only \( f_{v;i}^I \) from Section 4.3.2. Our result is for both synchronous and sequential GDS maps. Note that we are not using the special form of \( f_{v}^{II} \) of Section 4.3.2. We take as a given that for sequential systems, the CGDS permutation \( \pi' \) is the same as that for the context HGDS. We also assume that the vertex state sets are the same for the two GDSs. We identify the structural feature of a graph (i.e., its vertex connectivity) that guarantees that the dynamics of a context HGDS are the same as those for the the corresponding CGDS; i.e., a sufficient condition such that an HGDS map and its corresponding CGDS map are equal.

**Proposition 33.** Let \( X \) be a graph and let \( K = \{0, 1\} \). Let \( F' \) be a CGDS map with vertex functions \((f'_{v})_{v}\). Let \( F \) be an HGDS map with specialized \( X_{v;i} \) as described in Section 4.3.1, and with \( f_{v;i}^I \) being the 1-threshold function (Equation (4.1) with
Let $f^\text{II}_v$ of the HGDS, given by Equation (4.10), be the same function as the vertex function for the CGDS; i.e., $f^\text{II}_v = f'_v$. If there are no triangle subgraphs in $X$, then $F = F'$.

**Proof.** Since the CGDS map $F'$ and HGDS map $F$ will be equal if $f'_v$ for the CGDS and $f^\text{II}_v$ for the HGDS evaluate the same for each vertex $v$, we require that the values of the argument lists for the two functions be the same. We consider the response for both systems for an arbitrary $v$ in an arbitrary graph $X$. We deal with three cases. In case 1, $v$ has no distance-1 neighbors; it is an isolated vertex and therefore is not part of any triangle. Hence, there are no inputs to Equation (4.3), and so there are no $z_{v,i}$ in Equation (4.10); $l_v = 0$. Therefore, the single input to both $f'_v$ and $f^\text{II}_v$ is $x_v$ and hence the functions will produce the same next state because $f^\text{II}_v = f'_v$. In case 2, $v$ has one distance-1 neighbor, $u$, and therefore $v$ is not part of any triangle. For the HGDS, the 1-threshold component vertex function $f^I_{v,1}$, given by Equation (4.3), yields $z_{v,1} = x_u = f^I_{v,1}(x_u)$. This means that the two inputs to $f^\text{II}_v$ and $f'_v$ are $x_v$ and $x_u$, and the two functions will produce the same next state value for $v$. In case 3, $v$ has $s \geq 2$ distance-1 neighbors, $u_j$, $1 \leq j \leq s$. Consider any two neighboring vertices of $v$, namely $u_1$ and $u_2$. Because there is no triangle incident on $v$, and because there exists edges $\{v, u_1\}$ and $\{v, u_2\}$, it must be that there is no edge formed between $u_1$ and $u_2$. Since $u_1$ and $u_2$ are arbitrary, there is no edge between any pair of distance-1 neighbors of $v$, and so each distance-1 neighbor of $v$ forms a distinct $X_{v,i}$ subgraph. Therefore, $z_{u_j} = x_{u_j} = f^I_{v,i}(x_{u_j})$ for each $u_j$, $1 \leq j \leq s$. Hence, the restricted states are the same for $f'_v$ and $f^\text{II}_v$, and consequently, the functions will give the same next state $x_v$. Since $v$ is arbitrary, $F'$ and $F$ are equal as functions. \qed

There are many stylized graphs that have no embedded triangles, thus producing the following result.

**Corollary 34.** The following graphs possess no triangles and therefore give rise to equal corresponding classic and context GDS maps, irrespective of vertex functions and update schemes: Circ$_n$ (for $n > 3$); Path$_n$; Star$_n$; any tree (acyclic graph); any Von Neumann lattice VNLattice$_{r,c}$ (the graph with boundaries and also the torus version); Peterson graph (not all graphs in the Peterson family of graphs qualify (e.g., Dürer graph does not conform), but the original Peterson graph does, as does the Möbius-Kantor graph $[G(8,3)]$ and $G(9,2)$); multipartite $\text{MP}_{c,r,c}$ and hence Bipartite$_{2,r}$; and regular dodecahedron RegularDodecahedron.

Many networks possess triangles. Examples of stylized networks include Moore lattices where every non-boundary vertex has degree 8, and fully connected graphs of $n$
vertices ($K_n$), $n \geq 3$. For example, $K_n$ contains $\binom{n}{3}$ triangles. The following provides examples of real networks possessing triangles.

**Example 35.** In practice, many networks have triangle subgraphs. For example, an Epinions social network [63] with 75879 vertices contains 1.6 million triangles; a Twitter network [55] of 81306 vertices possesses 13 million triangles; and a Live-Journal social network [5] of 4847571 nodes contains 285 million triangles. Social networks often have large numbers of triangles because they often possess high clustering.

### 4.5 Nor HGDS Map

Let $K$ be the Boolean vertex state set $\{0, 1\}$. The Nor GDS map on $K$ is given by the sequence of vertex functions $(f_v)_v$ where each $f_v$ is nor: $K^m \rightarrow K$ defined by $\text{nor}_m = \prod_{i=1}^{m} (1 + x_i)$. The function nor evaluates to 1 only when all inputs are zero. In general, the converse of Proposition 31 is not true; i.e., $F' = F'' \Rightarrow \pi \sim_X \pi'$. For Nor, however, we have the following known result for CGDSs.

**Proposition 36.** [58] Given a graph $X$ with $\pi, \pi' \in S_X$. Let $F_\pi$ and $F_{\pi'}$ be permutation Nor CGDS maps. Then $F_\pi = F_{\pi'} \Rightarrow \pi \sim_X \pi'$.

We have a similar result for the HGDS conforming to [71], where $X_{v,i}$ are specialized according to Section 4.3.1, $f_{I_{v,i}}$ is specialized according to Section 4.3.2, and $f_{II_v}$ is given by the nor function.

**Proposition 37.** Given an undirected graph $X$ with $\pi, \pi' \in S_X$. Let $F_\pi$ and $F_{\pi'}$ be permutation HGDS maps with vertex functions $f_v$ given by Equation (4.10), where $f_{I_{v,i}}$ is a threshold function (Equation (4.1)) with $k = 1$ and $f_{II_v}$ is the nor function. Then $F_\pi = F_{\pi'} \Rightarrow \pi \sim_X \pi'$.

**Proof.** Let $\pi$ and $\pi'$ be two permutations whose only difference is the order of two consecutive vertices, $u$ and $v$. Let $\pi = (\pi(1), \pi(2), \ldots, u, v, \ldots, \pi(n))$ and let $\pi' = (\pi'(1), \pi'(2), \ldots, v, u, \ldots, \pi'(n))$. Since $F_\pi = F_{\pi'}$, this equality holds for all states $x$, including state $x^*$ in which the state of each vertex in the permutation from $\pi(1)$ through $u$ is 1, and the state of each vertex in the permutation from vertex $v$ through $\pi(n)$ is 0. Let $s$ be the position of $u$ in the permutation $\pi$. The state of each of the first $s$ vertices in $\pi$ will change to 0 in the state $F_\pi(x^*)$, because regardless of the states of $x_{B_{w,i}}$, for vertex $w$ in this list, $x_w = 1$ and so the Nor $X$-local function
will evaluate 0. Since all vertex states are 0 for the evaluation of $F_v$, the 1-threshold functions $f^{I}_{v;i}$ evaluate 0, and the Nor $X$-local function will evaluate 1. Thus, the next states for the two vertices of interest are $x'_u = 0$ and $x'_v = 1$ for permutation $\pi$.

Consider the same initial state $x^*$, and the new state $F_{\pi'}(x^*)$, where now $v$ is evaluated before $u$. The first $s-1$ vertices are evaluated the same as before, so their states become 0. The next vertex state evaluated is $x_v$. When $F_v$ is evaluated, there is only one vertex of $X$ in state 1, which is $u$. There are two cases: in the first case, $u$ and $v$ form an edge, and in the second case they do not. Consider Case 1. There exists an edge $\{u, v\}$, so the next state of $v$ is $x'_v = 0$ because the $X_{v;i}$ to which $u$ belongs will produce state 1 (because $x_u = 1$), and the Nor $X$-local function will produce the stated result. Then $F_u$ will produce $x'_u = 0$ because $x_u = 1$. These two vertex states ($x'_u = 0$ and $x'_v = 0$) do not match those generated with $\pi$, so we violate the hypothesis that the two maps are equal. Now consider Case 2, where there is no edge between $u$ and $v$, and address the state update of $v$. Since $x_v = 0$ and every vertex forming an edge with $v$ is in state 0, $x'_v = 1$. Now $u$ is evaluated and $x'_u = 0$ because $x_u = 1$. In Case 2, the two vertex next states for $\pi'$ are the same as those for $\pi$. The remaining corresponding vertices of the two permutations will have the same state updates. Therefore, if $F_{\pi} = F_{\pi'}$, then there is no edge between $u$ and $v$, and hence $\pi \sim_x \pi'$.

A consequence of this result is that the number of acyclic orientations of $X$, denoted $|\text{Acyc}(X)|$, is an upper bound for the number of distinct permutation HGDS maps that can be constructed for fixed functions.

### 4.6 Fixed Point Conditions in Sequential Bithreshold HGDS

We now identify the conditions for which sequential bithreshold HGDSs produce only fixed points as limit sets. We use the model of [71] and the specialized HGDS of Section 4.3, and we specify $f^{II}_v$ as the bithreshold function of Equation (4.2).

**Proposition 38.** Let $X$ be a graph, let $K = \{0, 1\}$, let $\pi \in S_X$, and let $(f_v)_v$ be bithreshold vertex functions of an HGDS that are specialized according to Section 4.3. The vertex functions are comprised of component vertex functions as follows: (i) $f^{I}_v$, being a 1-threshold function corresponding to Equation (4.1) with $k = 1$; and (ii) $f^{II}_v$ being the bithreshold function of Equation (4.2) with $k^\uparrow$ and $k_\downarrow$, whose arguments are
given by Equation (4.10). Let all $f_v$ satisfy $\Delta(v) = k_\downarrow - k_\uparrow \leq 1$. The sequential dynamical system map $F_x$ has only fixed points as limit sets.

Proof. The proof uses a potential function based on a construction in [6], but see also [29, 46]. For a given state $x \in K^n$ we assign to each vertex the potential

$$P(v, x) = \begin{cases} k_{\downarrow v}, & x_v = 1 \\ d_c(v) + 2 - k_{\uparrow v}, & x_v = 0. \end{cases}$$

Here, $d_c(v) = l_v$. Note that the quantity $d_c(v) + 2 - k_{\uparrow v}$ is the smallest number of subgraphs $X_{v,i}$ where the states of all vertices must be zero, plus one (for $x_v$). We define a super-vertex $p_{v,i}$ to represent all vertices in $B_{v,i}$. We can define a corresponding super-edge $e = \{v, p_{v,i}\}$ and assign to it a potential

$$P(e = \{v, p_{v,i}\}, x) = \begin{cases} 1, & x_v \neq z_{v,i} \\ 0, & x_v = z_{v,i}. \end{cases}$$

We let $n_i = n_i(v; x)$ denote the number of super-vertices adjacent to $v$ in state $i$ for $i = 0, 1$ and note that $n_0 + n_1 = d_c$. The system potential $P(x)$ at the state $x$ is the sum of all the vertex and all the edge potentials. For the theorem statement it is clearly sufficient to show that each application of a vertex function that leads to a change in a vertex state causes the system potential to drop.

Consider first the case where $x_v$ is mapped from 0 to 1 which implies that $n_1 \geq k_{\uparrow v}$. Since a change in system potential only occurs for vertex $v$ and super-edges incident on $v$, we may disregard the other potentials when determining this change. Denoting the system potential before and after the update by $P$ and $P'$, we have

$$P' - P = k_{\downarrow v} + n_0 - d_c - 2 + k_{\uparrow v} - n_1 = k_{\downarrow v} + k_{\uparrow v} - 2n_1 - 2$$

$$\leq -(k_{\uparrow v} - k_{\downarrow v}) - 2 = \Delta(v) - 2,$$

and this is strictly negative whenever $\Delta = k_{\downarrow} - k_{\uparrow} \leq 1$. Similarly, for the transition where $x_v$ maps from 1 to 0, one must have $n_1 + 1 \leq k_{\downarrow v} - 1$ or $n_1 \leq k_{\downarrow v} - 2$. In this case we have

$$P' - P = [d_c + 2 - k_{\uparrow v} + n_1] - [k_{\downarrow v} + n_0] = 2n_1 + 2 - k_{\downarrow v} - k_{\uparrow v}$$

$$\leq 2k_{\downarrow v} - 4 + 2 - k_{\uparrow v} - k_{\downarrow v} = \Delta(v) - 2$$

as before, concluding the proof. \qed
We immediately have the following for the model of [71], if $k^\uparrow = k^\downarrow = k$.

**Corollary 39.** The sequential HGDS defined in Section 4.3, which describes the model in [71], where we take $f_v^{II}$ to be the classic threshold function, has only fixed points as limit sets.

### 4.7 Summary and Conclusions

We introduced a hierarchical GDS based on recent findings of the behavior of individuals joining Facebook [71]. We generalized the experimentally-determined model, and showed that the more general HGDS produces maps that are equal when switching two consecutive vertices in two otherwise identical permutations, if the two vertices do not form an edge in $X$. This behavior is also found in standard GDS. We also identified the absence of triangles in a graph $X$ as a sufficient condition to ensure that an HGDS map and its corresponding standard GDS map are equal. We also demonstrated a property of Nor maps that holds for HGDS as well as standard GDS. Finally, we identified the conditions under which a Boolean sequential HGDS map will only generate fixed points as limit sets. This work is ongoing. Open issues include the extension of the fixed point conditions to multithreshold systems, exploration of limit sets of synchronous systems, and other formulations of HGDSs.
Chapter 5

Conclusion

Our work extends threshold GDSs in three ways: (i) by utilizing separate up- and down-thresholds to govern transitions $0 \to 1$ and $1 \to 0$, respectively, in Boolean networks; (ii) by extending Boolean state GDSs to multistate, multithreshold systems, where any number $r$ of vertex states may be used; and (iii) by analyzing hierarchical Boolean GDSs. We state, prove, and analyze conditions characterizing long-term dynamics of all of these models. Ongoing and future work was provided in the respective chapters. While our motivations come from the social sciences, these results may be useful in the study of other fields, such as biology.
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