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Abstract

Advances in computing and communication technologies are blurring the distinction between today’s PCs and mobile phones. With expected smart phones sales to skyrocket, lack of awareness regarding securing them, and access to personal and proprietary information, has resulted in the recent surge of mobile malware. In addition to using traditional social-engineering techniques such as email and file-sharing, malware unique to Bluetooth, Short Messaging Service (SMS) and Multimedia Messaging Service (MMS) messages are being used. Large scale simulations of malware on wireless networks have becomes important and studying them under realistic device deployments is important to obtain deep insights into their dynamics and devise ways to control them.

In this dissertation, we present EpiNet: an individual-based scalable high-performance oriented modeling environment for simulating the spread of mobile malware over large, dynamic networks. EpiNet can be used to undertake comprehensive studies during both planning and response phase of a malware epidemic in present and future generation wireless networks. Scalability is an important design consideration and the current EpiNet implementation can scale to 3-5 million device networks and case studies show that large factorial designs on million device networks can be executed within a day on 100 node clusters. Beyond compute time, EpiNet has been designed for analysts to easily represent a range of interventions and evaluating their efficacy.

The results indicate that Bluetooth malware with very low initial infection size will not result in a major wireless epidemic. The dynamics are dependent on the network structure and, activity-based mobility models or their variations can yield realistic spread dynamics. Early detection of the malware is extremely important in controlling the spread. Non-adaptive response strategies
using static graph measures such as degree and betweenness are not effective. Device-based detection mechanisms provide a much better means to control the spread and only effective when detection occurs early on. Automatic signature generation can help in detecting newer strains of the malware and signature distributions through a central server results in better control of the spread. Centralized dissemination of patches are required to reach a large proportion of devices to be effective in slowing the spread. Non-adaptive dynamic graph measures such as vulnerability are found to be more effective.

Our studies of SMS and hybrid malware show that SMS-only malware spread slightly faster than Bluetooth-only malware and do not spread to all devices. Hybrid malware spread orders of magnitude faster than either SMS-only or Bluetooth-only malware and can cause significant damage. Bluetooth-only malware spread faster than SMS-only malware in cases where density of devices in the proximity of an infected device is higher. Hybrid malware can be much more damaging than Bluetooth-only or SMS-only malware and we need mechanisms that can prevent such an outbreak. EpiNet provide a means to propose, implement and evaluate the response mechanisms in realistic and safe settings.
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Chapter 1

Introduction

Advances in computing and communication technologies have made mobile communication devices extremely powerful—blurring the distinction between today’s PCs and mobile phones. Worldwide sales of mobile phones to end users surpassed 1.15 billion units in 2007, a 16% increase from 2006 sales of 990.9 million [35]. In 2007, 20.9 million units were shipped in North America alone [47]. These devices have become a part of the social fabric and world economy. By the end of 2010, 1.2 billion people will carry handsets capable of rich, mobile commerce providing a rich environment for convergence of mobility and the Web [36]. Most of these devices are capable of communicating over multiple physical layer technologies, interfacing with disparate networks, such as Evolution-Data Optimized (EV-DO), wireless broadband networks at residences, coffee shops and airports, and Bluetooth or IrDA proximity networks. Higher data rates offered by new technologies such as Long Term Evolution (or LTE) and next generation 4G networks are going to further propel the acceptance and use of smart phones. We are witnessing the true beginning of nomadic and ubiquitous computing and communications.
1.1 The Problem

The increasing number of smart phones, lack of awareness regarding securing them, and access to personal and proprietary information, have resulted in the recent surge of mobile malware. Viruses, worms, spam and other malicious software target these devices. Traditional social-engineering techniques such as email and file-sharing as well as vectors unique to mobile devices such as Bluetooth, Short Messaging Service (SMS), and Multimedia Messaging Service (MMS) are used by these malware. By March 2008, F-Secure had counted 401 different types of mobile malware in the wild, and McAfee had counted 457 [59]. A recent survey by Credant Technologies [24] shows poor smartphone security attitude among mobile phone users. While 12% of those surveyed stored bank account details, 5% stored credit card information on mobile phones, and 1% even stored their pin and passwords. Mobile devices in the corporate environment are mostly employee owned, un-managed, and largely unprotected against mobile threats. These devices store or have access to sensitive corporate information ranging from customer records to the company’s intellectual property. Over 49% of the companies surveyed in Phifer [80] reported significant use of mobile devices to transmit business-critical data. Although current generation, proof-of-concept malware such as Cabir [29] and CommWarrior [57] have not resulted in harmful outcomes, the same may not apply to next generation malware. A greater threat are “crossover” malware that spread from desktop PCs to mobiles and vice versa. Crossover [79], a recent virus, spreads from a Windows desktop to a mobile running on Windows Mobile Pocket PC® through the ActiveSync® synchronization utility. Cardtrp.A [90] is another such crossover malware that affects the device’s memory card and installs Windows worms (Win32.Rays, Win32.Padobot.Z and Win32Cydog.B) when inserted into the PC. A more recent threat are large cellular botnets that can perpetrate a denial-of-service (DoS) attack against cellular network core, web-sites, or the Internet in general [37].
1.2 Motivation

The ability of smart phones to form proximity networks in an ad hoc manner and the exposure to diverse networks make the study of such malware challenging. Detecting and responding to such dynamic malware is extremely difficult. Existing solutions to target malware in PCs cannot be directly employed with mobile phones: (i) they consume a significant amount resources to function, and (ii) require constant updates to function well. So, we need a new mechanism to handle threats that affect mobile devices. A pre-requisite to any such mechanism is to study the problem in detail and understand the underlying characteristics of the spread. Accurate studies into these malware will yield ideas for handling attacks, provide information to detect when an infection is prevalent, predict the impact of a malware, and evaluate the effectiveness of response strategies in controlling the spread.

A number of mathematical and simulation based approaches have been proposed to study epidemiological problems in wireless networks [83]. Analytical models such as the ones presented by Yan and Eidenbenz [98] and Mickens and Noble [68] can be used to predict the worm spread. Simulations such as the ones presented by Su et al. [89], Yan and Eidenbenz [98], and Yan et al. [100] can also be used. Analytical models based on mathematical epidemiology provide a natural way to study large systems and have a number of desirable features, such as closed form expressions for important epidemic quantities, e.g., the total number of infected devices. Nevertheless, these models make a number of crucial assumptions (complete mixing, low resolution malware models) that do not hold in the real world. Detailed simulations that build on well-known network simulators such as NS-2 [76] or Qualnet [85] provide a natural alternative. These simulators allow for a quick and easy implementation and evaluation of the worm, and have been used in a number of recent studies. Researchers can create different network topologies and observe the growth of an infection with these simulators. Yan et al. [100] use random networks with random mobility models and Su et al. [89] use traces from real Bluetooth activity at locations for the study. A recent study by Wang et al. [94] considers real data from a mobile phone network to construct mobility and calling patterns to discover social networks and study the malware propagation. The granularity
of the mobility is at the level of cell towers, and within each tower’s area, they consider a uniform
distribution of devices and construct the network based on Bluetooth range.

Although these studies provide significant understanding of the spread, they have several important
shortcomings. (i) Wireless networks formed by smart phones and mobile devices carried by indi-
viduals have different structural properties than the networks formed by random waypoint (RWP)
movement models considered in the past. The dynamics observed in such networks are differ-
ent from the networks constructed from the activity-based mobility models (see Section 5.1 for a
comparison). (ii) The scale of the networks in terms of the number of devices represented in the
evaluations (city wide, urban area wireless networks with millions of devices) cannot be handled by
the state of the art network simulation tools. The network scale matters as the insights gained by
using realistic networks can be easily translated into deployable security policies and an analyst can
determine crucial aspects of the malware that affect its spread. Although, some existing literature
[94] does consider large scale networks, the resolution of these networks and their accuracy for
proximity malware are limited.

So it becomes important to consider a more detailed representation of device interactions. The
activity-based mobility model provides this detail and uses real data from census, land use, and
activity survey data to construct this network.

1.3 Our Contributions

In this dissertation, we study mobile malware and especially present the study of mobile mal-
ware that spread through proximity Bluetooth networks and cellular infrastructure – using short
messaging service (SMS) or multimedia messaging service (MMS). We propose to model mobile
malware using a “network-based-approach” that employs detailed representations of the underly-
ing communication networks and parameterized models of within-host behavior and between-host
interaction of the malware. We consider high-resolution proximity networks and realistic commu-
nication networks to study Bluetooth and SMS/MMS malware propagation, respectively. The pri-
mary contribution of this dissertation is the creation of a high performance network-based modeling
environment to study mobile malware in large, realistic, dynamic networks. Specific contributions are as follows:

- **A scalable, parallel, and expressive agent-based simulation environment, EpiNet, for studying the spread of mobile malware.** The environment allows us to construct realistic device networks – proximity and communication networks – from activity-based mobility models and statistics on communication patterns for a synthetic population. To the best of our knowledge, this is the only environment with the capability to study networks with over 100k devices.

- **Detailed and abstract model for the Bluetooth malware.** For the purposes of this dissertation, we propose two models: a detailed model that represents the propagation at high resolution, and a more abstract model that provides increased scalability and allows us to extend the scale of the environment to millions of devices. We show that the results from the abstract model are within a 5% error. The environment with the abstract model can now study large experiment designs in a few hours on a reasonably sized, high performance computing infrastructure.

- **Computational improvements are orders of magnitude greater.** The framework is a computationally efficient representation that scales well when larger problems need to be solved. We have achieved 300X improvements over network simulators while maintaining high fidelity network and malware models. This makes the framework practical to conduct evaluations of malware diffusion on large dynamic networks.

- **Dynamics of the Malware Spread.** We use the environment to study the dynamics of the propagation of Bluetooth and SMS/MMS malware. We perform detailed sensitivity analysis and study the interactions among the network and malware model parameters.

- **Study efficacy of response mechanisms.** We study non-adaptive and adaptive response strategies and determine the effectiveness of these strategies. We evaluate some dynamic graph metrics that have the potential to control the spread. We illustrate the use of the environ-
ment through some case studies that showcase the usefulness and the expressiveness of the environment to specify and study sophisticated individualized responses.

The size of networks we consider for the study are city wide networks with millions of devices to explore the real dynamics of the malware spread. With current implementations of EpiNet and the modeling approximations we have studied, we can study networks with 1.2 Million devices, 7.2 million activities for individuals, and 500,000 locations where the activities take place (Miami city synthetic population). For the above network, and simulated duration of a day, EpiNet completes with a runtime of 50 minutes on 20 nodes of an SGI cluster with Intel Xeon 2.83GHz processors and 8GB of RAM.

1.4 Summary of Results

In this dissertation, we present EpiNet, a new modeling environment to study wireless epidemiology. EpiNet can be used to understand mobile malware diffusion processes over a realistic dynamic network. EpiNet environment is useful to conduct studies on the impact of network structure on the dynamics of the malware spread. It serves as a tool for analysts and network planners to identify influential and/or vulnerable devices and evaluate different control strategies to build secure infrastructures. Scalability is a design goal and we improve the scalability of EpiNet by proposing model and mobility resolution changes that result in orders of magnitude speedup in the runtime. We call this faster scalable implementation EpiNet. EpiNet now scales to highly unstructured, dynamic networks with 3-5 million devices. To the best of our knowledge this is the only modeling environment that scales to device networks of this size. It also implements more sophisticated intervention schemes\(^1\) and can be used in a large experiment design over a reasonable high-performance computing infrastructure. EpiNet represents a highly scalable version of EpiNet we had proposed earlier and we refer to EpiNet when we are discussing the simulation environment.

\(^1\)The name EpiNet comes from these interventions schemes that have been implemented to cure the network of malware.
Although we study the spread of Bluetooth worms over mobile networks and use a malware model we develop, the EpiNet environment can be used to study other malware. A new malware model can be created and plugged into the environment. With the abstraction of the malware model and the change in the resolution of mobility data, we obtain significant speedup over other network simulators. EpiNet obtains 300X improvements in runtime with only 0.1% error in the final infection size in comparison to network simulators. Because the simulation environment uses an abstracted Bluetooth worm model, we are able to obtain orders of magnitude speedup in comparison with a detailed simulator like NS-2. For the same setting (as with NS-2), EpiNet achieves the results in 10 minutes without parallelization. With parallelization, EpiNet can be used on much larger networks and can help evaluate entire regions in a particular city. We are working on scaling this to entire cities. Simulations of such large scale, city wide networks help in gaining insight into the spread characteristics, and devise intelligent schemes to prevent a widespread digital epidemic.

We simulate the spread of proximity Bluetooth malware over fairly large, synthetic, yet realistic networks consisting of millions of devices. The synthetic network is derived using a number of innovative modeling techniques, using detailed location and individual data in a US city. We show that the synthetic networks generated from realistic data exhibit features absent-in, and significantly different from, networks generated using RWP movement models. We compare the spatial and temporal dynamics of Bluetooth malware propagation over realistic networks described above and random-waypoint generated models. The results, not surprisingly, show that the dynamics are qualitatively different over these networks. Importantly, those differences highlight the need for early detection for controlling a malware epidemic. Our simplified worm model and the enhancements to EpiNet suggest that detailed protocol level states are not required to answer system level questions that relate to network-level spread. Specifically, we observe that most infections occur during the first hour of contact with infected device, indicating that coming in contact with the device at inception time can have significant impact on the eventual growth of the infection. This can also potentially impact the way these infections are identified.

We also simulate SMS/MMS based malware and hybrid malware that use both proximity based Bluetooth networks and infrastructure based cellular network to replicate on other susceptible
devices. We find that even though the structure of the social contact networks are significantly
different from the proximity network, SMS/MMS-based malware alone do not propagate to all
susceptible devices. Hybrid malware on the other hand spread extremely fast and have the potential
to infect a large number of devices fairly quickly. We find that aggressive malware can infect 50% of
the susceptible population within a matter of 2-3 hours.

1.5 Organization

The rest of the dissertation is organized in the following manner:

Chapter 2 discusses the existing literature in the area of malware studies for wired and wireless
networks. We look at mathematical models and simulation based studies.

Chapter 3 outlines the EpiNet environment we have developed for studying the problem. This
provides a high level description of the modules constituting the environment. We discuss ways to
create social networks – proximity and communication networks that are realistic. We propose a
detailed malware model to describe the within-host behavior of an infected device. We calibrate
the model and validate it using simulation studies.

Chapter 4 proposes some approximations to the mobility of devices and malware model with the
aim of scaling the simulations to large networks. We call this new improved framework EpiNet as
it is useful to study interventions that are compute-communication intensive. We discuss some
case studies to showcase the framework and its ability to answer certain questions. We also discuss
system-level implementation of EpiNet with hybrid MPI-threads using Intel’s TBB. We study the
scalability of the resulting tool by performing strong and weak scaling of the simulator and show
that the simulator scales well when more processing elements are provided and shows that larger
networks can be studied simply by introducing more processing elements.

Chapter 5 provides the results from the simulations. We study the impact of the worm parameters
and the network parameters on the spread of the malware. We perform an analysis of variance
calculation to determine the impact of certain malware and network parameters. We study the
change in the propagation dynamics when communication networks are used in addition to proximity networks.

Chapter 6 discusses the response mechanisms for handling malware outbreaks. We look at some non-adaptive static (degree and betweenness) and dynamic (vulnerability) graph metrics and study their effectiveness in controlling the spread of proximity malware. We look at device-based detection and response mechanisms and their ability to detect and respond to mobile malware.
Chapter 2

Related Work

Ever since Robert T. Morris released a 99 line program on the Internet in 1988 [49], malware have been written and released on the Internet for various reasons. Similarly, the study of how malware propagate has been undertaken to understand the spread and take responsive action to control the impact. Current and predicted explosion in the sale of smart phones and increase in the applications supported on smart devices have shifted the malware in the direction of mobile devices. The malware has indeed gone mobile [42]. Thus, understanding the dynamics of this new threat is important and learning how to avoid the outbreak on mobile devices has gained importance. The vanishing dichotomy between Internet worms and human diseases makes studying the mobile malware problem much more challenging. The use of short range communication technologies such as Bluetooth and the emergence of malware that exploit them has made mobile malware spread like an epidemic. Three important aspects have to be considered for the study of mobile malware:

- **Location of the device.** Due to the proximity nature of Bluetooth networks, tracking the location of a device is important to predict the spatial spread of the malware. In the case of SMS/MMS based malware propagation, the location of the device provides information on the cell tower serving the mobile.

- **Networks the device has access to or creates.** Because next generation malware will likely employ multiple transmission means (for example, e-mail, web pages, social networking ap-
applications, etc.), mobile devices form the interconnect between multiple, diverse, and heterogeneous networks.

- **Usage patterns of mobile phones.** Smartphone usage patterns of individuals go a long way in both identifying the existence of a malware and predicting how a certain malware may spread over the network.

In this chapter, we provide a brief review of malware studies of Internet worms and mobile malware. We provide an overview of the threats that currently exist from mobile malware affecting wireless mobile devices. We present some prior art on studies of their propagation. We then present a summary of literature that proposes mitigation techniques and response strategies to control the spread of mobile malware.

### 2.1 Computer Epidemiology

The exploration of the computer viruses finds parallels in epidemiological studies undertaken to study the spread of human epidemics. The analogy between human pathogens and computer viruses led to the coining of the term “virus” for exploits in the computer domain. Researchers have proposed the use of mathematical epidemiology to study computer system security, and in particular computer viruses. Kephart, White, and Chess of IBM were the first to put this analogy to use in [50, 52, 51]. Kephart and White [50] observe that for computer worms, the localized nature of program sharing is important to consider in the epidemiological approach and incorporate localization in their proposal. In [51] they propose an analytical model for characterizing the infection in terms of birth rate (rate of infections), death rate (rate of curing infections), and infection transmission patterns. From their models the authors concluded that virus propagation rarely reached epidemic proportions. Although their study is sound and empirically proven, the conclusions of their study—as a result of their assumptions and simplifications—are no longer applicable. These studies were conducted at a time when the Internet connected only a few universities and research institutes and malware spread mostly through storage media (for example, floppy disks). Today, the Internet
connects billions of users across the world and malware spread is faster over the Internet. Further, the IBM study concentrated on the global aspects of the infection spread and later researchers have found that though such a study provides useful insights, a set of carefully selected low-level characteristics help in devising strategies for defense mechanisms.

On July 19, 2001, more than 350,000 computers connected to the Internet were infected by the Code-Red (CRv2) worm in less than 14 hours. The cost of this epidemic and the subsequent strains of Code-Red is estimated to be in excess of $2.6 billion. This prompted a number of studies \cite{71,70} to understand the causes and reasons for the spread of Code-Red \cite{101,69} and Internet worms in general. Internet worms have been extensively studied using accurate worm models and network architectures that they propagate on \cite{101}. A pair approximation (or correlation) model was developed by Nikoloski et al. \cite{75} that uses the salient network characteristics—order, size, degree distribution, and transitivity. They conclude that network structure has considerable impact when local propagation occurs. Recently, this focus has shifted towards studying the worms that spread using the wireless infrastructure, either laptops or smart devices.

2.2 Mobile malware threats and their study

In the past few years, owing to wide deployment of wireless networks, the interest has turned to worms and malware created to spread on wireless networks. More than 30 kinds of malware—worms, trojan horses, other viruses, and spyware—have been unleashed against the devices \cite{42}. Such worms propagate through devices that communicate using wireless interfaces. Of late, these worms have become more sophisticated, with capability to propagate using multiple communication schemes. One of the earliest of such viruses written for the Palm PDAs, called the PalmOS/Liberty \cite{61} virus, represented a relatively lower threat as it required user intervention to become active. The infection resulted in applications and databases being deleted from the device. More recent malware have targeted the Nokia 60 series cell phones running Symbian OS due to their popularity and advanced features like Bluetooth and SMS/MMS services. The Cabir \cite{29}, Mabir \cite{64}, Lasco \cite{58}, Drever \cite{25}, Skulls \cite{88}, and Commwarrior \cite{57} are a few of the worms/trojans that affected
this platform. Most of these worms use Bluetooth to infect the neighboring devices and some use SMS/MMS messages to random people from the infected device’s address book. Most of the above malware affect a particular device platform and cause limited damage. A particularly nasty form of Cabir spread rapidly through the audience of the 2005 world track and field championship, and stadium operators flashed warnings on the big screen [42]. Drever, a trojan, propagates by disguising as a Symbian OS update and disables SimWorks (a Symbian antivirus software). Redbrowser [81] was the first trojan to affect the J2ME enabled phones. It uses a social engineering technique to trick the user into sending SMS messages while actually sending a flood to a specific number, increasing the user’s service charge. InqTana [30] Bluetooth worm targets vulnerable Mac OS X systems and propagates from one device to another. This worm could be easily modified to corrupt the data on the device. SymbOS/Beselo [13] is another worm that attempts to propagate via a media or image file over a Bluetooth network. It can send an MMS to each number in the phone book about every 2 minutes.

Current generation smart phone applications are usually downloaded from the market places that vendors have set up for them. The belief of a majority of users is that buying software from the Andriod Marketplace or the iTunes store implies that the applications are safe. Issues with iPhone applications stealing location information [12] and malware mobile banking applications stealing banking credentials of users (using a phishing technique) [34] are clear indications to the contrary. Some application vulnerabilities in iPhone [20] also reinforce the point that mobile malware are a sure thing and it is just a matter of time before they gain the same importance as PC malware.

2.2.1 Simulation and Emulation Infrastructures

In addition to the network simulators [76, 41, 2] that can be augmented to study malware, custom simulators and emulators to study wired and wireless malware have been proposed. The cyber-DEFense Technology Experimental Research (DETER) is one such experimental infrastructure to conduct Cyber-defense research on Internet-scale [11]. The PArallel Worm Simulator (PAWS) [95] and the WE emulator for analysis of worm spread and defense strategies in local area networks for
the DETER [11] testbed is proposed in [96]. These approaches are for wired infrastructure networks. Mobile Agent Malware Simulator (or MAiSim) is a distributed, mobile agent framework developed in [60] to simulate attacks against information systems. The MalSim toolkit provides standard patterns that can be used to emulate a malware, study the spread, and control mechanisms. MAiSim specifically addresses the aspects of critical infrastructure security. A queue based model is proposed in [67] to emulate wireless connectivity to model mobile environments for malware.

Reproducing effects of large-scale Internet worms attacks in a laboratory setup realistically is important for detection and defense systems. Liljenstam et al. propose a simulation model in [62] to model large-scale dynamics of worms and its effects on networks. They map realistic IP address spaces and model detailed network behavior and show how the model is used to generate a working prototype worm detection and tracking system.

2.2.2 Studying mobile malware spread

Attempts to study and understand the spread of mobile malware have been undertaken. From a network theory perspective, the contact network or device network formed by wireless networks is different from random networks. Further, the propagation characteristics are complicated by the means by which these malware replicate, and the ad hoc nature of the network makes detecting and responding to such malware challenging. Table 2.1 outlines the broad scope of the related work in this area. We attempt to describe each of them and differentiate our proposed work from them.

Mickens and Noble [68] construct an analytical model based on analytical or empirical calculations for the average travel time between two destinations $\langle t \rangle$ and the connectivity distribution $P(k)$ for the network ($k$ represents the degree of a node). The connectivity distribution provides the percentage of nodes having $k$ neighbors. In other words, $P(k) \times N$ represents the percentage of nodes with a certain connectivity level. Under the assumption that the connectivity changes occur at larger instants than the simulation $\Delta t$, they represent the mobile network as a set of $M$ queues, where $Q_m$ contains $P(k_m) \times N$ nodes and every node spends $P(k) \times \langle t \rangle$ time units in each queue before exiting. They assume a susceptible-infected-susceptible (or SIS) model for the disease. $\beta$
Table 2.1: Overview of related work in the study of mobile malware.

<table>
<thead>
<tr>
<th>Mathematical Models</th>
<th>Mickens and Noble [68], Yan and Eidenbenz [99], Nekovee [73], Nikoloski et al. [75], [83]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation Studies</td>
<td>Yan and Eidenbenz [98], Yan et al. [100], Zyba et al. [103], Su et al. [89], Fleizach et al. [31]</td>
</tr>
<tr>
<td>Realistic Studies</td>
<td>Wang et al. [94]</td>
</tr>
</tbody>
</table>

represents the probability that an infected infects a susceptible and $\delta$ is the probability that an infected device is cured. A homogeneous infection dynamic is simulated in each queue such that

$$ \frac{dI_m}{dt} = \beta k I_m (1 - I_m) - \delta I_m. $$

The authors make an assumption regarding the steady states in the mobility models that it is possible to derive steady state values for the average travel time $\langle t \rangle$ and $P(k)$. Further, they assume that the interaction in each queue occurs among homogeneous devices (i.e., devices having same degree) and is not true for scale-free networks and other networks that occur in real scenarios.

Yan and Eidenbenz [99] propose an analytical model for the Bluetooth protocol and the worm characteristics. The authors explore and propose an extremely detailed and accurate analytical model tracing the Bluetooth protocol’s steps in establishing a connection with a susceptible device. In this model, they also consider the effect of other neighboring devices that are infected and their impact on completion of a successful inquiry process.

Rhodes and Nekovee [83] investigate the effect of human mobility patterns on the spread of wireless epidemics. The authors introduce an individual-based model for mobile devices and evaluate the effect of population characteristics and device behavior on the outbreak dynamics. Using a straight line movement pattern for devices, the authors illustrate that mass-action epidemic models remain applicable in low density regimes, and build an expression for contact rate based on straight line motion of the device. When devices come in range of each other, the infection is propagated from
an infected to a susceptible device with probability $p$. The devices’ motion trajectory, and their relative velocity determines the exposure duration.

A combination of large-scale simulations and mathematical modeling to explore the spread of wireless epidemics in fixed ad hoc networks is presented in [74]. The authors conclude that the spreading of worms in these networks is greatly affected by a combination of spatial correlations arising from network topology and temporal correlations resulting from the interference limited nature of communications in these networks. Standard mean-field and network mean-field models from mathematical biology, which are widely used to model worm epidemics in computer networks, are inadequate for describing worm epidemics in wireless ad hoc networks, but spatial epidemic models provide a promising alternative.

Yan et al. [100] study the effects of the mobility patterns on the speeds of the spread. They consider four mobility models—random waypoint, random walk, random direction and random landmark for this study. The simulation studies are conducted on a network of 200 devices in an $75 \times 150$ m$^2$ area and duration of 3600 seconds. For the landmarks they use scaled version of the Rice University campus landmarks. The studies underline the fact that mobility plays an important role in the spreading patterns and use random mobility to make this conclusion.

In [98] the authors conduct simulation studies for 200 Bluetooth devices for differing areas from $75$ m$^2$ to $150$ m$^2$ and observe the effect of speed and density on the spread of the malware. Most of the simulation studies have been conducted for small networks created in small locations. Such small scale studies do not provide actionable information regarding the spreading characteristics and the global impact the malware has on the system as a whole. Further, response mechanisms cannot be studied under such restricted setting and extrapolated to real networks. Furthermore, the nature of some of the mobility models themselves impact the interaction of devices and the networks formed, thus, coloring the resulting spread. For example, random waypoint mobility models are known to create a higher density of devices in the center of the region considered [15, 16], thus creating dense networks under stable conditions.

Fleizach et al. [31] investigate the effect of malware propagation over the wireless backbone net-
works. They characterize the speed and severity of the malware under realistic scenarios and explore network-based defenses against such malware. They develop an event-based simulator to study malware propagating using MMS and Voice-over-IP (VoIP) services. For this they construct a hierarchical Universal Mobile Telecommunications System (UMTS) network and generate the traffic from the mobile nodes. Because the malware propagated by contacting individuals in the phone books of the infected device, they generate various social networks to study the spread under unconstrained and constrained network characteristics.

One of the recent simulation studies was conducted by Zyba et al. [103]. The authors use a combination of traces and synthetic data to model human mobility. They use the Levy walk [82] synthetic mobility model as it is more realistic than other mobility models. In this paper, the authors focus on defense mechanisms deployed against proximity malware and explore three strategies for detecting and mitigating the threat. Local detection is used by the devices to detect the malware. Proximity and global signature dissemination is used to control the malware.

Recent work by Wang et al. [94] is one of the most realistic studies conducted for the propagation of Bluetooth malware both using proximity Bluetooth connections and MMS service. The susceptible-infected (or, SI) malware model is considered in this paper and the authors only study the propagation of the malware. Although they consider a rather simplistic malware model, the data used for estimating human mobility is realistic. They use data from a mobile phone carrier regarding voice calls and messages of approximately 6.2 million customers collected for a month. Using the communication patterns and the associated cell tower information, they identify the position of the individual. Using the data, they generate mobility patterns at the resolution of cell towers using the patterns observed for the individual. The same mobile network data is used to obtain social network for individuals to be used in the study of malware propagation through MMS service. To simulate the infection, they use a compartmental model within each cell tower’s area, dividing the population into disjoint compartments whose size changes with time (as the infection spreads). The disease consists of two states—susceptible and infected. For the propagation based on MMS, the authors simply use the social network created from the data and infect a randomly chosen device (from the individual’s social network) with some probability.
Table 2.2: Overview of existing literature in the study of mitigation schemes for mobile malware.

<table>
<thead>
<tr>
<th>Detection</th>
<th>Forrest et al. [33], Ellis et al. [27], Bose et al. [19], Kim et al. [54], Jakobsson and Johansson [45], Jakobsson and Juels [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mitigation</td>
<td>Zyba et al. [103], Mickens and Noble [67]</td>
</tr>
</tbody>
</table>

2.2.3 Defenses against mobile malware

The nature of the networks created by mobile devices raises serious concerns on the application of Internet based approaches to mitigating mobile malware. Several studies exist in securing the PCs from malware that can be extended to apply for such malware. The best approach to respond to mobile malware attacks can begin at the source—the device itself. Dynamic quarantine [102], comparing signatures, monitoring system calls [33] or power consumption [54], and system behavior [27, 19] are all effective techniques to detect the malware at the device. System level detection can also be achieved at the service providers’ side by deep packet inspection and signature comparison techniques.

By monitoring the change in the patterns of system calls executed by a program, perturbations caused by attacks can be identified. A synthetic normal profile is created by exercising the program in all anticipated normal modes, or real profiles can be generated by normal online usage of the production system. Static analysis techniques (refer to Forrest et al. [33] and references therein) have also been used to generate the normal functioning of the system as the synthetic or real profiles are not complete. There are several ways these can still be circumvented, and techniques have been proposed to deter them. The actual techniques are outside the scope of this current work; we highlight that one can devise ways to identify whether a device is infected. Assuming that such a system is available on a mobile phone, one can detect the infection in the device. In this proposal, we use such methods to make the device aware of its own infection and stop the malicious behavior.
Defending against malware in mobile phones has been extensively studied. Broadly, detection and response mechanisms can be divided into system level and device level. System level approaches are applicable to detect and respond to malware that spread through the cellular infrastructure, such as short messaging service (SMS) or the multimedia messaging service (MMS). Work in [18] explored rate-limits and SMS quarantine approaches after identifying infected devices. Similarly, the propagation of malware through MMS messages is studied in [84]. The authors model different MMS malware characteristics and study the effectiveness of different response mechanisms, such as virus scan and detection algorithms on all MMS messages, immunization patches, user education, monitoring anomalous behavior, and blacklisting of infected devices.

An alternative to the signature-based approach, behavioral detection [27], has emerged as a promising way of preventing the intrusion of spyware, viruses, and worms. In this approach, the runtime behavior of an application (e.g., file accesses, API calls) is monitored and compared against malicious and/or normal behavior profiles. The malicious behavior profiles can be specified as global rules that apply to all applications, as well as fine-grained application-specific rules. Behavioral detection is more resilient to polymorphic worms and code obfuscation because it assesses the effects of an application rather than specific payload signatures. For example, because encryption/decryption does not alter the application behavior, multiple malware variants generated via run-time packers can be detected with a single behavior specification. As a result, a typical database of behavior profiles should be much smaller than that needed for storing specific payload signatures for each variant of many different classes of malware. This makes behavioral detection particularly suitable for resource-limited handsets. Moreover, behavioral detection has potential for detecting new malware and zero-day worms, because new malware are often constructed by adding new behaviors to existing malware or replacing the obsolete modules with fresh ones, indicating that they share similar behavior patterns with existing malware. [19] proposes a behavioral framework to detect mobile worms, viruses, and Trojans. The authors propose an efficient representation of malware behaviors based on observations and application actions. The database generated is used to study several distinct families of mobile viruses and worms targeting Symbian OS and their variants.
In addition, the authors also propose a two-stage mapping technique that constructs a signature at runtime from the monitored system events and API calls in Symbian OS. Normal activity is distinguished from malicious behavior by training a classifier based on support vector machines (SVMs).

Device level approaches involve the self-detection based on identifying anomalous behavior of the device by intelligent software present in the device. Such techniques are applicable for malware that spread in the local proximity of the device and do not necessarily use the cellular infrastructure. Techniques for local detection based on behavioral patterns [19] and energy signatures [54] of infected devices have been proposed and studied.

The behavioral and signature recognition systems are excellent for PCs and desktop computers. Recent proposal to use the memory-printing of client devices is in Jakobsson et al. [45]. Memory-printing is a novel and light-weight cryptographic construction whose core property is that it takes notably longer to compute a function if given less RAM than that for which it was configured. This makes it impossible for a malware agent to remain active (e.g., in RAM) without being detected when the function is configured to use all space that should be free after all active applications are swapped out.

### 2.3 Drawbacks in existing approaches

Understanding the dynamics of the mobile malware and using the results obtained to gain insights into the spreading patterns and try out different interventions strategies requires a high-resolution study environment. The practical use of such studies is that one can implement, and try different deployable strategies in case a real malware spreads through the network. To obtain scalable and at the same time accurate results imposes a great challenge. It is important to trade off some detail in certain aspects that do not have a severe impact on the results and consider details in other more important places. Thus, it has become necessary to understand the dynamics of mobile malware and learn about ways to prevent a major outbreak. For conducting a qualitative study of mobile malware, three important aspects are considered:
• *Track the location of the device.* Due to the proximity nature of Bluetooth networks, tracking the location of a device is important to predict the spatial spread of the malware. In the case of SMS/MMS based malware propagation, the location of the device provides information on the cell tower serving the mobile.

• *Determine the network access available to the device.* Because several next generation malware will employ multiple transmission methods (for example, e-mail, web pages, social networking applications, etc.) the network created by these devices is diverse and has different characteristics.

• *Monitor usage patterns of mobile phone users.* Smart phone usage patterns of individuals go a long way in both identifying the existence of a malware and predicting how a certain malware may spread over the network.

Existing approaches to studying mobile malware are limited at different levels and no one proposed method addresses all the above aspects. Some of them [94] consider lower resolution information for mapping the devices (although this is good enough for SMS/MMS malware). Others [98, 100, 103, 89, 31] use small size networks, and detailed packet level simulations to study the proximity-based propagation. The study of the spread of malware through simulations can be accomplished with varying levels of accuracy, complexity, and scalability.

There are several drawbacks in the approaches outlined above. All the mathematical models outlined above make simplifying assumptions to make modeling tractable. Some of the models proposed do not consider the worm characteristics or the uncertainty of Bluetooth connections. The Bluetooth model developed in [99] considers a detailed representation of Bluetooth but makes several simplifying assumptions to make the modeling tractable. They assume a uniform mixing of devices and a Poisson arrival process for new neighbors that are not true for realistic human mobility. These modeling techniques also require steady state conditions in the mobility. With activity-based mobility models, the arrival and departure processes are not Poisson, and the density of locations vary with time as people enter and leave locations according to their activities. Thus, the device densities at these locations are not the same throughout. The mobility of individuals create time
varying interactions, creating completely different network characteristics during a normal day. Thus, the assumptions of steady state conditions do not hold.

As the authors themselves claim, the mobility model in [83] is a highly simplified representation of human mobility. Because they apply this model for low density regimes, they neglect the correlation between multiple infected devices in a susceptible devices’ range. In a wireless network, this can cause congestion and interfere with the infection propagation process (for example, packets collide, and interfere with each other). In real networks, density varies with time and location, and thus a model that works for low density regimes does not work for high density locations.

Simulation studies using network simulator (such as NS-2) on the other hand represent excellent detail in malware’s implementation, protocols required, and the physical layer. This level of detail to represent the per-node behavior makes them unlikely to be applied to large networks. Simulations with NS-2 for networks with 500 devices in a single location take wallclocks of over 30 hours to simulate 4 hours of device interactions. Thus, most existing studies that use simulation are limited to small scales of 100 or 200 devices at most. Other simulation studies in the network science (for example, [94]) do consider a large number of devices, but at the lowest level their simulations use compartmental models assuming uniform mixing. They also fail to consider aspects related to the nature of the communication medium. The uncertainties included in wireless communication cannot be completely neglected while studying their propagation.

Our goal here is to study large scale networks with millions of devices and study aspects to answer policy-and system-level questions. Our approach is to consider an intermediate option that represents the nature of the malware, the communication protocols, and infrastructure in an abstract manner and use realistic networks that evolve as people go about their activities. At the lowest level, the network we construct reflect realistic nature of human mobility and aid in the construction of more realistic device interactions that can change the spread characteristics.
Table 2.3: Comparison of EpiNet with other approaches in literature. We highlight the important aspects of each previous work and list the differences from our work.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Analytical results [99]</th>
<th>Simulation based computational models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Random mobility [98, 100]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mobility model based on real data [94]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EpiNet</td>
</tr>
<tr>
<td>Scope</td>
<td>Single location/city area</td>
<td>Single location</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large area</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large area</td>
</tr>
<tr>
<td>Temporal Scale</td>
<td>1 second</td>
<td>ms. / µs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time unit (time to infect)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time unit (30 s. resolution)</td>
</tr>
<tr>
<td>Spatial Scale</td>
<td>meters</td>
<td>meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>meters</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Random waypoint model</td>
<td>Random Waypoint, Random Walk, Random Landmark</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cell tower position from mobile call data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Activity-based mobility model – assigns locations</td>
</tr>
<tr>
<td>Device interaction network</td>
<td>Dependent on mobility model parameters</td>
<td>Based on mobility models</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Homogeneous distribution of devices within each tower</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heterogeneous distribution of devices based on activity locations</td>
</tr>
<tr>
<td>Within-host Malware Model</td>
<td>Analytical expression</td>
<td>Detailed implementation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Compartmental models (SI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Both high resolution and low resolution models</td>
</tr>
<tr>
<td>Detection</td>
<td>Can be represented in certain cases (model specific)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can be implemented</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not studied</td>
</tr>
<tr>
<td>Control mechanisms</td>
<td>Can be done individually for each model</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can be implemented</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not studied</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expressive, adaptive &amp; non-adaptive responses</td>
</tr>
</tbody>
</table>
Malware, also known as malicious code, malicious software, or worm, refers to a program that is covertly inserted into a system with the intent to compromise the confidentiality, integrity, or availability of the victim’s data, applications, or operating system [65]. Mobile malware, although a mere nuisance so far, is starting to become a significant external threat to individuals and organizations [38]. Current and next generation smart phones come equipped with wireless technologies for short range communications, e.g., Bluetooth. While these are useful to form dynamic, ad-hoc networks (also called MANETs), they provide a new avenue for increasing the device-to-device spread of such malware.

Existing simulation platforms [76, 85, 41, 2] can provide a detailed network representation. They have one major drawback – they perform simulation at packet level and do not scale to large, dynamic, device deployments. Other methods [103, 89] use traces gathered from real sensor deployments for malware studies. The problem with trace data is its limitation to the location of the sensors. So, it is only useful for within location modeling of the malware and cannot be used for large spatial area used in realistic studies. Some studies use random mobility models (models such as random waypoint, random walk, random landmark, etc.) [98, 100].

All the above approaches have the following limitations:
1. Lack of detailed dynamic device structure. Previous work uses aggregate or collective device network models with unrealistic assumptions of node distributions and interactions. Where sensor data is used, the interactions cover a smaller region, a building or a large conference hall, or some buildings within a campus.

2. Simplistic mobility models. Mobility has a significant impact on worm dynamics. However, most prior art uses simple mobility models (e.g., random waypoint, random landmark, etc), which are known to be very different from realistic urban mobility models. Human mobility shows a high degree of temporal and spatial regularity and a significant probability of returning to highly frequented locations [40]. There is a lack of real data on urban mobility and collection of such data involves privacy and logistical issues.

3. Scalability. Existing approaches make several assumptions to improve scalability at the expense of accuracy. These techniques are not able to scale beyond a few hundred nodes once any of these assumptions are relaxed.

Following the analogy with human epidemics, researchers have defined Internet epidemiology (e.g., [63]) as the study of the spatio-temporal spread of malware on communication networks. In this dissertation, we are interested in wireless epidemiology – the study of malware spread over digital devices using primarily short range contacts. A number of mathematical and simulation based approaches have been proposed to study epidemiological problems in wireless networks [83]. A promising approach that has evolved in the last few years is best termed as a “network-based approach”, in which a detailed representation of the underlying communication network is used along with parameterized models of infection progression and transmission. In this dissertation, we propose to use a synthetic population and their activities to generate mobility patterns. The arrival-departure at individual activity locations are converted to proximity network representations. The simulations are conducted by a parallel discrete-event simulator. In this chapter, we discuss the simulation environment and the modules we have created within the framework to study mobile malware.

In this chapter, we present EpiNet, a parallel, agent-based simulation environment that scales to
large, dynamic networks. We describe the construction of the proximity-based networks within locations to study the spread of proximity malware using Bluetooth interface. We discuss methods used to construct realistic communication networks that are used to study the spread of malware over the cellular infrastructure through short messaging service (SMS) and/or multimedia messaging service (MMS). Any network-based approach consists of a parameterized model of infection progression – within-host and across-host propagation models. We describe this model next. We discuss the calibration of these models using calibration experiments. Lack of real data on actual malware spreads makes this process hard to validate. We use controlled simulation exercises to calibrate and validate the model for the malware. We then describe the EpiNetsimulator and its algorithm. We implement this algorithm as a parallel simulation tool using the message passing interface (MPI) library. We also discuss the interventions schemes that are implemented within the framework.

To the best of our knowledge, this is the only modeling environment that scales to millions of devices over large urban areas. The modeling environment provides an expressive environment to specify and study several complicated static and dynamic intervention schemes.

### 3.1 The EpiNet Infrastructure

Figure 3.1 is a pictorial representation of the modules in the framework. In general, the framework we describe in this section is applicable to study any kind of malware spreading through wireless networks. In this chapter, we describe the framework under the assumption of malware that spread in mobile handheld devices such as smart phones and consider only proximity networks. The framework consists of two phases as outlined below:

- **Construction of realistic contact networks.** We construct device contact (or wireless) networks using activity-based mobility of people. This mobility model considers mobility based on activities they perform during a *normative* day and constructs proximity networks.

- **Construction of abstract worm model.** We construct a high-level model for the malware based
Figure 3.1: The EpiNet Simulation Infrastructure. The infrastructure contains aspects of realistic network creation and abstract simulation of malware.

For the construction of a realistic wireless network to study the spread of the malware, we consider a synthetic population as generated in the Simdemics simulation framework [8], primarily used for human epidemic studies. The Simdemics framework considers activity-based mobility models to obtain mobility patterns for this synthetic population. Because devices are carried by people, we also consider the same models to mimic device mobility. Modeling the worm helps in abstracting the details of the wireless protocol and the worm behavior and improves scalability. More detailed explanation of the modules is provided in later sections.

3.2 Construction of Realistic Networks

3.2.1 Construction of Realistic Proximity Networks

Construction of a wireless network is important for evaluating any network protocol or algorithm. Wireless networks are constructed randomly or through synthetic data. There are benefits and
drawbacks in each of these methods and the problem studied guides the method. In this proposal, we are interested in studying the problem of wireless worms that spread through personal communication devices. So, modeling human mobility accurately is important to observe a realistic nature of the malware. Further, modeling actual human mobility also helps us to create wireless contact networks that are different from random networks.

In this section, we describe the activity-based mobility model (ABMM) used for generating human mobility. First, we describe the synthetic population that forms the basis for the activity-based mobility. Second, we describe the generation of activities for the synthetic population. Lastly, we describe the process of converting the activities into wireless networks of a certain range.

### 3.2.1.1 Synthetic Population

![Arrivals and Departures at activity locations created by the activity-based mobility models. Both arrivals and departures vary temporally and do not follow any particular pattern for the locations. They also vary across location types (not shown here). (a): Arrivals at the location for the day; (b): Departures from the location for the day.](image)

A pre-requisite to the understanding of the spread of wireless malware is a realistic representation of the wireless network we need to study. Mobile devices and smart phones are used by people going about their daily activities and using devices when required. These activities expose the
devices to other smart devices and networks—creating dynamic and arbitrary network structure. In this proposal, we use synthetic population generated by the Transportation Analysis and Simulation System (TRANSIMS) developed at Los Alamos \cite{5} to construct realistic wireless networks. TRANSIMS has been extensively used for several transportation studies. In this section, we briefly discuss how TRANSIMS generates the synthetic population to provide perspective for the future sections where we construct wireless networks created by devices carried by the synthetic population.

![Figure 3.3](image)

Figure 3.3: Temporal Degree Distributions at different location types. Degree distributions for a work and shopping activity location at 8:30AM, 9:30AM, 10:30AM, and 11:30AM, respectively. As the day progresses, the number of people in each location increases and the network created has slightly higher variance in the people’s degree. This discrepancy is more pronounced for shopping locations than work locations. (a): Work location; (b): Shopping location.

The basic algorithm for the construction of a synthetic population is based on aggregated, block group level, census data. Data about land use and demographic information, combined with survey data from thousands of households, is employed to create a household location for the synthetic population. The output of the synthetic population generator is a *proto-population* \footnote{A collection of synthetic individuals, each associated with demographic variables drawn from census data.}. The synthetic population was constructed for conducting micro-simulations in activity-based models using...
aggregated demographic characteristics in a four step process. A sequence of daily activities and the locations where these activities are performed is determined for each person, based on activity surveys, travel time, and land use data. At the end of these four steps, TRANSIMS produces positions for the people in the synthetic population on a second-by-second basis for a large metropolitan area and has effectively been used to construct detailed mobility patterns for entire cities. We use this synthetic population and activity sequence for each individual to construct networks.

Figure 3.2 shows the arrival and departures at a location. These arrivals and departures do not follow any particular distributions. As a result of these arrivals and departures, the density of locations are time varying, creating very dynamic wireless networks. Further, the density of every location does not follow the same pattern and depends on the time of day and kind of activity location. Over a larger physical region, the activities create components with differing spatial and temporal characteristics. The temporal degree distributions at different locations are shown in Figure 3.3. Here, we assume a certain area for each location and construct a random geometric graph (RGG) and plot the degree distributions for different times of the day.

Figure 3.4: Activity duration distributions at two different locations in the NRV dataset. The activity durations are not similar across all locations.

Figure 3.4 shows the activity durations at two different locations in the New River Valley dataset. Clearly, the activity durations at each location are different and are based on the individuals' activity patterns. For location 353497, the activity duration is exponential while location 339886
has a completely arbitrary distribution. The activity patterns generated in TRANSIMS provides the basic information required to construct interaction networks. For human disease models, the arrivals and departures at locations is used to determine interaction networks at locations. Similarly, for the study of wireless networks, we construct device networks that are created at locations. This network is constructed by modeling sub-locations.

3.2.1.2 Modeling Sub-locations

The activity-based mobility model generates information regarding the participants in the network created at locations. The actual wireless link at each individual location is required to study wireless networks. This is performed by modeling sub-locations. In this section, we describe the process of converting the activities into a wireless network which is then used to study the propagation of the worm. A sub-location is defined as a smaller area within a location that models the range of devices. We use sub-location modeling to build a device contact network within a location. Throughout this proposal, we refer to device contact network and device network interchangeably. It is an abstraction that allows us the flexibility to model range of a wireless interface. Because we are interested in studying Bluetooth devices, we model Bluetooth networks. Nevertheless, the sub-location modeling approach provides a clean abstraction to model mobility within location and wireless propagation effects. Abstractly, one can assume that devices co-located in a sub-location can communicate. Combining multiple neighboring sub-locations can provide inter-sub-location links. Simply by altering a devices’ sub-location, we can model time varying links between sets of devices.

Currently, we just model wireless medium without errors and neglect indoor propagation effects. We assume the range of Bluetooth devices to be 10 m as for Class II Bluetooth devices. Before going into the details, we make the following assumptions while generating the wireless networks:

- Although transit between activity locations can contribute to the spread of the malware, we neglect them. Nevertheless, transit can be modeled as an activity, with transit time as visit durations at a transit location, and worm propagation modeled. For the purposes of this
proposal, we neglect the transit locations.

- At present, we do not consider mobility of devices within locations. All devices are assigned random positions within the location and they remain there until the end of the activity. Essentially, we create a geometric random network within locations and use this to study the propagation.

- Because we do not have data regarding the areas of the locations where the synthetic population performs activities during the day, we make assumptions based on the occupancy of the locations. Currently, our studies can be conducted with varying densities to study the effect of density on the spread.

- We also make some assumptions that improve the scalability without significant change to the spread. We assume the arrivals and departures of people at activity locations rounded to 5 minute intervals. Although this alters the arrival and departure, it does not significantly impact the spread dynamics while improving scalability of simulations.

We divide each activity location into multiple areas called *sub-locations*. Unlike social contacts of people where physical proximity has no bearing, device contact networks are formed by devices in range. Modeling sub-locations helps to isolate events and provides an opportunity to parallelize the algorithm used in the study. Now executing events at sub-locations are independent of other sub-locations. Because wireless networks are based on distance, there is some dependency between sub-locations and is handled correctly at simulation time. Modeling sub-location in this way only creates a coarse device network; i.e., all devices belonging to a sub-location are connected to each other and form a clique, irrespective of the actual physical distance. Some of these devices may be out of range when considering a particular communication protocol. During simulation, the actual distance between devices is taken into account, and worm propagation occurs only among devices within *range*. Sub-location modeling provides flexibility to use different models for assigning devices to sub-locations, helps consider mobility of users, and allows different wireless technologies with varying ranges to be emulated. For example, to change the wireless technology to be IEEE 802.11 based ad hoc networks, we need to change the size of the sub-location and the range the simulator
uses while propagating the infection. The simulator can be extended to handle link reliability and signal propagation internally.

Figure 3.5: Modeling Sub-locations for creating wireless networks. Device network created through sub-location modeling. Solid (green) lines indicate devices in range and dashed (red) lines indicate out of range devices.

The sub-location modeling follows the following steps:

1. Compute occupancy of the building using the activity information.

2. Assign an area to each location based on the occupancy of the location. One can obtain this from actual building data, but for lack of this information, we are assuming the area. Sometimes, we assign the area based on the required density value for the locations.

3. Assign random positions within this area when people arrive at the locations. These positions will also be the device positions in the location. In Figure 3.5, devices $a$–$f$ are assigned random positions in the location and are shown in those positions.

4. Divide the building into grids whose size is derived based on the range of the device being simulated. In this case, we are using the range of Bluetooth devices, $10$ m. We choose a grid with side of $10$ m to approximate the range of Bluetooth devices. Figure 3.5 shows the grids of side $10$ m marked with numbers for each grid cell.
5. Form sub-location such that devices in adjacent grid positions are added into the same sub-location. This implies that each sub-location contains multiple neighboring grid cells obtained in step 4. From Figure 3.5, ‘Sub-location 5’ has all the grid positions from 1–9 in the sub-location, implying that all nodes $a$–$f$ belong to the sub-location for grid position 5.

6. Output the sub-location allocation into a file for the simulator to process.

In Step 4, we consider a certain block size of $10\ m \times 10\ m$ for Bluetooth proximity networks to divide the location into grid cells. The block size is derived from the range of the wireless technology we consider and can be appropriately varied to consider different technologies. For IEEE 802.11 based wireless network, we can consider a grid size of $250\ m \times 250\ m$ (if we assume a range of $250\ m$ for the interfaces). The grid blocks are used in Step 5 to form sub-locations and decide the devices’ sub-locations. For example, from Figure 3.5, Sub-location 5 consists of devices in all the neighboring grid cells (devices marked $a$–$f$). This is required to consider as devices can reach beyond the grid boundaries. We actually model duplicates across sub-locations to account for this. The network provided as input to the simulator consists of a clique among all devices inside the sub-location. Actual links are modeled inside the simulator. Figure 3.5 shows the edges in range marked as solid (green) lines and links that get dropped (in the simulator) for being out-of-range as dashed (red) lines.

### 3.2.2 Construction of Realistic Communication Networks

In addition to the proximity spread, current generation mobile malware also replicate through short-messaging service (SMS) and multimedia messaging service (MMS) and instant messaging (IM) clients. There are several instances of mobile malware that spread using different media in addition to Bluetooth [29, 57] and use SMS or MMS messages as a medium of replicating on susceptible devices. Realistic communication networks – e-mail, SMS/MMS and IM networks – are required to study such malware, predict their dynamics, and study aspects of their control. As instant messaging on smart phones is gaining in popularity, it can potentially serve as the next targeted application. Thus, any framework that models mobile malware has to be able to construct
and use these communication networks for estimating the dynamics and the efficacy of the countermeasures. In this section, we discuss Session Generator (SG), a synthetic mobile traffic generation platform, to construct SMS, MMS, and the IM networks. The session generator has been used as a means to generate synthetic voice calls based on existing statistics for mobile phone calling patterns in literature. In this section, we present the use of this module in the study of malware propagation over SMS/MMS networks. We show the architecture of the module and its ability to construct statistically accurate sessions based on the given input statistics and use it to construct the social networks that are used to propagate the mobile malware.

The SG module has been presented as a part of the Synthetic Spatio-Temporal Relational Session Modeling (SSRSM) environment in [9]. The SSRSM framework has been employed to undertake a couple of studies: primary markets for dynamic spectrum access (DSA) [10] and interaction between communication and transportation infrastructures [6].

### 3.2.2.1 Teletraffic analysis and statistics

A significant amount of research has been conducted on network traffic analysis in wireline networks, LANs, and Internet, e.g., [78, 32, 26, 48, 17]. These studies have established that the network traffic does not follow Poisson and that the nature of the traffic is bursty. In the case of wireless networks, there have been a number of studies for very small networks, e.g., local area networks within small regions, such as a campus or a conference site [4, 55, 91]. The more recent study on a real wireless personal communications network presented in [87] provides a much better understanding of voice call patterns in real, current generation networks. Cellular call data has been used in other ways to understand aspects of human mobility [40] and spectrum usage patterns [97] in next generation dynamic spectrum management.

The problem with this data is that it contains proprietary information of service providers and their subscribers and has significant privacy concerns. Most of this data is for internal consumption to design better backhaul networks to carry service provider traffic over the wired infrastructures. Some publications like [87] hide the actual data, and the calling patterns released in the paper are
scaled. The location and the network where the data is collected is also hidden.

The goal of the session generator we implement are as follows:

- Provides researchers access to a tool that can generate synthetic traffic. Integrates public data and statistics collected in surveys and third party data providers and generates realistic traffic patterns (voice calls, data traffic, etc.). This data can be combined to generate individual level calling patterns for studying different problems.

- Generate the communication networks based on the observed output. The communication patterns seen as a result of creating sessions from these statistics provides the interaction network that can then be used to study aspects such as malware propagation, information diffusion over digital devices, and others.

### 3.2.2.2 Architecture of the Session Generator

Figure 3.6 shows the high level architecture of the SG module. The SG is an event-based simulator that generates communication patterns for individuals in a synthetic population. The communication patterns can be voice calls or data channels between individuals (peer-to-peer communication). The patterns between two individuals are dependent on the contact durations derived as a result of the activity-based mobility of individuals. It is these patterns that we use in this dissertation to construct the communication network for simulating and studying the short messaging service (SMS) based malware propagation.

The inputs to the session generator consist of the following:

1. Statistics for the sessions to be generated. This includes either individual or system-level statistics for several parameters: number of arrivals, duration of the channel, and the input distributions to these parameters (standard or arbitrary distributions).

2. Demographic based assignment of devices. SG uses a device assignment based on systematic classification and regression tree (CART) on public data set from National Health Interview
Survey (NHIS) [21].

3. Population demographics for which the sessions are generated. The demographics of the people making the calls and using sessions to communicate. This includes age, activities, and activity types for consideration in the generation of sessions.

4. Social contact network. The social contact network is generated based on the activities performed and includes the set of people an individual can potentially come in contact with. This super-set of social contacts is then used to guide the selection of communicating individuals based on data about peer-to-peer communication patterns.

The outputs from the session generator are the sessions of the individuals in the population, the start, duration, and devices used for the session.

Figure 3.6: Architecture of the Session Generator implemented for constructing realistic communication networks. The boxes with color fills correspond to the actual parts of the SSRSM that are used for generating the calls to build the communication network.

3.2.2.3 Implementation of SG

SG is implemented as a simple event-based simulator where the arrivals and departures of communication instances are events. Each event is processed independently to create sessions for the
Figure 3.7: Example input statistics for the Session Generator. Input statistics for the number of arrivals and session duration distribution to model communication patterns of individuals. These arrivals decide the frequency with which the calls are made in the synthetic population.

The current implementation uses global hourly arrival rates as the input to generate the Arrive event for the individuals. This statistic is obtained from [97] and we scale this to different configurable values to obtain realistic arrival patterns. Note that the data provided in [97] are scaled and we do not know the exact values. We conduct a parametric evaluation of the scale and use it to generate the sessions. The base values of the unscaled number of arrivals for each hour during the day is shown in Figure 3.7a. When the Arrive event is executed, the other end point can determined from the social contact network based on several parameters. We select random individuals from the population to satisfy this arrival rate. The other set of input statistics we use is for the duration of the communication channels between individuals. We use LogNormal distribution for modeling the session durations based on [56]. Note that the session duration is different for each application; we are not interested in mimicking the application but need a communicating link to generate the communication network.

The EpiNet simulation framework initializes each individual device with the set of edges based on this network. When a device becomes infected, it propagates the infection by selecting individuals (at random or based on frequency of contact) from this social network. We consider different studies
to determine the effect this has on the propagation of hybrid malware that spread over multiple
interfaces available in a mobile device. The implementation of the SMS/MMS diffusion process is
described in Section 5.6.1. The propagation dynamics of the SMS/MMS and hybrid malware are
studied in Section 5.6.

3.3 Within-host malware model

Malware studies in literature model the nature of the malware at different levels. Mathematical
models use the protocol of the malware to devise a concise way to represent the conditions that
matter to the spread of the malware. In this chapter, we propose one such high level model to
represent the characteristics of the malware. We approach the model as a representation of the
malware in each individual and use it the agent-based framework proposed here. First discuss the
aspects of the Bluetooth malware and the steps it takes to propagate itself to other susceptible
devices. Our model requires calibration to provide realistic results. We describe the experiments
we conduct to calibrate the model and use the calibrated model for validating the results. The
validation is performed in comparison with detailed simulations conducted with NS-2, a network
simulator. We then discuss the preliminary work we have conducted in reducing the model to
improve scalability of the model to target large scale studies. We propose to study this in more
detail in the future.

3.3.1 Modeling the Bluetooth Malware

In this section, we describe the design of the Bluetooth malware model. We follow a top down
approach: Firstly, we discuss the malware protocol, i.e., the stages of an infected device during
each infection cycle. Secondly, we describe the design of the model based on this protocol. Thirdly,
we discuss the characterization experiments we conduct using NS-2 to calibrate the high level model.
We discuss the parameters of interest for the characterization. Lastly, we discuss the validation of
the model using the calibrated model. Table 3.1 defines some terms used in the malware protocol
description.
<table>
<thead>
<tr>
<th>Terms</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{to\text{resp}}$</td>
<td>Maximum inquiry responses expected by the inquiring device during an inquiry request. When an inquiring device receives $N_{to\text{resp}}$ responses from neighboring devices, the inquiry terminates and the next process is begun.</td>
</tr>
<tr>
<td>$N_{\text{resp}}$</td>
<td>Actual number of inquiry responses received by the inquiring device. This effectively means that the inquiry process timed out.</td>
</tr>
<tr>
<td>$T_{to\text{inq}}^{\text{inq}}$</td>
<td>Inquiry timeout value when the inquiring devices terminates the inquiry and proceeds to the next stage. This is the total inquiry time when $N_{\text{resp}} &lt; N_{to\text{resp}}$.</td>
</tr>
<tr>
<td>$T_{\text{inq}}^{\text{inq}}$</td>
<td>Actual time to complete the inquiry request. If $T_{\text{inq}} &lt; T_{to\text{inq}}^{\text{inq}}$ then the inquiry stage completed with $N_{\text{resp}} = N_{to\text{resp}}$. If $T_{\text{inq}} = T_{to\text{inq}}^{\text{inq}}$ then $N_{\text{resp}} &lt; N_{to\text{resp}}$.</td>
</tr>
<tr>
<td>$T_{\text{inq}}^{\text{n}}$</td>
<td>Time taken for a particular inquiry request to return the response from a neighboring device. This time is measured from the time the $n^{th}$ inquiry request was started till the time the $n^{th}$ response was received from a neighboring device.</td>
</tr>
<tr>
<td>$T_{\text{inf}}$</td>
<td>Time taken for a new device to be infected. This time includes the time taken to page the device and the times to communicate with the device to determine its susceptibility and finally infecting it if susceptible.</td>
</tr>
<tr>
<td>$T_{\text{idle}}$</td>
<td>Idle time between infection cycles. Following every infectious cycle, each device reaches an idle state and remains un-infectious for the idle duration $T_{\text{idle}}$.</td>
</tr>
</tbody>
</table>

Table 3.1: Bluetooth Protocol and malware Parameters
3.3.1.1 Malware Protocol

We briefly describe the malware protocol in [98] for completeness. The Bluetooth malware follows four distinct steps during the infection cycle— inquiry phase, page phase, infection phase, and idle phase. During the inquiry phase, the infected device gathers information about the neighborhood. During this phase, the inquiring (or an infected) device sends inquiry requests and waits for responses from other devices. The device continues to perform this until it receives $N_{\text{inq}}^{\text{to}}$ responses or the request times out in $T_{\text{inq}}^{\text{to}}$. The infected device maintains a neighbor list consisting of nodes that respond to the inquiry. Only devices that are discoverable respond to this message. After $T_{\text{inq}}$ seconds, the infected device enters the infection phase, where it processes $N_{\text{inq}}$ neighbors, one at a time. This phase involves sending a page request to each neighboring device and obtaining a page response, sending a message that verifies the condition of this neighbor. The neighbor’s condition is either susceptible, not susceptible, or infected. The susceptible node then receives the malware packet with payload to cause the infection. If the neighboring device is not susceptible or is already infected, then the packet is not transmitted. The infected device then repeats these steps with all devices in the neighbor list. Once the entire neighbor list is processed, the infected node becomes idle for $T_{\text{idle}}$ before restarting the infection process with a fresh inquiry process.

Our modeling approach incorporates the malware protocol as a probabilistic timed transition system (PTTS) called the malware manifestation. This model represents the various stages of the malware protocol executed by an infected device. The timing of the transitions and the probability of being in particular states of the manifestation is obtained from simulation studies. In these calibration experiments, we conduct a detailed simulation using packet accurate small scale malware simulations with tools like NS2 [76] or Qualnet [85]. In Section 3.3.1.2, we describe the PTTS model for the Bluetooth malware. Further, in Section 3.3.3, we provide information regarding the validation of the model and compare it to the results obtained from the detailed simulation results.
3.3.1.2 Malware Model

The malware model is built to abstract the details of the actual detailed Bluetooth protocol. Figure 3.8 shows the malware modeled as a PTTS. Though [99] models the Bluetooth protocol analytically, the several modeling assumptions regarding homogeneous distribution of devices and steady state conditions do not occur in realistic wireless networks. Building analytical models accounting for the realistic conditions is intractable. Detailed simulation studies on smaller scales do not result in actionable information to tackle the malware spread and study its true impact. Abstract simulations by using abstract models for the malware under realistic network conditions motivated the modeling approach we take.

Figure 3.8: Behavioral model for the Bluetooth malware characteristics or the manifestation of the malware.

Initially, all nodes are susceptible and remain susceptible until they become infected through the simulation. When conducting the simulation study, we consider some nodes as infected initially and force this transition on these nodes. Once a node becomes infected, the node incubates for a certain time, denoted by $T_{\text{inf}}$. This is the time taken to actually pass the infection to a new node and is lumped in the incubating state. This time is obtained from the $T_{\text{inf}}$ histogram. When incubating,
the node cannot infect any other susceptible nodes—i.e., the node is not infectious. Once the device is infected, the malware begins executing its protocol. The protocol begins with an idle state where it waits for a certain idle time, $T_{idle}$, without spreading the infection. $T_{idle}$ is a malware specific parameter that can change based on the malware characteristics and indicates the time between two infection cycles. After this the malware enters the infection cycle by becoming infected. In the model, the infected device does not spend any time in the infected state and moves either to timeout with probability $p$ or to inquiry with probability $(1 - p)$, where $p$ is the probability that the node’s inquiry terminates without receiving any response. This incorporates the conditions when the inquiry terminates with no responses or obtains at least one response. The probability $p$ is obtained from the $T_{inq}$ histogram. Once in the timeout state the malware spends $T_{to_{inq}}$ time and returns back to the infected state. Because there are no neighbors discovered, the node has to perform another inquiry after $T_{idle}$ time. If the node picks the inquiry state, after a $T_{inq}$ time it shifts into the infectious state when the infectious cycle begins. The time spent in these set of states depends a lot on the Bluetooth protocol and its functioning. Therefore, the probability $p_t$ of choosing a certain cycle time $t : t \in (1, n)$ is deduced from the $T_{inf}$ histogram. This is represented in the disease model as $b_t$ branches with $t$ states in each branch. In each state $b_t^i$ where $i \in (1, t)$, the probability of infecting at time $i$, $p_{inf}^i$ is derived from the $T_{inf}$ histogram. After the last state in branch $b_t$ the node moves back into the idle state and the next infection cycle continues until the node remains infected or simulation is complete. Here, we make an important assumption: we assume that the probability of infecting a susceptible node at time $t_1$, $p_{inf}^{t_1}$ is independent of $p_{inf}^{t_2}$ at the next instant $t_2$. From our validation results in Section 3.3.3, we find that this seems to work very well.

### 3.3.2 Model Calibration

The model in Figure 3.8 has aspects of the Bluetooth protocol that require calibration. To perform this calibration we conduct detailed simulations in small settings to obtain certain parameters that are used to calibrate the model. Further, because we are studying the Bluetooth malware, the parameters of interest are derived from the aspects of the Bluetooth protocol that matter in the
spread of the malware.

### 3.3.2.1 Calibration Experiments

The experiments were performed using the detailed simulation implemented in NS-2 and specific parameters required were analyzed and obtained from the experiments. We have implemented a Bluetooth malware model in NS-2 for this study using UCBT model for Bluetooth protocol stack [93]. As detailed simulations are not scalable, we consider a single location with 700 people arriving and departing at various instants during the 4 hour interval of the simulation. The arrivals and departures are based on the activity-based mobility model and the arrival and departure times are rounded to 300 s intervals—no new arrivals/departures during the 300 s interval. We assign an area of $120 \times 120m^2$ to the location and generate the device positions randomly in the area. We neglect mobility of devices in the location and the device remains at the same position allocated for the duration of the stay. We randomly select the individual to be infected and start the spread of the malware. We make some assumptions for the purposes of simplifying the calibration experiments. Nevertheless, they do not alter the procedure for a study dropping some of these assumptions.

- **All devices are discoverable.** This ensures that all devices respond to the inquiry request from any neighboring device.

- **All devices are connectable.** This means that connections can be established to all the devices irrespective of their status, infected or susceptible.

- **All devices are susceptible.** For the purposes of the calibration we are assuming that all devices are in either of the two states, susceptible to being infected, or infected.

- **No errors are introduced in the medium.** The wireless transmissions are error free and the malware inquiry request or the malware code itself have no errors during transmission.

The parameters of interest from this study are outlined in Section 3.3.2.2. We extract these parameters and use them to calibrate the model. The calibration experiments take approximately 48
Figure 3.9: Results for inquiry and infection time obtained from the detailed simulations. (a): Inquiry time distribution from detailed simulations conducted at a particular location; (b): Infection time distribution from the same simulation study.

hours for a simulation duration of 4 hours. Clearly, this cannot be used to make a detailed study and analysis of the malware at a decent scale.

### 3.3.2.2 Calibration Parameters

From the malware protocol described in Section 3.3.1.1 it is clear that the inquiry process has to complete either with the $N_{resp}$ number of responses, or the inquiry terminates after $T_{ing}$. Because every Bluetooth interface is performing frequency hopping, the time taken to receive a response from a neighboring device is a random number. Similarly, the time taken to complete the inquiry request is also a random number but depends on the density of devices in the neighborhood and $N_{resp}$. Figure 3.9a shows the distribution for the inquiry time for the detailed simulation studies. Once a device is infected, it periodically cycles through an idle phase during which it does not propagate the infection, and a infectious phase. The total time the infected device spends in the idle phase is constant idle time $T_{idle}$. The total time the infected device continuous to infect other devices ($T_{inf}$) is dependent on $N_{resp}$, the number of those with which a connection can be established.
and whether the connected device is infected or susceptible. Figure 3.9b shows the distribution for infection times in the detailed simulation study. Thus, the parameters we are interested in evaluating from the detailed simulations are the distributions for $T_{\text{inq}}$ and $T_{\text{inf}}$, $T_{\text{idle}}$ value for the malware distribution, and the probability that the inquiry times out (obtained from the last bar in the $T_{\text{inq}}$ distribution).

### 3.3.3 Validation of malware Model

Before using the model to conduct the studies for the spread of the Bluetooth worms, we first need to validate the model. We validate the malware model (Section 3.3.1.2) by comparing the results with detailed packet level simulation using NS-2. For this comparison, we first calibrate the model from exact simulation with specific parameters— inquiry time and infection time distributions and inquiry timeout. We use the calibrated model for validation. We implement a Bluetooth malware model in NS-2 using the UCBT’s Bluetooth [93] implementation. Because packet level protocol simulations are not scalable, we consider scenarios with 100–400 devices in a single location, with activities over a 4 hour period during the day. Note that we use activity-based mobility model in NS-2 for the calibration and validation experiments. The malware packet size of 20,000 bytes and probe packet of 27 bytes were used for the simulation studies as in [99].

The assumptions for the calibration experiments hold here as well. For the experiments with the EpiNet simulator we use the abstract Bluetooth malware model we describe in Section 3.3.1.2 and calibrate it with the experiments in Section 3.3.2.1. We compare the results of the simulations in terms of the number of infections and the time taken. We find that the EpiNet study for the same one location scenario in the calibration experiments takes 25 minutes (the detailed simulation study takes approximately 48 hours or 2 days to complete the same).

Figure 3.10 shows the comparison between the cumulative infections in the NS-2 simulations and EpiNet. We find that the results are comparable and extremely close. Considering that the simulation granularity for EpiNet is $1 s$, the infection growth tracks the growth observed by the detailed simulations. Figure 3.10a shows the comparison between various seeds of EpiNet’s simulations with
Figure 3.10: Malware Model Validation with NS-2 Simulations. (a): Comparison between NS-2 simulation results with the results from the malware model at work location 2; (b): Effect of characterization at location on simulation of another location.

NS-2. Here the model is calibrated using NS-2 simulations from the same location. For example, if work1 was the location used to calibrate the model, EpiNet is run on the same location with the calibrated model. In the large scale simulations that we need to study, there are tens of thousands of activity locations and so the model cannot be calibrated for each location individually. We also need to validate is the impact of using the model in location \( L_2 \) while the model is calibrated using \( L_1 \). Figure 3.10b shows exactly this. We calibrate the model using location work1 and use it on the different locations (work2 and work3). We find that using a different location to calibrate the model does not affect the results significantly. There are slight differences, but they are marginal when compared to the benefit we gain by using a model calibrated from a single location across all locations.

Figure 3.10a shows the comparison between the exact simulation and the Bluetooth malware model for a location. We can see that the simulation using the Bluetooth model tracks the infection CDF for the packet level simulation. The time taken for the NS-2 simulations for this setting was 48 hours (2 days); the simulation using the malware model with EpiNet took 10 minutes. There is a huge time advantage in using the high level simulation, and the accuracy is good in comparison with the detailed simulation. For this comparison, we have characterized the models using the \( T_{inf} \)
histogram for location $l\left(H^l_{inf}\right)$ with 1 s as the width of each interval (for example, any $T_{inf}$ between 0 and 1.0 s is counted in bin 1, and so on).

### 3.4 The Parallel Simulator

In this section, we provide the details regarding the parallel simulator in the EpiNet framework. We implement a parallel discrete event simulator (PDES) where arrival, departure, and disease update events are executed to perform the simulation of malware propagation at activity locations. The basic structure of the simulator is borrowed from the human epidemics simulator, EpiSimdemics [8].

EpiSimdemics is a scalable parallel algorithm to simulate the spread of contagion in large, realistic social contact networks using individual-based models. It is an interaction based simulation of a class of stochastic reaction-diffusion processes [8]. The scaling in EpiSimdemics is obtained by exploiting the semantics of disease evolution and scales to 100 million individuals.

There were several modifications made to EpiSimdemics to study mobile malware. EpiSimdemics exploits the semantics of disease evolution and performs several optimizations and thus achieves scalability. The same does not hold for mobile malware as they have completely different characteristics: 1. *Time scales of mobile malware are similar to the Internet worms while the spatial nature is similar to human epidemics.* An infected device becomes infectious immediately after the infection and does not have the same incubation period as a human epidemic (normal incubation periods for human contagions extend beyond a day, and sometimes even weeks). Mobile malware simulators do not have the luxury of such extended incubation periods. 2. *Wireless devices can communicate with multiple devices at much larger distances.* Human epidemics have a much smaller spatial effect than certain wireless technologies. This complicates the infection processing parallelization task. This required modifications to the disease update algorithm and each agent carries the disease state to the activity location. The event handling takes care of updating the state of a device immediately after infection. The range based wireless networks reduces the parallelization capability of EpiNet, and modifications to the visits of the individual ensured that each individual is present in multiple sublocations simultaneously. This requires proper handling of the infection propagation. Details
are provided in the next section.

Each agent is an individual in the synthetic population and maintains a within-host state of the infection through a *contagion manifestation or disease model*. EpiNet embeds a Bluetooth malware’s model or manifestation within each device. The manifestation is a probabilistic timed transition system (PTTS) model of the Bluetooth and worm protocol as discussed in Section 3.3.

### 3.4.1 EpiNet Implementation

Several factors inherent in computer malware behavior require modifications to the EpiSimdemics’ algorithm summarized above. Contagions affecting humans have longer incubation periods, sometimes hours, several days, or weeks. EpiSimdemics exploits this nature in implementing the parallel algorithm. Unlike human contagions, which have longer incubation periods, mobile malware or any computer worm becomes infectious immediately after the infection. This reduces the opportunities for exploiting parallelism available to EpiSimdemics. Thus, scaling EpiNet is much harder and it is identical to a parallel discrete event simulator. The only scaling that can be exploited is the parallelization of the event execution at locations. Another aspect of the Bluetooth or wireless malware is the network. Unlike human contagions which can propagate through the air, wireless malware can spread only to devices that are in range of the infected device. In case of Bluetooth, this is 10 m, and for IEEE 802.11/11e/11n standards the range is higher. Each sub-location in EpiSimdemics creates a mutually exclusive event boundary allowing parallelization of event execution to the sub-location level. EpiNet, on the other hand, performs sub-location modeling differently, as outlined in Section 3.2.1.2, and creates random geometric graphs (RGG) in locations. This results in overlap in the sub-locations and does not allow for sub-locations to execute events in parallel as there is some dependency between sub-locations.

EpiNet implementation accounts for the newly infected devices to become infectious immediately by designing the individual to maintain a local copy of the disease manifestation. Essentially, the individual carries the manifestation to the location. When the activities of a particular individual are processed to construct the visits, in addition to creating arrival and departure events at times
when the individual arrives at a location and departs from the location, the disease manifestation is created. The creation of the manifestation for each individual allows the simulator to track the progress in the disease states of the manifestation. Because we round the arrival and departures for 300 s intervals, the arrival and departure events are executed at that granularity. The disease states, on the other hand, require much more frequent updates; in the worst cases, they are updated every second. We use the disease update events to perform the state transitions in the manifestation.

The second aspect is the distance requirement for wireless communication links. Because Bluetooth has a range of 10 m, the EpiNet simulator is required to transfer the physical location of the device at a sub-location and use this for creating communication links between devices at runtime. Only if devices are in range can Bluetooth worm propagation occur. This is a configurable parameter and can be altered for another kind of wireless network.

### 3.4.1.1 Data Partitioning and Algorithm

![Data Partitioning and Algorithm](image)

Figure 3.11: Implementation of the data partitioning and event creation in EpiNet. Each PE shares a set of locations and individuals and maintains an event queue for the events that are processed in a PE. Individuals (from other PEs) that perform activities in locations of PE-1 create events in PE-1’s event queue.

Before describing the algorithm for EpiNet, we outline the scheme used for parallelizing the data. Figure 3.11 pictorially represents the data partitioning and the way the events are created for
visits to a location. The data, in this case the synthetic population and the locations, are divided into every processing element (PE). The way this division is performed is similar to EpiSimdemics. Current implementation performs a simple division based on the individual’s identification number. Although this can provide better performance if a more intelligent mechanism is used, we do not implement it in this version. We define the PE assigned with a block of individuals and locations as the home PE. When an individual performs an activity at a location, the home PE transmits the visit information to the location’s home PE. If the home PE for the individual and location are the same, no transmission takes place. Only simulation triggered updates, such as when a device becomes susceptible or crashes – i.e., the device is removed from the simulation, or the device is patched and updated by a message to the home PE of the individual. At the location’s home PE, the arrival at and departure from the location are controlled through arrival and departure events executed at the location PE.

Each PE performs the steps as outlined in Algorithm 1 every $\Delta t$. In our simulation $\Delta t = 1$ s, although we can use any time granularity required. Step 1 computes the new infections as a result of the SMS malware for an infected device. This implements a probabilistic model for infecting the device with SMS malware. Note that irrespective of how the infection occurs, the malware we consider is a hybrid that propagates infection in either medium. Step 2 and 3 are computed for each person in the PE. computeVisits looks at the schedule of the individual and based on the activity location and start time of the visit, sends a message to the PE containing the location where the activity takes place. This happens only if the activity starts at the current value of $t$. sendVisits sends the messages to the locations (on other PEs) where the activity occurs. Note that each PE is performing these steps in parallel and continues to send messages and receive messages from the broker. When the receiver retrieves the messages through readMsgs, it constructs events for the arrival and departure of the individual and adds them to the event queue. At the end all PEs synchronize before processing the events. Once every PE has the required individuals in the locations, we can process events and propagate the infection (computeInfections). Any call to computeInfections results in new infections and each new infection is propagated to the home PE of the individual for use in the future. Locally, an infected device updates the disease mani-
Algorithm 1: The EpiNet Algorithm.

for $t \leftarrow 0; t < T; t \leftarrow (t + \Delta t)$ do

    foreach $P_i \in P$ do

        // compute new infections from SMS malware
        computeSMSInfections($P_i$);
        markInfected($P_i$);

        // send visits to location PEs
        computeVisits($P_i, t$);
        sendVisits($PE$);

        // process visit messages
        Visits $\leftarrow$ readMessages();
        makeEvents(Visits);

        // wait till all PEs obtain the data for instant $t$
        synchronize();

        // execute the events for each location
        foreach location $l_j \in L$ do

            // compute the proximity malware infections
            computeInfection();
            sendOutcomes($PE$);

            readMessages();
            synchronize();

            // update health state
            foreach $i \in P_i$ do

                updateState();
festation and creates disease update events for performing transitions through the manifestation. The `computeInfections` executes the events serially for each location in a PE. After completion of processing the events for all locations, we need to synchronize and wait for other PEs to complete this step before continuing with the next instant \((t + \Delta t)\). The infection messages conveyed to the individual’s home PE update the state of the individual as *infected* by `updateState`.

### 3.4.2 Interventions in EpiNet

The responses implemented in EpiNet can be classified broadly as (i) adaptive/non-adaptive and (ii) local (individualized) and policy oriented.

![Diagram showing response mechanisms implemented in the EpiNet framework.](image)

**Figure 3.12:** Response mechanisms implemented in the EpiNet framework. We have non-adaptive and adaptive responses that can use a combination of static and dynamics metrics. Dynamic metrics are determined through simulations. Policy-based and individualized responses are inherently adaptive and are implemented by the service provider and the individual, respectively.
3.4.2.1 Adaptive and non-adaptive interventions

Non-adaptive interventions occur before the start of the wireless epidemic and are a result of certain devices being patched for a vulnerability exploit that is released. These would be for non-zero-day malware where the fixes are available before the exploit starts to spread. If the device is not patched, then it becomes susceptible to the malware. The unrealistic assumption in such interventions is that people do not adapt to the malware and that devices that are not patched initially remain unpatched throughout the epidemic. Further, they are limited to studying interventions that are permanent, i.e., the patch completely eliminated the risk of getting infected once the device becomes exposed to the malware.

Adaptive intervention strategies, on the other hand, incorporate changes in the movement of the people and include treatments that have both temporary effects (shutting the devices off for a brief period, disallowing the use of devices in certain locations, etc.) and permanent effects (patching a vulnerability). They are strategies that primarily change over the duration of the epidemic and undergo changes in the degree at which interventions are applied. For example, while an epidemic is in progress, the level at which the interventions are applied may depend on the efficacy of the previously employed strategy. If an earlier (early during the epidemic) strategy is found to be effective, it can be repeated, targeting other devices at varying stages of the epidemic. If a particular strategy is found ineffective, a different strategy can be tried. In the interventions we have implemented in EpiNet, we can differentiate various strategies by how frequently interventions are applied and triggering conditions are checked, i.e., the degree of adaptation.

At an implementation level, a non-adaptive intervention is specified as either changing the vulnerability of a device to contract the malware, or changing the behaviors of the intervened devices. In the former case, the intervention does not change the device-device interactions, so the disease may transmit through the contact network via the same edges. But the transmissions are hindered at the intervened nodes. This class of interventions include software patching, updating signatures for malware detection, or disabling communication sub-systems if anomalous activity is detected. A device that has been patched still goes to the same places and interacts with the same devices.
as before. But now the malware cannot propagate via this device.

### 3.4.2.2 Policy-oriented and individualized interventions

**Policy oriented interventions** are patches or fixes that are propagated by the service provider or the application developer (through the software vendor or service provider) [53]. They include over-the-air (OTA) delivery of important updates from time to time without user monitoring. Individualized interventions, on the other hand, are the responsibility of the user. Depending on the user’s awareness about the latest vulnerabilities, the user patches the device regularly or uses a malware detection software (either signature-based or signature-less) to guide patching. Some individualized interventions may be simple, but temporary—for example, switching off devices in case of malicious behavior, or disabling or uninstalling the vulnerable software.

The static interventions entail device selection based on graph metrics, and the selection of devices occur outside the simulation and can be configured offline. On the other hand, dynamic responses are implemented during the simulation. We currently implement three dynamic interventions: (a) Passive self-detection, (b) Self-detection with local update, and (c) self-detection with global update. All dynamic responses are dependent on self-detection. We define self-detection as the ability of the device to recognize self-infection through signature analysis or behavior recognition. Any device that performs this detection is *informed*. The self-detection with local update implements a mechanism in which an informed device can trigger any infected neighboring device into recognizing the infection and becoming *informed*. This is only local in the sense it is possible only in the neighborhood of an *informed* device. In the global update mechanism, a central server is informed of the malware through an *infection update* message, and the central server patches devices randomly when the number of infection update messages reaches a threshold.
3.5 Summary

In this chapter, we have outlined the parallel EpiNet simulation environment with the various modules that go into it. We discuss the construction of realistic networks – proximity networks for the study of Bluetooth and other proximity based technologies, and communication networks for the study of SMS/MMS based malware. We describe the modeling procedure for the probabilistic timed transition system to model the within-device malware protocol. We also provide information on the calibration experiments we conduct to calibrate the model. We use smaller networks in controlled settings to obtain parameters, such as probability of infection and duration a device remains infectious before entering the idle state. We then validate the model with small networks of 500 devices with network simulator ns-2 [76] and find that the model represents the malware propagation very accurately. We present the parallel simulator implemented to conduct the simulation studies using the network and the malware model.

The EpiNet framework is used to study malware propagation on a 30,000 device network in the Chicago area and we find that for a simulated time of 24 hours the runtime is around 45 hours on 5 processing elements. Although EpiNet was orders of magnitude faster than existing packet level simulation, it still lacks the power and the expressibility to be used for large designs on much larger networks consisting of millions of devices. Specifically, we need to address the following issues related to developing HPC-models for wireless epidemiology: (a) Optimizing inter-process communication and load-balancing for heterogeneous time varying short range communication networks is non-trivial. (b) Dynamic, independent actions of individuals results in changes in the network and intervention strategies which implies that non-adaptive schemes for efficient computation are not applicable. (c) There is a need for a large number of replicates to use simulation results in practical settings (searching for extremely large parameter space).

In the next chapter, we discuss details of EpiNet, a highly scalable implementation of the same environment with several approximations. We show that this new modeling environment can be used on large dynamic networks to study the impact of network structure and identify devices that are vulnerable or influential in the infection propagation. EpiNet can be used as a tool by analysts
and network planners to explore a larger parameter space to obtain insight into aspects of malware and their control for better network design and maintenance.
Chapter 4

Computational Aspects of EpiNet

The design goal of the EpiNet simulation environment is scalability to large dynamic mobile networks with the ability to specify and study sophisticated response mechanisms. This requires that the simulation environment scale to networks of 3-5 million devices. There are several challenges that the wireless epidemiology problem poses when implemented on HPC platforms and these need to be tackled in order to obtain scalability.

- Scale, heterogeneity, and time varying nature of short-range communication networks make optimizing inter-process communications and load balancing non-trivial.

- A highly dynamic nature of these networks as a result of changes resulting from individual’s actions and interventions implies that non-adaptive schemes for efficient computations are usually not applicable. Moreover, it is important from the standpoint of human productivity to be able to represent these interventions easily.

- The need for a large number of replicates to use simulations in practical settings. The replicates are required to search an extremely large parameter space to derive results that are statistically sound.

In this chapter, we build on the discussion of EpiNet from Chapter 3. EpiNet can now be used to study and understand malware diffusion processes in realistic networks, to study the impact of the
network structure on the dynamics of malware spread, to identify individuals who are influential and vulnerable, and as a tool for analysts and network planners for building a more resilient infrastructure. The version of EpiNet presented in this chapter, is a computationally more efficient simulation engine to study malware propagation. It allows implementing and studying more advanced intervention strategies using dynamic graph metrics such as vulnerability and adaptive policy-based and individualized interventions. In the next few sections, we explain the enhancements made to EpiNet. We then describe some case studies that require and use these improvements. Later, we perform some experiments to analyze the scalability of this environment to represent and study much larger networks for more advanced studies and evaluations.

4.1 Enhancements to EpiNet

In this section we discuss in detail the issues that need to be addressed to make EpiNet scale to large networks and computationally intensive adaptive and non-adaptive response mechanisms.

4.1.1 Scalability of EpiNet

First and foremost, we improve the scalability of EpiNet; EpiNet can now study large dynamic networks with 3-5 million nodes; to the best of our knowledge, this is the only modeling environment for malware spread that scales to device networks with well over 100,000 nodes. These networks capture the human mobility in an urban region and the resulting time varying interactions of a digital device. As discussed earlier, the time varying nature and the lack of symmetry in such networks makes mapping on parallel machines non-trivial; in general, determining basic dynamical properties in such stochastic systems, such as whether the system will reach configurations with many infections, can be PSPACE-complete\(^1\) [7]. As discussed in [92], network structure has a significant impact on the dynamics and the conclusions that can be drawn from such simulations – this makes scaling to large unstructured networks very important for practical use of these techniques. Additionally, we find that there are a number of parameters with high variance that

\(^1\)Informally, this corresponds to the class of problems that can be solved in polynomial space.
require a large number of simulation runs for a particular study. In these cases, it is necessary to improve the overall time to complete the execution of such studies. From a HPC stand-point, this means that we need techniques that can allow scaling and effective use of a large number of processing elements (PEs) to conduct such extensive, high resolution simulations.

EpiNet achieves this scaling using a slightly lower resolution mobility and within-device malware model that enable both sequential and parallel performance improvements. In addition, EpiNet also employs a hybrid MPI-threads implementation for better utilization of multicore processing nodes. Table 4.1 illustrates the scaling results and compares existing simulation-based platforms. These ideas led to a 300 fold improvement in the overall performance for some networks, compared to other simulations. EpiNet also does well for studies with multiple simulation runs (see Table 4.2 for time taken to complete a study on a 100 node cluster).

### 4.1.2 Interventions in EpiNet

The second enhancement provides an expressive framework to specify and study sophisticated intervention strategies. An integrated modeling environment to support wireless epidemiology should allow policy makers and analysts an environment in which they can undertake various what-if studies; most modeling environments simply do not have this capability and users implement this in an ad-hoc manner. A novel aspect of EpiNet is that it has been designed specifically for analysts to be able to represent and study various dynamic counter-measures to control the spread of the malware. This requires two new capabilities, which pose further challenges for high performance computing: (i) One needs to measure the state of the simulation at regular intervals and perform situational assessment. (ii) The network and individual states have to be changed dynamically, as a result of behavioral changes, which have important consequences for the dynamics. All these changes cause significant dynamic message exchanges in the parallel framework and can potentially result in some slowdown depending on the actual intervention studied.

This chapter presents the changes we discuss above. First, we discuss the changes in the mobility and model resolution, the error introduced in the final infection size as a result. We incrementally
Table 4.1: Scalability comparison between different simulation environments. Comparison between ns-2 [76], and the two versions of EpiNet (Chapter 3 and Chapter 4, respectively) for different networks in terms of simulation time and error in results. ns-2 is compared with sequential executions of EpiNet on a single processing element (PE). Comparisons in column 4 are between the two versions of EpiNet on 30,000 devices. Note: Simulated time is 24 hrs. (column 5) and 4 hrs. (columns 3 and, 4).

<table>
<thead>
<tr>
<th>Devices</th>
<th>EpiNet (Chapter 3)</th>
<th>EpiNet (Chapter 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>Simulated Time–4 hours</td>
<td>Simulated Time–4 hours</td>
</tr>
<tr>
<td></td>
<td>(Sequential)</td>
<td>Not compared with parallel ns-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not compared with parallel ns-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ns-2</td>
<td>ns-2</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>Reference (gold standard)</td>
</tr>
<tr>
<td></td>
<td>45 minutes</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(200X improvement over ns-2)</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>Reference (ns-2 was not run for this comparison)</td>
</tr>
<tr>
<td>30,000</td>
<td>15 minutes</td>
<td>45 hours</td>
</tr>
<tr>
<td>1.6 M</td>
<td>10 minutes</td>
<td>1 hour</td>
</tr>
<tr>
<td></td>
<td>(300X improvement over ns-2)</td>
<td>(executed on 20 PEs)</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>Error</td>
</tr>
<tr>
<td></td>
<td>&lt; 0.1% error</td>
<td>&lt; 5% error</td>
</tr>
<tr>
<td></td>
<td>(compared to ns-2)</td>
<td>(compared to EpiNet)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No reference to compare with, ns-2 and EpiNet do not scale</td>
</tr>
</tbody>
</table>
implement these approximations and then use a hybrid MPI-Threads implementation using Intel’s Thread Building Block (TBB) library to use multi-core HPC architectures. We present the scaling results for EpiNet, strong scaling and weak scaling. We show that errors introduced by the approximations we choose are not significant enough to alter the conclusions and the error in final infection sizes are well below < 5%. For example, a 4.5% error in the NRV1 network corresponds to a difference of 1,389 (1.7% of the total devices) infections. Note that this error is different for each network. For the Miami2 network (not reported here) the % error between 20 minutes and 1 sec mobility resolution is 1.7 (11,793 infections; 0.07% of the total devices). This improved scalability allows for timely execution of the simulation with the set of interventions we discussed above. EpiNet implements several of these interventions and one can sweep through the parameters and determine the most effective strategy to control the spread.

4.2 Scaling improvements for EpiNet

Computing dynamic measures on large, realistic urban networks motivates the scaling of EpiNet. EpiNet as discussed in Chapter 3 does not scale to large dynamic networks, and estimating dynamic metrics (as shown in Section 4.3.1) or executing large experiment design (as shown in Section 4.3.3) are not possible. We propose three approaches to obtain significant improvements in runtime for EpiNet: device-device interaction network approximation, approximations to the within-host malware representation, and system level improvements to make use of multi-core cluster environments. In this section, we look at each technique in isolation and measure the gain in implementing them and the resulting increase in error. We then combine all of them in the scaling studies we present in Section 4.4.

4.2.1 Approximating the host-to-host interaction network

The main goal of performing an approximation of host-to-host interaction network is to extract the maximum scaling without adversely impacting the results. The host-to-host interaction in EpiNet arises from human mobility patterns and the intra-location model of the wireless network.
Because work-load of the simulator is divided among the PEs, a set of locations and devices are allocated to each PE. When devices (or people) move from one location to another, the information of the device (i.e., current state of infection, the susceptibility of the device, etc.) is transmitted to the new location. The key idea here is to reduce the volume of messages by reducing the frequency of these updates by altering the devices' mobility. The obvious side-effect is an alteration of the device-device interaction network leading to error in propagation estimates. In this section, we evaluate the effect of the change in update interval of the mobility patterns of individuals. Specifically, we measure the change in the computation and communication overheads resulting from this approximation. We also measure the error in the instantaneous and final infection sizes and the growth of the infection.

Figure 4.1: Advantages of abstracting the mobility of individuals. Scalability obtained by changing the mobility update interval from 1 second to 20 minutes. (a): Computation time changes as a result of changes in the mobility resolution. No improvement is observed in the total compute time; (b): Shows the message volume resulting due to change in the update interval. The activity start and durations are rounded to the interval boundaries so that update occurs in that frequency. We obtain a 100X reduction in message volume when mobility interval is increased to 5 minutes.
Figure 4.1b and Figure 4.4 show the results obtained by changing the mobility update interval from 1 second to 20 minutes. We measure the change in computation, communication overhead in addition to the instantaneous % error in the propagation. Computation time is not affected by changing the resolution of the mobility (as shown in Figure 4.1a). Nevertheless, the communication overhead is significantly lower. Figure 4.1b shows the reduction in the total number of mobility messages exchanged between the PEs as the resolution is changed from 1 sec. to 5 minutes, and so on. In Figure 4.1b, the update intervals are indicated along the x-axis – ‘1 sec’ indicates that update occurs every second as provided by the activity-based mobility data. ‘5 min,’ ‘10 min,’ etc. indicate the rounded time intervals for the activity start and end times. We observe a dramatic reduction in message volume when mobility update interval is increased to 5 minutes and the total number of messages reduces by 100X. The change is not dramatic for higher update intervals. The reduction in message volume will be higher when more PEs or nodes are used for the simulation.

It is important to note that we plot the actual number of messages that are being exchanged and not the message sizes. In order to identify that a certain node has no more messages to send, we use a 0 byte ‘end message.’ The message volume we plot includes these end messages as they incur the MPI communication overhead irrespective of the actual message sizes. For the case when update interval is according to the actual activity, we have to exchange messages every second, and if there are no changes in the mobility, for n PEs, (n – 1) end messages are sent by each PE. This is the reason for the message complexity in using an 1 sec. update interval. Thus, increasing the update interval clearly leads to better communication performance although the scale of the improvements does not extend to higher update intervals.

**Key Findings:** Mobility resolution leads to a 100X reduction in the number of messages exchanged. The update interval of 5 minutes contributes less than 1% error in both instantaneous and final infection sizes. We use this mobility resolution in all the simulations in later sections, unless stated otherwise.
4.2.2 Approximating the Within-host model

The Bluetooth malware model we proposed in Section 3.3.1 is shown in Figure 3.8. The model is based on the 1st generation Bluetooth malware Cabir [29] and CommWarrior [57]. The infectious state consists of several sub-states arranged in branches with probability of transition into a particular branch. Each branch depicts a possible path an infected node takes and determines the infection probability and the duration of the infectiousness. Every state in these branches has a corresponding probability of infection \( p_i \). The parameters in the model are calibrated from simulation studies (on a network with 500 devices) conducted using Bluetooth protocol stack [93] and our malware protocol implementation in ns-2. Due to lack of real data on malware outbreaks and spreading patterns of mobile worms, we use ns-2 studies as the gold standard. The detailed model has been validated with ns-2 in the same settings for smaller network sizes and found to be very accurate. More details of the calibration and validation studies is presented in Section 3.3.

In this section, we are interested in abstracting the model further so that large networks can be studied. In order to reduce the complexity of the model, we perform two kinds of approximations:

1. **State-space compaction by collapsing states (or \( M_{SC} \)).** Here, we perform an abstraction in which multiple sub-states in infectious state of Figure 3.8 are combined into one. Because each sub-state represents a probability of infection \( p_i \) at every second, this probability is re-calculated after compacting the states.

2. **State elimination using Gillespie’s algorithm (or \( M_{SE} \)).** We use Gillespie’s algorithm to perform this abstraction, resulting in the simplified model shown in Figure 4.2b. As a result of this abstraction, the infectious state is represented as a single state. We need to derive both \( p_{inf} \) (note that \( p_{inf} \) in the reduced model is different from the \( p_i \) of each sub-state) and time the device spends in the infectious state, \( T_{inf} \).

As we will show, \( M_{SE} \) results in better gains both in terms of computation and communication time and helps us achieve the level of scalability required to study a network with a million devices. We also observe the % error contributions of these model approximation approaches. Note that the
model reduction in these approaches are being performed in addition to the mobility resolution of 5 minutes.

![Image of Figure 4.2: State elimination using Gillespie’s Algorithm. Applying $M_{SE}$ on the original model through Gillespie’s algorithm. (a): Discrete-time simulation of the detailed malware model. Shows the stages an infected Bluetooth devices goes through to infect other susceptible devices unrolled for a time unit (TU); (b): Simplified model after applying Gillespie’s algorithm.](image)

**Figure 4.2:** State elimination using Gillespie’s Algorithm. Applying $M_{SE}$ on the original model through Gillespie’s algorithm. (a): Discrete-time simulation of the detailed malware model. Shows the stages an infected Bluetooth devices goes through to infect other susceptible devices unrolled for a time unit (TU); (b): Simplified model after applying Gillespie’s algorithm.

### 4.2.2.1 State space compaction by collapsing states

The sub-states in the *infectious* state is derived from a histogram of the probability of infection in the calibration experiments (see Section 3.3.2 for details on calibration). The state-space compaction is performed by pre-processing this histogram and increasing the bin width. We use bin width of 2 s, 4 s, and 8 s to reduce the number of sub-states in the *infectious* state. The results obtained from $M_{SC}$ on the *infectious* state are shown in Figure 4.3.

We do not show the computation time improvements as $M_{SC}$ achieves only modest reductions. This indicates that simple state compaction does not provide scaling.

### 4.2.2.2 State elimination using Gillespie’s algorithm

The model in Figure 3.8 requires the simulation to proceed in time steps of 1 s. Such a situation arises in stochastic simulations, where repeated monte-carlo sampling slows the simulation down.
Figure 4.3: Computational improvements and error by state elimination using $M_{SE}$. (a): Computation scaling obtained in $M_{SE}$ compared with $M_{SC}$ and mobility resolution. Note that $M_{SE}$ and $M_{SC}$ include the mobility resolution at 5 minute intervals already enabled. The comparison is between $M_{SE}$, $M_{SC}$ with state compaction for 8 seconds, and mobility resolution of 20 minutes; (b): Scaling in the computation time by changing model resolution through $M_{SC}$. No significant gains are observed in compute time.
The approach by Gillespie [39] uses a technique for determining the time interval before the “next event,” thereby skipping redundant sampling. We use a similar approach and reduce the granularity of the simulation to achieve speedup and call it $M_{SE}$. This could introduce errors, and we need to construct a simplified model to minimize their impact.

The Bluetooth malware approximation is achieved by $M_{SE}$ with a certain time unit (TU). For example, consider $1\ TU = 10\ s$. This means that the simulation progresses in 10 second increments and no events occur within this interval. An offline simulation of the state space determines the state traversals for this TU; instead of considering single state transitions in Figure 3.8, we consider sequences of transitions that correspond to a duration of a TU. As shown in Figure 4.2a, a large number of such sequences (we use 10,000 trials) can be used to determine the average probability of infection, $p_{inf}$, and infectious duration, $T_{inf}$. In addition, we also determine the probability of traversing to the timeout state, $p$. A low resolution model obtained as a result of this procedure is shown in Figure 4.2b. Performing simulation in terms of TUs provides an improvement in the computation times and makes the study of large, million device networks. As Figure 4.3a shows we obtain a 10X improvement in computation time over the detailed model. We now evaluate the accuracy of such an approximation in terms of instantaneous and final infection sizes.

In the above sections, we have verified the cumulative and time series growth of the infection and computed the error introduced by $M_{SE}$. What about the effect of the $M_{SE}$ at individual locations? Next, we determine its effect of $M_{SE}$ on the spatio-temporal impact on the infections, i.e., how the model behaves spatially. Here, we look at the individual locations and determine the number of infected devices at different times – 8AM, 12 Noon, 4PM, and end of simulation – and compare the detailed model to model after $M_{SE}$. Figure 4.5b shows the difference between the models. The x-axis represents the number of infections in the detailed model and the y-axis represents infections after $M_{SE}$. Other than a few locations where the infection numbers do not match, this number is very small in comparison to the number of locations. Further, the infections at these locations also match temporally, showing that $M_{SE}$ maintains the infection count. Note that the approximate model in some cases predicts higher infections in some locations indicated by points lying on the y-axis in Figure 4.5b.
4.2.3 Error Measurements for the approximations

We will now evaluate the above approaches of approximating the malware model by computing the error in infection propagation. Error can be measured using various outcomes of the spread. In this chapter, we use different methods to compute the errors introduced by the approximations to the malware modeling approach. Each of these metrics displays different aspects and provides better insight into the outcome predicted by the EpiNet simulation environment. In this section, we first look at the errors introduced by decreasing the mobility resolution. Next, we look at the error introduced due to the model approximation. The following are the metrics we compute to determine the error introduced in the modeling approximations we discuss in this chapter:

1. final infections at the end of the simulated time,
2. instantaneous infections at each time step,
3. time to infection for each infected device, and
4. vulnerability of the infected devices

Increasing the update interval for device mobility alters the network created at activity locations. For example, by changing update interval to 5 minutes, the devices are moved once in 5 minutes. This alters the network by extending certain links at the source location while reducing the link durations at the destination location. As Figure 4.4 shows the error introduced measured in terms of the final infection sizes as a result of the lower mobility resolution. The percentage error increases as the update interval is increased except for the mobility resolution of 15 minutes. The error for 15 minute mobility resolution is lower than 10 and 20 minute resolutions because of the network created. It shows that the instantaneous and final infection is closer to the resolution of 1 second than 10 or 20 minute mobility resolution.

Figure 4.4 shows that the error is higher at instances where the propagation is faster and mostly during the initial phase of the spread. As simulation progresses, the error – measured with respect to the number of infections – introduced by the mobility resolution reduces. From Figure 4.1b, we
Figure 4.4: Error in instantaneous infections due to lower mobility resolution. We compare the error in instantaneous infections when mobility resolution is reduced. (a): % error in the instantaneous infections (measured every second) for the duration of a day when mobility resolution is reduced. The error is lowest for 5 minute resolution and increases as this is reduced. The variation for instantaneous infections is higher during the initial phase of the spread and finally reduces to less than 5% in comparison to 1 second mobility resolution; (b): Percentage error in instantaneous infections with 5 and 20 minute mobility resolution with 95% confidence intervals. We show that the variation of this error is not more than 0.5% of the average error even when the initially infected devices are changed.
see that the advantage gained in communication times by using increased mobility resolution does not extend beyond the 5 minute interval, and the gains are marginal. Further, the approximations employed do depend on the importance of accuracy. For example, if we require a very accurate simulation result, we have to employ the highest resolution of updates for mobility. When the studies are not that dependent on the actual number of infected devices but the trend in the spread or an approximate percentage of devices infected, then lower mobility resolution can be employed to obtain faster results with low errors. In either case, it appears that the resolution of 5 minutes performs extremely well both in terms of reduced communication and low error. As a rule of thumb, if the error can significantly change the conclusions made with a study, then we use the update interval that produces the least error. For example, the error in final infection for the 20 minute mobility updates is 4.5%. The error in terms of actual difference in the infection count for NRV1 network is 1,389 infections higher than with 1 second mobility resolution. This corresponds to 1.7% of the total nodes in NRV1 network. Note that this error is different for different networks. For the Miami2 network (not reported here) the % error between 20 minute and 1 sec mobility resolution is 1.7 (11,793 infections and 0.07% of the total devices).

Figure 4.5 shows the error obtained by enabling the modeling approximations in addition to the mobility approximations while studying the malware spread. Here we look at two different aspects of the spread patterns and their effect on the instantaneous infection size and the spatial spread patterns. The instantaneous infections are measured as a global measure of total infections across all locations measured every second. This is shown in Figure 4.5a. The % error in the instantaneous infections is shown in Figure 4.5a and find that is somewhat higher than for the original model. However, the % error in the final infection sizes of the two is comparable. This shows that the error introduced by employing an approximate model is not very significant and can yield significant scaling in the ability of the simulator to study much larger networks significantly faster. For the spatial spread patterns we look at all the locations in the simulation scenario and consider each location while comparing the temporal infection counts at each location. We plot the actual infection counts we observe in Figure 4.5b. All points that lie along the 45° diagonal show that the number of infections at each location is the same whether the approximate or the detailed model
Figure 4.5: Error due to state elimination using $M_{SE}$. Error in the final infection sizes as a result of state elimination using $M_{SE}$ measured as a percentage of the devices for the NR V1 network. (a): Sensitivity to model parameters increases % error in instantaneous infections when model resolution is decreased. The inset shows the % error during the first few minutes of the epidemic. Error in final infection numbers are low enough not to change the conclusions; (b): Comparison of infections at a spatial level within locations at different instances during the spread of the malware. Here we compare the approximate model with the detail model using the cumulative infections at different instants (8 AM, 12 Noon, 4 PM, and 12 Midnight).
is used to study the malware. In this case, although we do not observe such a dramatic result, we observe that the approximate model is accurate in predicting the number of infections in most locations. This holds well when we look at the temporal infection spread across the locations.

Figure 4.6: Time to infect and device vulnerability due to model and mobility approximations. Comparison of the time to infection and the device vulnerability for the NRV1 network between the detailed approach and mobility and model approximations. (a): Distribution of infection time to compare the abstract and detailed modeling approaches. In the abstract model infection times of devices have moved to the left, indicating earlier infections than with the detailed model. Nevertheless, the overall nature of infection times remain unaltered; (b): Device vulnerability distribution comparison between detailed and abstract models with 100 trials. There are some outliers when the abstract model is used as shown where a significant number of devices have infection likelihood of 0.2. Most of the devices with high vulnerability for the detailed model are not shown to be highly vulnerable.

In addition to measuring the difference in the final infection sizes between the detailed and the approximate models, we measure two quantities: (1) the infection time distribution, and (2) the device vulnerability distribution. The infection time distribution shows the distribution of the time when the devices become infected starting with the same set of initially infected devices. This provides another dimension to the analysis of the effect of modeling and network approximations we perform to improve the scalability. Device vulnerability indicates the probability that a device
becomes infected irrespective of the initially infected devices and indicates how the modeling and network approximations affect this metric. In this section, we compare the detailed and the approximate methods by looking at these metrics. The detailed approach is with the mobility resolution of 1 second and the original malware model (presented in Figure 3.8, Chapter 3). The approximate approach is the one with both the reduced mobility resolution and state elimination using $M_{SE}$.

Figure 4.6 shows the results for the infection time and vulnerability distributions measured for the NRV1 network. Figure 4.6a shows the infection time distribution and compares the two approaches. It shows that the two approaches are very close and the peaks have almost the same values, but the infection time for the abstract model are slightly moved to the left, indicating that the maximum number of devices were infected earlier than the detailed model. It shows that when the approximations are enabled, the devices get infected earlier and more infections occur earlier. There are fewer samples for the approximate model as the simulation interval is increased to 30 seconds but the results from the approximations do not significantly alter the infection times. Figure 4.6b shows the distribution of the vulnerability obtained as a result of the approximations and compares it to the detailed approach for the NRV1 network. The comparison indicates that there is a significant change in the vulnerability distribution between the two models. Vulnerability is a metric that has significant variability, especially in a scenario where there are a large number of devices and the initial conditions (as to the initially infected devices) are changed. Determining this metric with sufficient accuracy for a network with millions of devices requires a large number of trials. This is the reason for the large variation in the two approaches, and more trials would provide a better picture on the actual difference.

**Key Findings:** Of the two model approximation techniques, $M_{SC}$ and $M_{SE}$, $M_{SE}$ provides 10X improvement in computation time and contributes 2-3% error in the final infection size. Out of the metrics we used to compare the two approaches, the vulnerability distributions show significant differences. The infection time distributions compares very well with either approach. In this section we have used the model approximation techniques in addition to reducing the mobility resolution. In later sections, we use EpiNet with both these approximations in addition to the system-level implementation optimized further for multi-core clusters.
Algorithm 2: EpiNet Algorithm with Intel TBB

Input/Output: (Same as sequential algorithm);

1. \textbf{task}(l);

\begin{algorithmic}[1]
\State \textbf{foreach} \textit{Infected device} \textbf{u} ∈ \textit{D}_l \textbf{do}
\State \hspace{1em} \textbf{for} \textit{n} \in \textit{N}_u \textbf{do}
\State \hspace{2em} \textbf{if} \textit{n} \in \textit{S} \textbf{then}
\State \hspace{3em} \textit{i} \rightarrow \textit{n};
\State \hspace{2em} \textbf{if} \textit{reader} \textbf{then}
\State \hspace{3em} \textbf{Store new infections;}
\State \hspace{1em} \textbf{else}
\State \hspace{2em} \textbf{Read data from disk;}
\State \hspace{2em} \textbf{Send to home PEs of devices and locations;}
\State \hspace{1em} \textbf{else}
\State \hspace{2em} \textbf{Recv allocated devices and locations;}
\State \hspace{1em} \textbf{for} \textit{t} = 0 \textbf{to} \textit{T} \textbf{do}
\State \hspace{2em} \textbf{Set initial states of devices;}
\State \hspace{2em} \textbf{foreach} \textit{d} \in \textit{D}_{PE} \textbf{do}
\State \hspace{3em} \textbf{if} \textit{activity exists} \textbf{then}
\State \hspace{4em} \textbf{Send device to location;}
\State \hspace{2em} \textbf{Receive devices from other PEs;}
\State \hspace{2em} \textbf{Synchronize PEs;}
\State \hspace{2em} \textbf{parallel for} (\textbf{task}(l), L_{PE});
\State \hspace{2em} \textbf{for} \textit{l} \in L_{PE} \textbf{do}
\State \hspace{3em} \textbf{Send infection notification messages;}
\State \hspace{3em} \textbf{Receive notifications;}
\State \hspace{2em} \textbf{Synchronize PEs;}
\end{algorithmic}
4.2.4 System-level optimizations using hybrid MPI-Threads

In today’s high performance computing environments, hierarchical hardware designs are employed – shared memory nodes with several multi-core CPUs. So, it is important to be able to take advantage of this and explore options to implement a hybrid approach with a single MPI process per node and multiple threads performing specific tasks. We employ the Intel® Threading Building Blocks (TBB) for creating the multi-threaded implementation of the MPI-based parallel implementation of EpiNet.

We use a simple form of loop parallelism through the `parallel_for` construct provided in TBB. Algorithm 2 shows the pseudo-code for EpiNet using TBB libraries. The task for each thread is infection computation (Line 1). We alter the implementation to optimize the infection computation part of the algorithm, which accounts for 50% of the total simulation runtime. Further, because the infection computations at locations are independent (devices do not simultaneously exist in multiple locations), we can process them in parallel. We implement the infection computation in the original parallel implementation of EpiNet in parallel. The `task` is defined as shown here. TBB uses the `grainsize` parameter to determine the number of tasks allocated to each thread. We design each task to consist of processing a set of locations in \( L_{PE} \) grainsize at a time. Aspects of notifying the new infections and receiving infection notifications are moved outside the loop.

In the rest of this chapter, we refer to this implementation as EpiNet-TBB. Section 4.4.3 describes the experiments we perform and analyzes the results.

4.3 Illustrative Case Studies using EpiNet

In this section, we use the EpiNet simulator to study the propagation of mobile malware on large networks. We study the NRV and Miami networks with the people in two separate demographics – one consists of people in the age-group of 20-50 years (NRV1 and Miami1) and another with people in the age-group of 13-80 (NRV2 and Miami2). Figure 4.7 shows the configuration of these studies and we use the EpiNet simulator instead of EpiNet.
1. **Networks:** (# Devices; # Locations)
   
   (a) NR V1: 77,659; 30,896  
   (b) NR V2: 126,800; 39,766  
   (c) Miami1: 1,269,650; 448,453  
   (d) Miami2: 1,642,565; 465,267

2. **Initial infections:** 1%

3. $T_{idle}$: 20 s; $T_{timeout}$: 12.80 s, $N_{resp}$: 4

4. **Infection seed time:** 12:00 Midnight

5. **Simulated time:** 24 Hours from 12 Midnight to 11:59 PM next day

6. **Simulators used:** EpiNet

7. **Seeds:** 5 (for each combination of input parameters). All plots show 95% confidence intervals.

8. **Computing resources:** SGI Cluster with 96 nodes, 3GHz Xeon processor with 8 cores/node and 16GB RAM

9. **# PEs:** NR V1/NR V2: 5-30; Miami1/Miami2: 15-40 nodes

Figure 4.7: Experimental configurations and parameters.
We illustrate EpiNet via three illustrative studies. The first addresses the problem of finding the best set of devices to patch in order to control the malware spread. We study an important dynamical measure, vulnerability (defined below), and show that interventions based on this measure are much more effective than interventions based on simple structural measures. Vulnerability is a dynamical measure and require a large number of monte-carlo samples to get reliable estimates, and we use EpiNet to achieve this. In the second study, we set up a factorial design to study the efficacy of interventions as a function of spatial and demographic heterogeneity of the mobile network. Our results show interesting differences between a rural setting and two urban regions that have different demographics. The result highlights how such environments can be used in practice and the importance of using realistic mobile networks.

![Graphs showing vulnerability estimation on large dynamic networks.](image)

**Figure 4.8:** Vulnerability estimation on large dynamic networks. **Case Study 1:** Vulnerability as an effective metric to select devices to patch. (a): Plots decrease in average epidemic size when the % devices patched in increased. The devices are selected based on degree, vulnerability, owner belonging to the 20–50 age group, and age and degree combined. Vulnerability provides the upper bound for efficacy; (b): The number of replicates required to stabilize vulnerability estimation on NRV1 and NRV2 networks; (c): Cumulative fraction of devices’ vulnerability as the number of replicates is increased for NRV1. There is a high variability in vulnerability and a large number of replicates is necessary to correctly estimate it.
4.3.1 Case Study 1: Computing dynamic measures in networks

The case study illustrates how simulations such as EpiNet can be used to solve the *optimal control problem* (OCP): Given an instance of the wireless epidemic problem and a budget $B$ on the total number of devices that can be patched (e.g., due to time, bandwidth, or airtime restrictions), find the optimal set of devices to apply patch so as to reduce the final attack size. The general problem is computationally hard [28], and this motivates the use of simulation based methods.

Here we concentrate only on non-adaptive methods. We compare the selection of nodes based on static structural measures (e.g., degree, betweenness, age) with a new dynamical measure we call *vulnerability*; the vulnerability of node $v$ (denoted by $V(v)$) is defined as the probability that it gets infected (under specific initial conditions) – this is a *dynamical measure*, which depends on both the temporal network and the dynamics. As shown in Figure 4.8, patching nodes in order of their vulnerability outperforms other strategies for the OCP problem.

4.3.2 Case Study 2: Effect of device penetration

Our second study is motivated by recent work by Wang et al. [94]. We consider how adoption of digital devices by progressively younger children is likely to affect the spread of malware and interventions to control it. We consider proximity Bluetooth networks for the New River Valley region in Virginia with two widely different populations – NRV1 (with 77,600 devices carried by people in the age group 20–50 years) and NRV2 (with 126,800 devices carried by people in the age group 13–80).

We study the propagation of mobile malware on these networks and the impact of one counter-measure based on degree. Figure 4.9a shows the spread of the infection in the two networks in terms of percentage of devices infected (y-axis) as the day progresses (x-axis). The solid lines indicate the spread of the malware without counter-measures. We can make two observations from this: (i) We see significant differences in the propagation dynamics between these two networks, which can be explained by the network characteristics – NRV1 is not completely connected and has
138 components while NRV2 is much better connected with only 13 components (because of the greater device penetration). (ii) The degree-based counter-measure shows different efficacy in these two networks (as shown in Figure 4.9a) – with 20% of devices patched, there is a 75% reduction in the number of infections in NRV1 but only 12% in NRV2. Thus, the nature of spread and the effectiveness of counter-measures are a function of the network and result in one network not always being translated to other networks.

Figure 4.9: Targeted patch application results in different outcomes. **Case Study 2:** Targeted patch application on different networks. (a): % of devices infected with and without targeted device patching for the NRV networks with different device ownership models. Patching 20% achieves 80% (NRV1) and 10% (NRV2) reduction in final infection sizes; (b): Interventions for the Miami1 network based on degree of the devices.

### 4.3.3 Case Study 3: Effect of Spatial and Demographic Heterogeneity

This study illustrates the importance of fast simulations and the need for realistic mobile networks for formulating policies as they pertain to controlling malware spread; note that the focus is only on illustrating the use of environments like EpiNet, rather than the specific conclusions. We consider a spatial individualized dynamic intervention scheme where individuals proactively obtain updates when malware prevalence in their neighborhood reaches a certain threshold. They may be alerted by a device-based detection scheme such as [103]. The individuals that actually obtain updates
Figure 4.10: Individualized dynamic intervention based on malware prevalence. **Case Study 3:** Effect of individualized dynamic interventions with heightened individual’s sensitivity to malware. High sensitivity decreases infection size by only 30%, 10%, and 5% in NRV2, Miami1, and Miami2 networks, respectively, when only the 20-50 age group applies patches.

belong to the 20-50 year old demographic. We use a factorial design with 2 factors – sensitivity of individuals \((s)\) and the likely-hood \((l)\) that they apply the patch with 4 levels for each factor \((s = 10\%, 30\%, 50\%, 70\%\) and \(l = 0.1, 0.3, 0.5, 0.7\)). **Figure 4.10** shows the % decrease in infection size as the sensitivity of the individual increases. Even with a very high level of sensitivity, a 10% infection rate in the neighborhood triggers an individual to obtain a patch.

Table 4.2: Runtime for a 2-factor, 4 level, 5 replicate individualized intervention study. Study and individual runtime in minutes for the networks used in Case Study 3. The study is a factorial design with 2 factors, 4 levels, and 5 replicates conducted on a 100 node cluster. Runtime shows execution time without and with interventions (in parentheses) in minutes.

<table>
<thead>
<tr>
<th>Networks</th>
<th>Nodes</th>
<th>Runtime (min.)</th>
<th>Study Runtime (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRV2</td>
<td>5</td>
<td>22 (22)</td>
<td>1.5</td>
</tr>
<tr>
<td>Miami1</td>
<td>15</td>
<td>86 (85)</td>
<td>5.5</td>
</tr>
<tr>
<td>Miami2</td>
<td>15</td>
<td>135 (131)</td>
<td>33.75</td>
</tr>
</tbody>
</table>

These dynamic interventions require computations to keep track of individual neighborhoods and messaging to update global variables. Studying such interventions requires the framework scale to
efficiently manage these schemes for large networks. We determine the runtime for the complete study for each network and the individual runs and are reported in Table 4.2. The case study for the Miami2 network takes 35 hours of wall clock time on a cluster of size 100 nodes.

4.4 Performance Evaluation

In this section, we evaluate the scaling improvements described previously. The cluster we use is a SGI ICE with 96 nodes, each consisting of two quad-core 3 GHz Xeon processors with 16 GB of RAM. The system uses InfiniBand interconnections. The networks we consider for this study include the NRV1 and Miami1 networks. Figure 4.7 shows the details of these networks and the other parameters used for the study. We model a basic infection spread scenario using the approximate model similar to that described in first case study (Section 4.3.1).

We evaluate the following areas: strong scaling (constant problem size with an increasing number of PEs), weak scaling (scaling problem size and number of PEs proportionally), and effects on performance by varying the ratio of number of MPI processes to the number of cores on multicore PEs and the scaling improvements of the hybrid MPI-threads implementation. Finally, we evaluate EpiNet’s basic partitioning scheme against a static, graph-partitioning based approach.

With our proposed enhancements, we are successfully able to simulate a network with 1.2 million devices for a 24 hour simulation time with a runtime of 30 min with 40 PEs. This is a significant improvement over a previous implementation which could simulate \( \approx 60000 \) device network in the same time - a 20X improvement. The following sub-sections elaborate on each of our results.

4.4.1 Scaling Behavior of EpiNet

Figure 4.11 illustrates the strong scaling using the approximate model for a fixed network size and structure. We observe that the total simulation time scales well as more PEs are added. The reasons for this include (1) reduced memory footprint within each PE because it needs to maintain only a subset of devices and locations where interactions take place, and (2) independent, parallel
Figure 4.11: Strong Scaling of EpiNet for NRV and Miami networks. (a): Total simulation time as the number of PEs are increased; (b): Relative speedup with respect to the lowest PE number, 5 for NRV1 and 15 for Miami1.

processing of the locations at each PE. We use the runtime with 5 nodes as a reference for the NRV model and with 15 nodes for the Miami model to compute the scaling as number of PEs are increased.

Table 4.3 shows the weak scaling results, which indicate the scalability of the approximate model with problem size. The Miami1 network is roughly 16 times larger than NRV1. The runtime for perfect weak scaling is shown in row 6. The number within parentheses shows the scaling factor to the observed runtime (row 4). As we increase the problem size and the number of PEs, we see that simulation time scales accordingly. This confirms that EpiNet has good weak scaling properties and can be used to study larger networks simply by adding more PEs.

4.4.2 Scaling MPI processes on multiple cores of same node

In this sub-section, we evaluate the impact of multicore architecture on the scaling behavior of EpiNet. Figure 4.12 shows the effects on runtime when using various numbers of MPI processes spawned on each node using the Miami1 network (note that the x-axis in these plots is the number of PEs). We use the default OS scheduling algorithm and do not modify the affinity of any MPI process.
Table 4.3: Runtime under weak scaling for EpiNet. Row 2 and 3 indicates the approximate size of the network and the number of PEs used in simulations. Rows 4 and 5 displays simulation runtime (in seconds) and the average devices per PE. Row 6 shows the normalized runtime and the factor by which the weak scaling is off from perfect weak scaling. The columns shows the values for the NRV1 and Miami1 networks used in the weak scaling study.

<table>
<thead>
<tr>
<th>Network</th>
<th>NRV1</th>
<th>Miami1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>1</td>
<td>16×</td>
</tr>
<tr>
<td>PEs</td>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>Runtime(s)</td>
<td>±0.65</td>
<td>±5.16</td>
</tr>
<tr>
<td>Average devices/node</td>
<td>15532</td>
<td>15871</td>
</tr>
<tr>
<td>Norm. (Factor)</td>
<td>–</td>
<td>746.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.26×)</td>
</tr>
</tbody>
</table>

Figure 4.12: Scaling studies for MPI processes on multiple cores for the Miami1 network. (a): Total simulation time when using 1 core and multiple cores on each node (2, 4, and 8 cores), respectively. Using more PEs on the same network does not result in runtime improvements when more than 2 cores/nodes are used; (b): Compute times comparison when the number of PEs and the cores/PEs are increased for the Miami1 network. Compute time does not improve when more than 80 PEs are used; (c): The communication time when multiple cores are considered. Communication overhead starts to increase when more than 80 PEs are used.
We observe that adding more MPI processes per node and utilizing the available cores provides diminishing returns as more and more PEs are used. Specifically, runtime improved proportionally to the number of nodes for the 2 (‘Cores=2’) and 4 (‘Cores=4’) MPI processes per node cases, but only by about 33% for 8 (‘Cores=8’) MPI processes per node case. On a single node, the possible reasons for the slowdown include cache poisoning, network contention, memory contention, and lack of core affinity. More analysis of the execution characteristics of EpiNet is required to determine the contribution of each of these candidates. Across multiple nodes, as more PEs and MPI processes per PE are added, communication costs eventually start dominating. Runtime scaling stops or reverses beyond about 35-40 nodes due to communication costs of this particular network model. One way of amortizing the performance degradation due to multiple MPI processes on a single node is to employ a hybrid MPI-threads implementation, which can potentially improve per-node utilization. These results are presented next.

![Diagram](image)

Figure 4.13: Activity information converted to device–location network for METIS. Converting the activity information into device–location graph for METIS. The numbers in the graph indicate the weights assigned to the vertices and edges.

### 4.4.3 Scaling with a hybrid MPI-Threads Implementation

This section presents the scaling results for a EpiNet-MPI implementation of EpiNet using Intel’s TBB framework. To recap, the TBB implementation parallelizes the infection computation using TBB tasks (or threads) and groups all communication of new infections at the end of the computation step. In our implementation, a single MPI process is used on each node and the computation is distributed across 8 TBB tasks. We use the default TBB task scheduler. We have also experimented
Figure 4.14: Study and comparison of load balancing strategies. (a): Total simulation time comparison between load balancing based on identifiers (implemented in EpiNet) and METIS partitioning of the device–location graph. Not much improvement is obtained when METIS is used for partitioning the load; (b): Processing and communication times for two load balancing schemes. Improvements obtained in processing (communication) are offset by communication (processing) overheads, thus reducing the advantage gained.
with a different number of TBB tasks but present representative results with 8 tasks.

EpiNet-TBB still maintains the strong scaling behavior of EpiNet-MPI. However, we do not see a marked improvement in the overall performance (Figure 4.17). Digging deeper, we found that while the infection computation time in EpiNet-TBB decreased noticeably (Figure 4.15b) as compared to EpiNet-MPI, this gain was offset by an increase in the communication time (Figure 4.15a). This is an artifact of our implementation choice of separating out infection computation and communication in EpiNet-TBB. We are currently investigating a technique to better overlap computation and communication to improve the runtime for the hybrid implementation.

![Figure 4.15](image.png)

Figure 4.15: Comparing compute and communication time of EpiNet-MPI and EpiNet-TBB. Computation and communication timing comparison between EpiNet-MPI and EpiNet-TBB with different thread counts in the Miami1 network. (a) & (b): Total communication and computation time for 5 simulation runs compared with EpiNet-MPI and EpiNet-TBB implementation (Note both use the same legend).

### 4.4.4 Evaluation of Load Balancing Approaches

The current implementation of EpiNet distributes the data in a round robin manner using an identifier assigned to each device and location. This strategy results in a relatively even distribution of load across compute nodes and has a simple implementation. However, we were interested in evaluating this approach against a partitioning method using static knowledge about the communication
Figure 4.16: Tradeoff in processing and communication costs in EpiNet-TBB. Tradeoff between processing and communication tasks is shown as the number of threads exploited for infection computation. Note that ‘Thread = 1’ is the case for EpiNet-MPI implementation. Best performance is obtained when 4 or 8 threads are used.

To this end, we employ METIS [86], a widely used graph partitioning program to achieve these partitions. A graph was created with nodes that correspond to locations and edges that correspond to the communication induced between these locations. It is assumed that the computational load is proportional to the number of devices at a location. METIS attempts to partition the nodes in such a way that each partition does the same amount of processing and the total edge weight between the partitions is minimized. Each partition is then assigned to a particular node.

We observe in Figure 4.14a that partitioning using METIS does not yield significant improvements over our round-robin strategy. The reason lies in the nature of the problem we are simulating. The contact graph of device interactions exhibits a relatively low amount of clustering. Intuitively, it is hard to partition people in groups, where the location that every group visits is disjoint from the location that other groups visit. Additionally, contact and device networks are essentially dy-

Figure 4.17: Scaling of the EpiNet-TBB implementation. Comparing the speedups of the EpiNet-MPI and EpiNet-TBB (with 8 threads per node) implementations. Infection computation with multiple cores does not improve when multiple cores are used.
namic and depend on the individual and service provider responses as the simulation proceeds. There may be cases where static partitioning may help, but it is certainly not a general solution as our results indicate. We plan to explore more adaptive load balancing schemes in our future work.

4.5 Summary

In this chapter, we have described the improvements in the computational aspects of EpiNet. EpiNet is now a highly expressive and scalable HPC-based wireless epidemiology framework. To our knowledge, this is the only framework for malware spread that can scale to device networks of over 100K nodes and has the capability to use realistic device contact and mobility models, detailed diffusion processes, and intervention strategies. We have proposed three approaches to improve the scalability of EpiNet: (1) a lower mobility resolution to reduce communication overhead; (2) a model reduction technique to simplify the malware model; (3) a hybrid MPI-TBB implementation, EpiNet-TBB. The reduced mobility resolution provides a 100X improvement in communication (with respect to 1 sec. resolution) and contributes to < 1% error. The model reduction approach provides a speedup of 20X (with respect to the detailed model) and suffers a loss in accuracy of ≈ 5%. We observed that EpiNet algorithm scales well both with respect to problem size and number of PEs. We evaluated a static load balancing technique and found that it does not help in improving the scalability. Our current EpiNet-TBB implementation does not provide a noticeable speed-up due to dominating communication costs, but we have identified potential solutions.

Our performance results indicate that in addition to its expressiveness, EpiNet is also a highly scalable framework to study mobile malware diffusion over large, dynamic networks. By using a relatively simple partitioning technique, EpiNet is able to partition and distribute the work evenly across available PEs and scale up to a large number of PEs. Our results show that the current implementation has two main performance impediments: communication costs and optimization related to multicore architectures. We are addressing the former by looking at better partitioning strategies and the latter through improved EpiNet-TBB implementations. EpiNet can be extended
to study diffusion problems arising in the study of mobile social networks (e.g., opportunistic offloading of messages for viral information propagation) as well as malware propagation in hybrid networks with infrastructure support.
The primary application of the EpiNet simulation environment is its ability to study the spread of mobile malware. In this chapter, we conduct simulation studies to understand the propagation of mobile malware over realistic, dynamic networks. First, we present the comparison of the results with the activity-based mobility model with RWP. Because the simulation platform used for the RWP mobility model is ns-2, we can only conduct small scale studies with the simulator. So, our comparisons are performed on a single location. Next, we outline the configuration for the simulation studies we have conducted using the environment. We discuss the networks and the experiment design for the studies presented here. The initial set of experiments were conducted using EpiNet, the initial version of the simulation framework. Due to scalability limitations, we conduct the initial set of experiments on a smaller network of the Chicago downtown area. We also present the spread patterns obtained on larger networks using a more scalable version of the EpiNet simulator. Third, we present and analyze the nature of the spread we obtain on the Chicago network with no strategies implemented to control the spread. We then evaluate the effect of the within-host malware model parameters (such as idle time and probability of infection) and network parameters (such as market share). We perform a 3 factor analysis of variance (ANOVA) on the simulation response to determine the interactions between these parameters.

The nature of the malware spread is largely dependent on the underlying network. For accurate
estimates of the growth of the malware, an accurate network representation is extremely important. The spreading patterns with RWP and the activity-based mobility models are very different. RWP shows a dramatic spread of the malware and almost all the nodes become infected in a few seconds. This can be attributed to the property of RWP that the nodes tend to concentrate at the center of the location and thus exhibit different network characteristics that are a side effect of the mobility generated. The activity-based models indicate a much slower spread than RWP. This is due to the nature of the mobility where people (and devices) remain at locations for the duration of their activities and then move to other locations. Thus, the network is dynamic, and under such a scenario, the device density at locations tends to vary and thus the propagation is slower. The sensitivity analysis on the various malware model and network parameters indicates that the spread is very strongly influenced by the market share of the susceptible device. Market share of devices has a significant impact on the speed of the spread. We perform a formal statistical test, ANOVA, to determine the interaction between the malware related parameters and the network parameters. Our findings indicate that there is significant interaction between the parameters and that the most interaction is between the idle time between infection cycles and the market share of the susceptible devices.

### 5.1 Comparison with RWP

In this section, we attempt to compare the malware spread with the most commonly used mobility model, random waypoint (RWP) model. Before going into the details of the malware spread, we look at the differences in the structure of the network created by these models. The RWP mobility model uses several parameters for generating the mobility—number of nodes, location area, minimum and maximum speeds, and pause times. The activity-based model on the other hand uses the synthetic population and their activities to generate occupancy in a location. The occupancy of a location in activity-based mobility is time varying and so for the comparison with RWP, we obtain average occupancy as the number of devices for RWP. RWP model generates the mobility information with minimum speed $0.5 \text{ m/s}$ and maximum speed $1.5 \text{ m/s}$ with pause times
Table 5.1 shows the parameters we use for the mobility model comparison. We generate the mobility using both models for the duration of 8 hours and take hourly snapshots of the network.

Figure 5.1 shows the network structure in terms of the degree and clustering at different instants of the simulation and compares the two models. Clearly, the network structure is different. The hourly degree distribution for the two networks is shown in Figure 5.1a. Note that the x-axis in Figure 5.1a is different for each sub-plot. This clearly shows that the RWP model results in nodes with larger degrees than the activity-based model even when the location has a lower number of nodes. The maximum degree in case of activity-based model is 7. From Figure 5.1b we can see that the clustering in RWP models is slightly more than ABMM and also results in a faster spread of the malware. It is well known that RWP exhibits the property of high device density at the center of any given area under stable conditions. Figure 5.2 shows the density at the locations using RWP (Figure 5.2a) and activity-based model (Figure 5.2b). We can observe that in the RWP model the nodes are concentrated at the center of the location whereas for the activity-based model, the nodes are distributed throughout the location. This concentration at the center causes the higher
Figure 5.2: Node density comparison of RWP and ABMM. Node density distribution snapshots at a location of RWP and activity-based mobility models at different times of the day. (a): Node density at the location at 8 AM, 12 Noon, and 4 PM for RWP model; (b): Node densities for the same instants for activity-based mobility model.
Table 5.1: Simulation parameters for RWP and activity-based mobility models for the comparative study. RWP scenario was simulated with NS-2 and the activity-based mobility model was studied using EpiNet.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Random Waypoint Model</th>
<th>Activity-based Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Locations</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Node Number</td>
<td>109</td>
<td>91–147</td>
</tr>
<tr>
<td>Node Velocity</td>
<td>0.5–1.5 m/s</td>
<td>–</td>
</tr>
<tr>
<td>Pause Time</td>
<td>300 s, 600 s</td>
<td>–</td>
</tr>
<tr>
<td>Node arrival &amp; departure</td>
<td>No arrivals/departures</td>
<td>Every 300 s nodes arrive or depart</td>
</tr>
<tr>
<td>Initially infected</td>
<td>1 infected device</td>
<td>1%, 5% &amp; 10%</td>
</tr>
</tbody>
</table>

degree and slightly higher clustering observed in RWP network. This property has been observed by Bettstetter [14].

We will now look at the worm spread dynamics in the two networks. Making comparisons between activity-based and RWP models is not straight-forward as they depend on different parameters. The instantaneous occupancy of the location (computed for every 300 s interval) for the activity model ranges from 91–147. Because the arrivals and departures are rounded to a 300 s interval, the occupancy does not change in the interval we consider. The total occupancy of the location is 572 individuals. For RWP we consider 109 devices, the average occupancy for the duration of the simulation. Because the scenarios have a different number of nodes, we cannot perform a direct one-to-one comparison. We varied the parameters of the initial infection sizes in case of ABMM (1%, 5%, and 10% devices initially infected) and the pause time (300 s and 600 s) and speeds ranging from 0.5 m/s and 1.5 m/s in case of RWP. The simulations were conducted using EpiNet and NS-2 for ABMM and RWP, respectively.

We simulate the scenario for an hour (between 8 AM and 9 AM) and observe the number of nodes infected by 9 AM. In case of the activity models, we randomly select 1%, 5% and 10% of the location’s total occupancy as the initial infection size and consider a single randomly infected.
Figure 5.3: Infection spread comparison with RWP at a single location. Comparison between the infection spread with RWP and activity-based mobility models within a single location. RWP shows a much faster rate of propagation due to a property of RWP that causes a high density of devices at center of the area.

device for RWP. Because there is no direct relationship between devices in RWP and activity models, we cannot select the same device to be infected in both cases. We compare the number of devices infected at the end of the hour. Figure 5.3 shows the infection growth (averaged over 5 seeds) comparison between EpiNet (EpiNet 1%, EpiNet 5%, and EpiNet 10%) and RWP models (RWP-300s and RWP-600s). For the RWP model, the infections surge initially and infect almost all of the devices present in the location within the first hour. This can be attributed to the higher degree of the RWP network as seen in Figure 5.1a and the mixing of the devices in the location. In fact, we observe a higher rate of infection spread for the case when pause times are lower (300 s). Clearly, the mixing of the devices with other infected devices causes the higher rate. However, the initial surge of infections quickly saturates for activity models. Note that the initial infection size is different in both cases. When 1% of devices are infected, we have actually infected 5 devices. Yet the infection spread does not go beyond 10 devices. This can be attributed to the activities of the individuals and the duration of contact with other infected devices. For example, a person carrying an infected device may leave the location without interacting with a lot of people or devices due to a density variation in the location. Random models as shown in Figure 5.3 can predict a very high level of growth in the infection when in reality, the growth saturates. The activity-based mobility is much more accurate in representing human mobility and is extremely important to consider in
evaluating mobile epidemics.

### 5.2 Data set, Assumptions, and Experimental Design

We use the methods outlined in Section 3.2.1 to construct a Bluetooth network for a region in Chicago downtown corresponding to the zip code 60602 and select the locations in this area. The size of the population is 30474 device/people and 2200 activity locations. The activity extracted is for a duration of 8 hours, from 8 AM to 4 PM, at these locations. Figure 5.5 shows some properties of the resulting proximity network; notice the non-Poisson nature of these distributions. People within an age range of 20–50 are selected to own digital devices. For some experiments we use the smart phone penetration or market share of a device as a parameter for people in this demographic class. In all others we consider that the entire network is composed of similar devices, i.e., all of them having the same vulnerability (or a market share of 100%). This provides the worst-case estimates of the dynamics and the final infection size as there is no heterogeneity. In a real scenario, market share of the devices rarely reaches 50–60%. Although in future the market share is expected to consolidate on a few popular phones – when this issue is going to bring some homogeneity in the device distributions. Each experiment takes approximately 2 hours when no response schemes are implemented and is repeated for 5 seeds. We report the average spread values in the plots.

Figure 5.4 shows the high level design and the parameters of the experiments. We study the dynamics of worm spread using two measures: (i) the cumulative number of infections, as a function of time of day, and (ii) a function $T(q, \cdot)$, that denotes the time taken for a $q$-fraction of devices to get infected, and $(\cdot)$ indicates the variable that is being altered in the study. For example, when we study the spread by varying the idle time of the worm $T_{idle}$, then $(\cdot)$ represents $T_{idle}$.

Now, we study the malware propagation characteristics and look at some of the malware and network properties and study their impact. The following experiments are performed on the Chicago network. Some of the results obtained are specific to the network and its underlying structure. First, we look at the effect of the malware parameters’ idle time ($T_{idle}$) and probability of timeout occurring after the inquiry request with no responses ($p_{to}$). Malware implementations can use the
1. **Network**: Synthetic population from the city of Chicago (zip 60602). Activities and activity durations are rounded to 5 minute intervals (300 s).

2. **Network Size (People/devices and locations)**: 30474, 2209

3. **Computing resources**: 1 CPUs of 1GHz Pentium III Linux with 1 GB RAM

4. **Number of initial infections**: 1%, 5%, 10%

5. **$T_{idle}$**: 20 s; $T_{to}$: 12.80 s, $N_{resp}$: 4

6. **Infection seed time**: 8 AM (at the beginning of simulation)

7. **Simulator used**: EpiNet (an initial version of EpiNet was used in these experiments.)

8. **Seeds**: 5 (for each combination of input parameters)

9. **Simulation duration**: 8 hours, from 8 AM to 4 PM

10. **Studies**:

    (a) *Influence of worm parameters*: $T_{idle}$, $p_{to}$

    (b) *Influence of network parameters*: Market share ($m$), Location Density ($d$)

    (c) *Responses to Malware Spread*:

    - Graph metrics: Degree and Betweenness
    - Device-based detection: Passive self-detection ($sd_{th} = \{1, 2, 4, 6, 8, 10\}$)
    - Detection with Signature dissemination: Local and Centralized signature dissemination

11. **Average runtime**: $\approx$ 2 hours (much shorter when responses are implemented)

Figure 5.4: Experimental setting and parameters studied
idle time parameter to create stealth while propagating to susceptible devices. These techniques can make it difficult to detect the malware. \( p_{to} \) is the probability that an inquiry request does not discover any neighboring Bluetooth devices. This parameter is interesting as it can help us understand the effect of configuring a Bluetooth device as non-discoverable. Next, we will vary the network level parameters that change the underlying network. In this evaluation, we consider the location density \((d)\) and market share \((m)\) to observe the effect.

### 5.3 Sensitivity of Bluetooth and worm parameters

Figure 5.6a shows the spread characteristics. Comparing the studies performed in earlier work, we find that the worm spreads much more slowly in our model than in [99, 94]. Additionally, we find that a smaller fraction of devices is infected; e.g., at most 50% of devices become infected during 8 hours starting with 10% initially infected devices. This is clear evidence of the specific mobility model underlying our data-set, which mixes much slower than uniform mobility, and is much more
heterogeneous.

Figure 5.6: Infection spread dynamics with variation in $p_{to}$. (a): Infection spread with varying $p_{to}$ starting with 10% initially infected devices; b: $T(q, p_{to})$ for the varying $p_{to}$ values in the same scenario.

We now study the sensitivity to some of the parameters in the worm model in Figure 3.8, namely the timeout probability ($p_{to}$) and the idle time ($T_{idle}$). First, we look at the effect of varying the probability that an inquiry request timeout occurs without a single inquiry response. We denote this probability by $p_{to}$. Surprisingly, as shown in Figure 5.6, there is a very limited effect of $p_{to}$ on the total infections seen. Until $p_{to}$ becomes 0.9—meaning that the infected devices’ timeout occurs in 90% of inquiry requests—the infection still spreads to a large number of devices (about 45%). Beyond this, the successful completion of inquiry with a response reduces and the infection does not seem to take off. Only about 20% of the devices become infected starting with 10% initially infected devices. Clearly, this shows that disabling the discoverable mode in Bluetooth devices can cause a large slowdown in the spread of the malware. Figure 5.6b shows the plot of $T(q, p_{to})$, i.e., the time taken to infect q-percentage of devices when varying $p_{to}$.

Next, we vary the idle time of the worm to observe the effect of a stealthier worm on the spread. Figure 5.7 shows the effect on the infection spread. Figure 5.7a shows the cumulative percentage of infected devices as $T_{idle}$ is increased. Intuitively, it would seem that an intelligent worm can
adapt its idle time to maximize the spread. However, we find that the spread obtained with 20 s idle time denotes the upper limit of the worm propagation. Reducing the idle time to 10 s does not result in an increase in the total infected devices. As expected, the idle time does affect the initial speed of the spread as the devices wait longer in each infection cycle. Nevertheless, once a certain number of devices become infected, eventually the speed increases to infect more devices. Figure 5.7b shows the $T(q, T_{idle})$ values for the variation in $T_{idle}$. For most values of idle time at least 35% of devices become infected starting with 10% initially infected devices.

### 5.4 Sensitivity to Network parameters

We study the effects of network structure on the worm dynamics by comparing with the dynamics based on random waypoint mobility and by altering the network structure in a controlled manner. We conduct two studies that alter the network structure. Market share of smart phones have a large impact on the malware spread. Because device susceptibility depends on the operating system (OS) and applications on a device, market share of the OS and applications directly impact the malware
spread. So, we evaluate the effect of market share on the spread characteristics. We denote market share by $m$. The other aspect that we are interested in studying is the effect of density of locations. The sub-location modeling we perform is dependent on the area allocated to locations. Because we do not have data on the actual areas, we make assumptions by keeping a certain density at the locations and based on the occupancy, determine the area assigned. We denote the density of locations by $d$.

### 5.4.1 Effect of market share

In this section, we evaluate the effect of the market share on the infection spread. We consider different market share values for the devices. The market share, $m$, represents the number of devices that have similar characteristics to the infected device and are susceptible to the same malware (e.g., a market share $m = 0.1$ means that only 10% of the devices are susceptible among the entire device population). The market share is a simple parameter that allows us control over the susceptible fraction, and here we study its impact on the worm dynamics. We consider a range of $m$ values from 10% to 90%.

![Figure 5.8: Effect of market share on the infection spread. a: Infection spread with varying market share of the susceptible devices; b: $T(q, m)$ for different values of $q$ and varying market shares of the susceptible devices.](image)

---

**Figure 5.8:** Effect of market share on the infection spread. **a:** Infection spread with varying market share of the susceptible devices; **b:** $T(q, m)$ for different values of $q$ and varying market shares of the susceptible devices.
Figure 5.8a shows that the speed of the worm is directly proportional to $m$, as expected, and both the speed and the final outbreak size are reduced with $m$. However, we find that the $T(q, m)$ function (Figure 5.8b) shows very different characteristics, when compared with the results of [94]; in particular, we find a steeper variation in $T(q, m)$, and this suggests effects arising out of our detailed mobility model, because [94] assumes a uniform distribution of susceptible devices within a cell. We can also see a threshold effect. The time taken to infect at least 20% of the devices starting with 10% initially infected changes drastically for all values of market share. This kind of behavior indicates that there is a significant amount of time to implement response mechanisms to control the spread during this interval.

Figure 5.9: Infection spread dynamics with variation in location density ($d$). (a): Infection spread with varying $d$; (b): $T(q, d)$ changes with varying density of locations.

5.4.2 Effect of location density

Next, we control the network structure by altering the density within the locations in our dataset. Clearly, a higher density implies higher degree, and would suggest faster spread (analogous to the impact of higher speed in [99]). This is indeed borne out in Figure 5.9a, where we reduce the density by a parameter $d$, and examine the rate of spread. A surprising observation is that there seems to be some kind of threshold effect, and the dynamics do not change until the density has
been altered quite a bit (by a factor of 10).

5.5 Characterizing interactions between parameters

An important research question important to address in any study with a large number of parameters is whether there is any interaction among them. The worm model parameters such as $T_{idle}$ and $p_{inf}$ and network parameters such as market share $m$ and density of locations are of particular interest. Understanding how they couple together and change the response, in this case the final % of devices infected, is important. We set up a \textit{balanced, factorial experiment design} for these parameters with 5 levels each and measure the \textit{response variable}, the final % devices infected for 10 replicates. We use analysis of variance (ANOVA) to perform statistical analysis and present the results in this section. These experiments are performed using the EpiNet simulator on the NRV1 network.

Our findings are that these factors interact very strongly with each other; specifically, $T_{idle}$ and $m$ interact the most among the three factors.

5.5.1 Analysis of Variance Study

We set up a statistical study to evaluate the outcome of the following three independent factors (variables):

- Idle time between infection cycles, denoted by $T_{idle}$,
- probability of infection, $p_{inf}$, and
- market share of the devices, $m$.

Some of these factors are derived from malware characteristics and the networks that are being evaluated. Each of these factors have five levels (values each variable takes). Each experiment in the design is repeated 10 times (replicates). See Table 5.2 for the levels for each factor. $T_{idle}$
indicates how stealthily the malware propagates and evades detection. The larger the $T_{idle}$, the slower the malware spreads and the harder it becomes to detect. $p_{inf}$ indicates the probability with which a susceptible device exposed to an infected device becomes infected. It basically indicates the efficacy of the propagation method. The higher the probability, the more effective the infection propagation becomes and the higher the total number of infected devices. The market share $m$ decides the proportion of susceptible devices that are present in the network and indirectly represents the community within which a particular malware can spread. The higher the market share, the larger the susceptible device population and probability an infected device will come into contact with a susceptible device.

Table 5.2: Levels for the factors in the ANOVA study. There are 5 levels for each factor and 10 replicates for each combination of these parameters.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{idle}$</td>
<td>30s, 5min, 10min, 20min, 30min</td>
</tr>
<tr>
<td>$p_{inf}$</td>
<td>0.1, 0.3, 0.5, 0.7, 0.9</td>
</tr>
<tr>
<td>$m$</td>
<td>10%, 30%, 50%, 70%, 90%</td>
</tr>
</tbody>
</table>

The mathematical model for 3-factor ANOVA is as shown below:

$$y_{ijkl} = \mu + \alpha_j + \beta_k + \gamma_l + (\alpha\beta)_{jk} + (\alpha\gamma)_{jl} + (\beta\gamma)_{kl} + (\alpha\beta\gamma)_{jkl} + \epsilon_{ijkl}$$  \hspace{1cm} (5.1)$$

where

1. $y_{ijkl}$ is the measurement of the response variable; in this case, it is the percentage of devices infected at the end of the simulation (or the % Final Infections)

2. $\alpha_j$, $\beta_k$, and $\gamma_l$ are the effects of the $T_{idle}$, $p_{inf}$, and $m$ on the outcome.

3. $i$ is the number of replicates in the experiments; in this case, it is 10 as we repeat the experiment 10 times for different seed values.
In addition to the effect of individual factors, we have also computed the interactions among them. Here we present the interactions between the probability of infection ($p_{\text{inf}}$), idle time ($T_{\text{idle}}$), and the market share of the devices ($m$). $p_{\text{inf}}$ is a malware parameter and identifies a more virulent malware and how effectively it can spread. The market share $m$ denotes the available susceptible device population and reflects the network structure. It is expected that there is a big influence of both these parameters, and we are trying to understand which parameter actually has a higher influence and under what conditions.

Table 5.3: Interaction study for $T_{\text{idle}}$, $p_{\text{inf}}$, and $m$. 3-factor balanced ANOVA to determine the interaction between idle time $T_{\text{idle}}$, probability of infection $p_{\text{inf}}$, and market share $m$. T, P, and M represent the $T_{\text{idle}}$, $p_{\text{inf}}$ and $m$, respectively. There is a high level of interaction between all the parameters and $T_{\text{idle}}$, and $m$ interact the most (Model 3).

<table>
<thead>
<tr>
<th>No.</th>
<th>Interactions</th>
<th>Source</th>
<th>SS</th>
<th>DF</th>
<th>F test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>All 1-way</td>
<td>[T][P][M]</td>
<td>12053</td>
<td>1237</td>
<td>3791.923*</td>
</tr>
<tr>
<td>2</td>
<td>2-way</td>
<td>[TP][TM]</td>
<td>4669</td>
<td>1205</td>
<td>4063.270*</td>
</tr>
<tr>
<td>3</td>
<td>2-way</td>
<td>[TP][PM]</td>
<td>7514</td>
<td>1205</td>
<td>6880.722*</td>
</tr>
<tr>
<td>4</td>
<td>2-way</td>
<td>[TM][PM]</td>
<td>1002</td>
<td>1205</td>
<td>431.778*</td>
</tr>
<tr>
<td>5</td>
<td>All 2-way</td>
<td>[TP][TM][PM]</td>
<td>566</td>
<td>1189</td>
<td>120.075*</td>
</tr>
<tr>
<td>6</td>
<td>All 3-way</td>
<td>[TPM]</td>
<td>71</td>
<td>1125</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.3 shows the results for 3-factor ANOVA to determine the interaction between $T_{\text{idle}}$, $p_{\text{inf}}$, and $m$ study for malware propagation. Column 1 shows the model number for each of the interaction models indicated in column 2. The parameters that interact are listed in column 3. Columns 4-6 show the interaction study on the response variable, the final % of devices infected. The F-statistic shows the interaction and the level of interaction from among the factors. From the table, we see that there is significant interaction between the 3 factors. The interaction in the 3-way automatically indicates this. Among the factors, $T_{\text{idle}}$ and $m$ interact the most (model 3 in row 4). The two way interaction that is dropped from model 5 is [TM] and so it shows the interaction between the 2 factors.
Figure 5.10: Interaction of idle time $T_{idle}$ with $p_{inf}$ and $m$ for the NRV1 network. We plot the interaction as a function of the percentages of devices infected at the end of the day (denoted as “% Final Infections”). (a): Shows the interaction between $T_{idle}$ and $p_{inf}$ for a low market share ($m = 10\%$); (b): Plots the interaction between $T_{idle}$ and market share, $m$ for a low probability of infection ($p_{inf} = 0.1$).
Figure 5.10 shows the interaction of \( T_{\text{idle}} \) with \( p_{\text{inf}} \) and \( m \) for the NRV1 network. The x-axis shows the variations in \( T_{\text{idle}} \) and the y-axis shows the percentage of devices finally infected at the end of the day.

![Graph showing interaction of idle time, \( T_{\text{idle}} \), with \( p_{\text{inf}} \) and \( m \) for the NRV1 network](image)

Figure 5.11: Interaction of idle time, \( T_{\text{idle}} \) with \( p_{\text{inf}} \) and \( m \) for the NRV1 network. We plot the interaction a function of the percentages of devices infected at the end of the day (denoted as “\% Final Infections”). (a): Shows the interaction between \( T_{\text{idle}} \) and \( p_{\text{inf}} \) for a low market share (\( m = 10\% \)); (b): Plots the interaction between \( T_{\text{idle}} \) and market share, \( m \) for a low probability of infection (\( p_{\text{inf}} = 0.1 \)).

5.6 Study of SMS/MMS Malware and their propagation

In this section, we study the dynamics of the SMS/MMS malware spread and differentiate it from the proximity based Bluetooth malware. The social network we use for this study is derived from the SG module discussed in Section 3.2.2. Here we conduct two simple experiments to determine the speed and dynamics of a purely SMS/MMS malware that propagates using the SMS/MMS message. We refer to such malware as \textit{sms-only}. We also study hybrid malware that jump from device to device over proximity Bluetooth link as well as a link over the cellular infrastructure through SMS/MMS messages. We refer to these malware as \textit{hybrid}. We find that the dynamics of
Table 5.4: Networks studied using the EpiNet framework. Characteristics of the proximity networks studied in this section. The networks have varying sizes and structural properties that make it necessary to study the spread and control of mobile malware for each network. The EpiNet framework is not able to study these networks as efficiently as EpiNet does.

<table>
<thead>
<tr>
<th>Demographics (age group)</th>
<th>NRV1</th>
<th>NRV2</th>
<th>Miami1</th>
<th>Miami2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-50</td>
<td>20-50</td>
<td>13-80</td>
<td>20-50</td>
<td>13-80</td>
</tr>
<tr>
<td># Devices</td>
<td>77,659</td>
<td>126,800</td>
<td>1,269,650</td>
<td>1,642,565</td>
</tr>
<tr>
<td># Links</td>
<td>284,941</td>
<td>1,507,328</td>
<td>4,495,755</td>
<td>17,266,216</td>
</tr>
<tr>
<td># Social Links</td>
<td>699,984</td>
<td>1,478,686</td>
<td>22,652,784</td>
<td>35,796,647</td>
</tr>
<tr>
<td>13-20 years</td>
<td>–</td>
<td>10.28%</td>
<td>–</td>
<td>12.85%</td>
</tr>
<tr>
<td>50-80 years</td>
<td>–</td>
<td>29.92%</td>
<td>–</td>
<td>32.48%</td>
</tr>
</tbody>
</table>

the SMS \textit{sms-only} malware under some conditions are almost similar to the Bluetooth malware in nature. When hybrid malware spread, their dynamics are different from \textit{sms-only} malware. They spread quickly and infect almost the entire susceptible population within a few hours.

5.6.1 Implementation of SMS/MMS malware

The EpiNet framework has the capability to study communication networks in addition to proximity networks created by Bluetooth. In this section we highlight this aspect and perform some simple studies on the propagation characteristics of malware that use the communication infrastructure on mobile devices. SMS malware is implemented in the framework as stealthy malware that intermittently sends SMS messages to the people in the address book of an infected device. These malware can be of differing kinds and can select the victim number at random or select the user based on call statistics. A more frequently called individual is targeted before an infrequent one and so on. We evaluate the two approaches and find that in a fast spreading SMS malware the randomness or preferred selection strategy results in similar dynamics.
5.6.1.1 Comparing the propagation dynamics

In this section, we observe the propagation under 3 conditions – (1) only Bluetooth malware, (2) only SMS malware and, (3) hybrid malware that propagates on both mediums. We use this to determine network structures that cause change in the patterns of infections.

Figure 5.12 shows the propagation of the 3 kinds of malware on the NRV1 and NRV2 networks. We observe a strange behavior in the NRV2 network. The propagation dynamics for the two networks are different because the NRV2 network has more social links (as shown in Table 5.4) than the NRV1 network. As expected, the hybrid malware propagates faster than either the Bluetooth malware or the SMS malware alone (Figure 5.12a and Figure 5.12b). There is an interesting dynamic for the SMS malware in the NRV2 network as shown in Figure 5.12b. We observe that the Bluetooth malware propagates slowly initially and still achieves a significant growth beyond 12 Noon and infects almost the same % of devices as the hybrid malware. This is an interesting behavior and is due to the number of social links shown in Table 5.4. The social links indicate the contacts in the SMS network (or the social network of the individuals). It appears that the devices are coming in proximity more than communicating through the SMS links. This can be the result of having high density locations, where devices are in range of other devices. This is an interesting case where we see that the proximity malware spreads much faster than the SMS malware. Accurately modeling the network is a necessity to obtain the right conclusions and depends heavily on aspects of human mobility.

5.7 Summary

In this chapter, we have presented the study of the Bluetooth malware using the EpiNet and EpiNet simulation infrastructures. We compare the results of malware propagation with RWP mobility model and find that an accurate representation of the network is important to obtain correct results. Using the EpiNet simulator we have studied the influence of various malware properties such as idle time and probability of inquiry timeout. Further, we have looked at the
Figure 5.12: Comparing the dynamics of Bluetooth, SMS, and hybrid malware in the NRV network. Propagation dynamics in the NRV1 networks for the 3 kinds of malware. We consider Bluetooth alone, SMS alone, and hybrid malware that spreads through both means.

influence of network aspects such as market share of susceptible devices and density of activity locations on the spread dynamics. We find that each of these parameters have a significant influence on the spread. We conduct a more formal statistical test, analysis of variance, to determine the interaction of parameters. For this, we create a factorial experiment design with 3 factors – $T_{idle}$, $p_{inf}$, and $m$ – with 5 levels for each factor. From this analysis we determine that the 3 factors idle time between infectious cycles and the market share have a significant interaction.

The comparison results between RWP and the activity-based mobility models in addition to the preliminary results with the EpiNet environment on the Chicago network were published in [22]. This work was performed in collaboration with Dr. Madhav Marathe, Dr. Anil Vullikanti, Dr. Keith Bisset, and Dr. Deepti Chafekar. The later studies on the NRV and Miami networks with the scalable EpiNet simulator appear in [23] and was submitted on October 1st. This work was performed in collaboration with Dr. Madhav Marathe, Dr. Anil Vullikanti, Dr. Keith Bisset and Mr. Shrirang Yardi.

In the next chapter, we study and analyze methods and strategies to control the malware spread on these networks.
Chapter 6

Controlling the spread of mobile malware

Responses to malware are primarily initiated by the service provider to protect the infrastructure and mobile devices from the malware. It is possible to detect malware that spread through SMS or MMS messages as they use the infrastructure and remedial measures such as black-listing and throttling network bandwidth to slow the spread. Not all manifestations spread in this manner. Proximity malware that spread locally (in the immediate neighborhood of the infected device) are hard to detect and respond to. Mobile-based detection rather than network-based detections can perform better in detecting and responding to such worms.

In this chapter, we study several mobile-based detection and mitigation schemes and measure their effectiveness in detecting and responding to malware. We classify the response mechanisms into (a) static and (b) mobile-based. In the static mechanisms, we study the influence of simple graph metrics such as degree and betweenness. Here, we are assuming that the service provider has some means to compute the proximity network for devices and then applies responses online based on the metrics computed on them. The provider uses these measures to identify the best candidates for applying the patches. The other and probably more effective response strategy in such ad hoc proximity networks is mobile-based detection and response, where devices can themselves detect their anomalous behavior [19, 54, 33, 72] and take some action: (1) disable the sub-system that is infected, (2) generate signatures that can help other infected devices know about their infection,
and (3) inform a centralized server of the infection to take remedial action. We are interested in
determining the effective parameters values that can control the malware spread. Here again we
are making an important assumption that the software and/or hardware involved in device-based
detection is not affected by the malware. Further, in some of the response mechanisms, we are
assuming that the sub-systems can be disabled temporarily and that on effective removal of the
malware (through human interventions) these systems will be back online.

6.1 Graph Centrality Measures

Epidemiology studies for humans have long considered graph metrics based interventions or re-
sponses for epidemics. In this set of experiments, we are evaluating these strategies with the
assumption that such networks can be constructed by the service provider. We study the effect
of choosing devices that have a higher rank based on two graph centrality measures—degree and
betweenness. Degree is defined as the number of links incident upon a node and defines in some
ways the risk of infection from the malware propagating through the network. Betweenness is a
measure of the number of shortest paths between any two nodes a given node is present on. It
indicates the importance of a certain node in the topology. For all the studies involved in the graph
measures, we consider the union graph for determining the rank of the devices. A union graph at a
particular instant of time \( t \), \( (G(t)) \) is the graph constructed by considering the union of all graphs
created at the locations at \( t \), i.e., \( G(t) = \bigcup_{l \in L} G_l(t) \), where \( L \) is the set of all locations and \( G_l(t) \) is
the graph in location \( l \) at time \( t \). The union graph \( G \) is the union of all \( G(t) \), i.e., \( G = \bigcup_{t \in D} G(t) \),
where \( D \) is the duration of the simulation and time is incremented in steps of 300 s, the interval for
new arrivals and departures at locations. We use \( G \) to calculate the graph metrics for individual
devices and rank them in decreasing order of the metric. Devices are selected to be patched in
rank order of the metrics and the change in spread characteristics are observed. Devices so selected
are not susceptible to the malware at the instant the patch is applied. We consider applying this
intervention before and after the malware starts spreading.

Here, we study the effects of patching 10% or 50% of devices selected based on the rank of de-
Figure 6.1: Comparison of degree-based response strategy. (a): Comparing random device selection to selection based on degree rank from the union graph; (b): Infection spread with devices patched early and late with devices selected with degree rank.

degree and betweenness of devices. We compute the union graph $G$ from the activity-based mobility model and compute the metrics on $G$. Human epidemic studies have indicated that degree based responses outperform betweenness based measures. Figure 6.1a shows a comparison between randomly selecting devices for patching and selecting devices based on the degree rank (the total devices patched remain same). ‘Deg-10’, ‘Deg-50’ indicate the result for patching 10% and 50% of devices by selecting the devices based on degree rank. ‘Random-10’ and ‘Random-50’ indicate 10% and 50% of devices being selected at random, respectively. The final infection size clearly indicates that degree based responses are better than random selection. The inset plot in Figure 6.1a shows that initially the random is slightly better than degree. From 9 AM onwards, the graph based metrics start to perform better. This effect is observed because high degree devices are determined from the union graph and are patched initially. Patching 10% devices does not have a significant impact on the spread characteristics and there is only a slight reduction in the final infection size. Any response strategy based on degree requires more than 10% of devices to be patched in order to be effective in controlling the spread.
Surprisingly, the effect of selecting devices based on the betweenness of devices has a similar effect on the control. Contrary to human epidemics where degree-based response mechanisms are more effective than betweenness, we find the effect with patching devices based on betweenness metrics identical to degree-based metrics.

6.2 Mobile device based Responses

The studies conducted in the earlier sections observe the spread characteristics with heterogeneous networks and device market share. We also studied some static random and graph measure based responses and provide a base line for comparison with more advanced and practical responses. In this section, we explore the response schemes that use device-based detection mechanisms with and without service provider involvement in patching devices. In these responses, we mostly study self detection and other responses such as local and centralized signature dissemination that depend on self detection.

6.2.1 Passive Self Detection

Traditional network defenses are centralized and depend on information from packet traces to identify anomalous behavior. Such defense mechanisms cannot be applied to proximity malware as observations tend to be local and in the proximity of the infected devices. Recent research direction for recognizing local effects involve deployment of sensors in locations where device densities are expected to be high [43, 77]. In other, more recent schemes the potential victim serves as a detector. Monitoring sequence of system calls [33], power signatures [54] and behavior [19, 44] have the potential to be implemented in mobile devices to sense new infections.

We consider such detection mechanisms which allow devices to detect their own infection using behavior identification methods; this is passive in the sense that it uses the knowledge of the infection to prevent further spreading, but does not inform neighboring devices or service provider of the infection. Here we are interested in evaluating (a) whether such schemes reduce infection
spread and (b) the effect of varying the sensitivity—number of infections required to trigger the self detection—of the self detection system. We define the number of infections that trigger the self-detection as self-detection threshold and denote it by $sd_{th}$. In these experiments we vary $sd_{th}$ between 1 and 10 to determine the best threshold value to control the spread. The devices that become aware of their own infection are informed and have a means to stop further infections (by either alerting the user or disabling the sub-system or application spreading the malware).

Figure 6.2: Passive Self-detection performance with varying detection thresholds. (a): Passive self-detection with 10% initially infected devices and $sd_{th} = \{1, 2, 4, 6, 8, 10\}$; (b): Total devices informed as the infection spreads with $sd_{th} = \{1, 2, 4\}$ for 10% and 5% initially infected devices. Figure 6.2 shows the infection spread characteristics for 10% initial infection size (Figure 6.2a) with varying self detection thresholds ($sd_{th}$) from 1–10. $sd_{th}$ is defined as the number of infections caused by the infected device before the self detection system is triggered. The devices that become aware of the infection are called informed devices and assume that they do not cause new infections. From Figure 6.2a, we see that for any $sd_{th} > 4$ the spread does not slow and for $sd_{th} = 8$ and $sd_{th} = 10$ no devices self detect. This clearly shows that no single infected device causes more than 6 infections and only 2% infect more than 4 devices within the simulation duration. Further, even when $sd_{th} = 1$, the final infection size reduces by only 20%, implying that the self detection...
mechanism has to be fairly accurate and extremely quick to detect an infection.

6.2.2 Detection with Signature Dissemination

Malware signatures are extensively used in existing anti-virus software to identify attacks and prevent infections requiring constant signature updates. Nevertheless, about 60% of malware developed to steal personal information are not detected by updated anti-virus software [3]. Automatic signature generation programs [72] or behavior identification systems [66] can help improve detection. Such approaches generate signatures online using the malware’s characteristics and help keep the signatures updated. Here we evaluate such schemes implemented in mobile devices. We consider two approaches: (a) local dissemination of the signatures generated and (b) upload signatures to service provider for centralized dissemination. For this study we still use the same self detection discussed in Section 6.2.1, but improve the signature generation and dissemination process.

(a)

(b)

Figure 6.3: Comparison between passive and local signature dissemination. (a): Local Signature dissemination for different $sd_{th}$ values; (b): Comparison between passive self detection and self detection with local signature dissemination for $sd_{th} = \{2, 4, 6\}$ values.
6.2.2.1 Local Signature Dissemination

For local signature dissemination we consider that the informed device follows a reactive process—signature is shared only when an infected device tries to infect an informed device. We do not study a pro-active approach, as it becomes similar to the malware and would require significant resources from the mobile.

Figure 6.3a shows the results of performing local signature update to neighboring infected device by an informed device. ‘L, $sd_{th}=2$’ indicates the local (L) signature update with a self detection threshold $sd_{th}$ of 2. From Figure 6.3a it is clear that lower $sd_{th}$ values result in slowing the spread (similar to Figure 6.2a), but local signature updates slow the spread drastically when compared to passive self detection. Further, when $sd_{th} = 1$, some of the initially infected devices are informed of the infection and final infection size is smaller than the 10%. Thus, we find that in the current setting, local signature distribution (with passive self detection) is more effective than the passive detection approach. This approach requires the mobile to communicate with the neighboring infected devices and transfer the signature.

6.2.2.2 Centralized Signature Dissemination

With local signature dissemination, the spread of the signatures is local to the position of the infected devices and does not have a spatial impact. So, here we evaluate the case where the informed devices send one infection report (or $I_{rep}$) to a centralized location. Infection reports are concise packets of information regarding the mobile’s behavior or signatures generated after self-detection. The centralized entity can either generate the signature or serve merely to make decisions for distributing the signatures. We study the impact on the infection spread when the centralized entity applies patches on receiving a certain number of reports. We select different percentages of devices to patch and observe the spreading.

Figure 6.4 shows the results we have obtained for the different experiments with centralized signature dissemination. Here we are randomly deciding on the devices that receive the patches and
Figure 6.4: Centralized signature dissemination for controlling the malware spread. (a): Malware dynamics with centralized signature distribution with $sd_{th} = \{2, 4, 6\}$, $I_{rep} = 500$ and 25% devices patched; (b): Effect of patching 25%, 50%, and 75% of devices after receiving $I_{rep} = 500$ reports.

are not patching only the devices that are infected. For all the experiments presented here, we have used a fixed $I_{rep}$ threshold of 500 messages from the detectors. From Figure 6.4a we can see that lower detection threshold causes a faster response from the central server for patches. Even after application of the patches, for all the cases, the infection does not completely die out, but has significantly slowed down.

### 6.3 Device Vulnerability

The earlier sections targeted the responses based on graph metrics such as degree as they are found to be effective in human epidemiological studies. From our findings in the above sections, we note that static graph metrics such as degree and betweenness of the devices are not effective. Simply selecting devices based on the number of neighbors they have and ranking them according to this is not effective in slowing the spread. The other metric that has been shown to be effective is vulnerability. In this section, we explore the vulnerability of a device as a metric to decide which of
the nodes to patch and determine if that is effective in controlling the spread of mobile malware.

Vulnerability denoted by $V(v)$ for a node $v$ is defined as the probability with which $v$ gets infected under different initial infected devices. Vulnerability is a dynamical measure dependent on the temporal network and the dynamics of the malware. As we will show later, vulnerability is found to be an effective metric to control the malware spread. In a sense vulnerability of a device provides information regarding the probability of a node to be infected irrespective of which set of devices are initially infected. Because the Bluetooth device network is large and dynamic, we estimate vulnerability through simulation studies with a different set of devices initially infected and repeating the experiment for multiple replicates. For the purposes of this dissertation, we use 100 replicates while determining the vulnerability of a device. Figure 6.5 shows the effect of the vulnerability metrics when a different number of replicates are used to estimate vulnerability. Note that the initially infected devices are not counted while determining the number of replicates in which a given devices is infected. We can see that the metric varies largely depending on the number of replicates used to estimate the vulnerability of a device. Figure 6.5a and Figure 6.5b show the variation in the vulnerability for the NRV and Miami networks, respectively. Clearly the variations are different for each network.

The cumulative probability distribution is shown in Figure 6.6 and indicates that as the number of replicates increases, there is a large variation in the percentage of devices that are highly vulnerable. This indicates that more replicates would yield a better understanding of the vulnerability of the device. From Figure 6.6a we can see that 75% of the devices have a vulnerability less than 0.2 for 20 and 50 iterations, while this number drops to 30% after 100 iterations. In Figure 6.6b, the variation is not that drastic. Although it is clear that the vulnerability metric varies with the number of iterations, it is not necessary that the variation is observed in all networks. It is important to identify the reasons why certain devices are vulnerable and others are not and also see if one can make general statements about the vulnerability across different networks. Next, we determine the effects of using vulnerability as a metric to identify the device to patch and observe the effect of such a response mechanism. In later sections, we make an attempt to obtain correlation of the vulnerability metric and explain the reasons why certain devices are more vulnerable than others.
Figure 6.5: Device vulnerability as the number of replicates are varied. We use 20, 50, and 100 replicates to illustrate that a significant number of replicates are required for determining this metric and the number of replicates also depends on the structure of the network itself. (a): Probability distribution for device vulnerability on the NRV network as a function of the number of replicates used to determine the vulnerability of each node; (b): Probability distribution for the Miami network as the replicates are increased.
Without a scalable and expressive environment like EpiNet it is difficult to perform analysis on dynamic metrics such as vulnerability.

![Graph A](image1.png)  
![Graph B](image2.png)

**Figure 6.6:** Cumulative distribution of device vulnerability as the number of replicates are varied for the NRV and Miami networks. (a): The cumulative distribution for device vulnerability of each device for the NRV network; (b): The cumulative distribution for the Miami network.

Next, we look at the convergence of the vulnerability metric on these networks. Because the vulnerability is a dynamic metric, the number of replicates required for each network varies and we need to determine whether the values have converged, or we need to consider more replicates.

### 6.3.1 Vulnerability based responses

Although there is variation in the vulnerability values for a node in different replicates, vulnerability indicates the importance of a certain device in the infection progression and thus can be used as a metric for controlling the spread of the malware. Here, we look at how effective vulnerability is in controlling the malware spread, if the metric was used to identify susceptible devices and apply targeted patching. Like degree based metrics, we need to know the network or at least conduct simulations on the network to determine if a device is vulnerable or not. Usually a significant number of replicates may be required to obtain the vulnerability irrespective of the initial infections.
In this section, we conduct these experiments for the NRV and Miami networks. The strategy is to identify the devices’ vulnerability using a certain number of replicates. We use 100 replicates for each network and determine the vulnerability for each device. The devices are then ranked based on the vulnerability measured for the 100 replicates and a certain percentage of the total population (in this case, 5%, 10%, and 20%) are selected to apply the patch in the order of this rank. The highest vulnerability node is first, and so on, until the required percentage of devices has been selected.

Figure 6.7: Performance of the vulnerability based targeted patching of devices in NRV1 and NRV2 networks. (a): Patching devices based on the vulnerability rank has a very good effect on the reduction in the final infection size in the NRV1 network; (b): For the NRV2 network the increase in the same percentage of patched devices does not lead to increased gains. Only 20% of the devices patched devices remain uninfected at the end of the day in the NRV2 network.

Figure 6.7 shows the results we obtain for the two NRV networks. We observe in Figure 6.7a that selecting devices based on the vulnerability metric is effective in the NRV1 network and increasing the percentage of devices patched leads to increased gains. Patching slightly more than 20% of the devices actually stops the spread of the malware. The same does not apply to the NRV2 network (as shown in Figure 6.7b). The reduction in the number of final infections is not much and remains almost equal to the total percentage of the devices that are patched, i.e. 5%, 10%, and 20%, respectively.
6.3.2 Comparing Degree and Vulnerability Metrics

Figure 6.8: Comparing degree and vulnerability metrics on the NRV networks. We find that the effect of the control mechanism is dependent on the network. Vulnerability works only slightly better in a more well connected network. (a): Control of malware on the NRV1 network. Selecting devices based on the degree rank is more effective than vulnerability; (b): NRV2 network has a slightly different outcome. Vulnerability metric fares better in controlling the spread.

Figure 6.8 shows the comparison between vulnerability and degree for the two NRV networks. It shows the difference in the effect of similar interventions on different networks. In Figure 6.8a, the effect of patching devices using degree- and vulnerability-based metrics are both effective in controlling the spread. The network they are deployed on is the NRV1 network. The same two metrics deployed on the NRV2 network indicate that the spread is not controlled effectively, as shown in Figure 6.8b. This indicates that the effectiveness of these metrics depends heavily on the network structure and it is important to have the ability to evaluate these metrics on device networks, and then deploy them on real networks. EpiNet provides an environment for performing such a detailed evaluation and analysis.
6.3.3 Estimating Vulnerability

According to Figure 4.8a, in the case study (presented in Section 4.3.1 of Chapter 4) we find that vulnerability is the upper bound on the effective intervention schemes. Here we are interested in investigating whether there are other metrics that are easier to obtain from than vulnerability. If some other metrics are correlated with it, we can then choose that metric and avoid trying to compute vulnerability for each network. We need to look at metrics that are dependent on the demographic metric rather than the network metrics. Network metrics such as degree would require a network to be generated to be calculated. This may not be possible. The demographic metric we look at is the age. Figure 6.9 shows the correlation between the two metrics in the NRV network. Recall that NRV1 and NRV2 contain slightly different demographics, 20-50 year olds and 13-80 year olds, respectively.

![Figure 6.9: Correlation between age and vulnerability](image)

For NRV1, there is no correlation between the vulnerability and age and almost every age value has the entire range of vulnerability values. This can also be attributed to the replicates that were used in the study. In Figure 6.10 we see vulnerability correlation of neighbors and see how the
correlation is changing as the number of replicates is changed. This shows that the vulnerability has not yet reached a steady state in the NRV1 network after 200 replicates. When people in the age groups of 13–20 and 50–80 are included in the population by assigning devices, the vulnerability of the people becomes higher. This is because the kids and the elderly are making the network more connected, thus dividing the nodes into highly vulnerable and not vulnerable.

In this section, we have investigated different demographic metrics and do not find a suitable metric that can replace vulnerability. Each network has a slightly different characteristic and it is extremely difficult to obtain a single metric that works on all the networks and effectively control the spread of proximity malware.

6.4 Summary

In this chapter, we have studied various control mechanisms for stopping the flow of the malware over realistic urban Bluetooth networks. There are several methods in the literature on applying patches to infected mobile devices. Some of them are device based detection and patch mechanisms, while others are surveillance approaches where infected devices are patched based on the surveillance information. Here we show that EpiNet environment is capable of evaluating these interventions.
in addition to other new methods and evaluate the efficacy of particular schemes.

We have looked at non-adaptive responses based on static graph metrics such as degree and betweenness. We have studied device-based interventions where detection software on the device is in a position to detect a self infection and disable certain features to stop the spread. We have looked at policy-based centralized patch dissemination where the service provider applies patches to devices when the infection count reaches a certain number. We also evaluate how effective disseminating signatures in a local environment is in controlling the spread. We then evaluate the efficacy of dynamic graph metrics such as vulnerability in controlling the spread. We find that vulnerability performs well on some networks and performs better than other metrics on others. We try to find estimates for vulnerability from other metrics, but do not find any one metric that effectively maps to the vulnerability. In this chapter, we show how the framework can be employed to study aspects in the control of malware spread over mobile networks.

We find that it is very difficult to control the malware spread in a proximity network and there is no single metric that can effectively control the spread. Early detection will go a long way to show efficacy of some of the metrics and usually also requires a large fraction of the devices to be patched in order to control the spread.
Chapter 7

Conclusions and Future Directions

7.1 Summary of Contributions

Large scale simulations of malware on mobile wireless networks have become important applications of high-performance computing. In this dissertation, we have proposed EpiNet, an individual-based, scalable high performance modeling environment, to study the propagation of mobile malware. It is designed specifically to work on commodity clusters. The environment serves as an evaluation environment for studying current and future generation malware. We summarize the contributions as follows:

1. We propose and implement EpiNet a highly expressive, scalable, parallel HPC-based wireless epidemiology framework. To our knowledge, this is the only framework for malware studies that scales to large device deployments of over 100K nodes and considers realistic high-fidelity human mobility models. EpiNet has the capability to represent realistic device contact networks created as a result of human mobility based on activity patterns.

2. EpiNet exports an expressive interface to configure and study complex interventions based on static and dynamic graph metrics applied non-adaptively or adaptively. The interface also allows for applying centralized policy interventions and individualized adaptive interventions. The ability to model interventions makes it possible to evaluate the efficacy of interventions
with respect to different malware parameters.

3. We propose and construct an abstract representation of Bluetooth malware to model within-host behavior. We calibrate the model using small scale packet level simulations using network simulators. We validate this model and find that the results obtained by using this model are accurate for small networks. We construct realistic proximity networks formed by mobile devices to study the propagation of Bluetooth malware.

4. Approximations implemented in the mobility resolution provide 100X reduction in messages exchanged and corresponding reduction in communication time. Reducing the model resolution helps obtain 10X speedup in computation from an initial high resolution model. Both these approximations contribute to < 5% error in the final infection size.

5. We implement and study the dynamics of SMS/MMS malware that spread over the cellular infrastructure and study hybrid networks that can spread over Bluetooth and through SMS/MMS messages.

### 7.2 Our Key Findings

In this dissertation we have studied the dynamics of mobile malware propagation and make the following conclusions.

1. Although it is strongly believed that Bluetooth based malware cannot propagate to a lot of devices, our finding suggest the opposite. The current market share of smart phones is a contributing factor. Once a large market share is gained by smart phones, we will see an increase in the number of malware outbreaks.

2. Access to communication and information allows devices to interconnect multiple networks together – proximity networks created around the devices and social contact and communication networks, created by e-mail, IM, and SMS/MMS communications. This interconnection provides multiple pathways for a sophisticated malware and is extremely difficult to control.
We find that an aggressive hybrid malware spread to 50% of the devices within a matter of 2-3 hours.

3. Access to real data of current and previous generation malware are limited. Very little information is available in public domain, making it extremely difficult to validate our modeling approach with respect to real malware. This will help in making the modeling more realistic.

### 7.3 Future Directions

There are several directions future work in this area can take.

1. **More accurate proximity networks for Bluetooth malware.** The proximity malware we study use the high fidelity model to construct intra-location Bluetooth networks. This model can be made more accurate by taking existing data on Bluetooth networks from sources such as [1]. This would make a high resolution network within the location and can offer more accurate networks.

2. **Consider the introduction of hybrid networks.** The current simulation environment considers proximity- and infrastructure-based propagation and a combination of the two. It does not consider the impact of crossover malware that spread between PC and mobile device. This would require the consideration of hybrid networks at locations in addition to proximity networks. This would result in a completely different dynamic.

3. **Building real-time simulations of mobile malware infections.** The current framework is implemented to execute a particular scenario of malware propagation and allows for implementing dynamic intervention. Dynamic changes to these strategies may be interesting to try out where an analyst can try dynamic interventions that change as a result of how a certain interventions is playing out in controlling the spread.
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