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ABSTRACT.

This thesis describes the coincident prediction and observation of thermo-acoustic instabilities in a turbulent, swirl-stabilized research combustor using a stability model constructed from validated reduced-order component models. The component models included the acoustic response to flame heat release rate at various locations in the combustor, the turbulent diffusion of uneven fuel-air mixing, and the flame’s response to perturbations in both inlet velocity and equivalence ratio. These elements are closed in a system-level model to reflect their natural dynamic coupling and assessed with linear stability criteria. The results include the empirical validation of each of the component models and limited validation of the total closed-loop model with a lean premixed gaseous fuel combustor not dissimilar to an industrial burner. The degree of agreement between the predictions and the measurements encourages the conclusion that the reduced-order technique described herein not only includes the relevant physics, but has characterized them with sufficient accuracy to be the basis for design techniques for the passive avoidance of thermo-acoustic instabilities.
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1. INTRODUCTION

Thermo-acoustic combustion instabilities occur when a flame and the acoustics in the surrounding fluid couple dynamically to form a self-exciting, linearly unstable system. Though study into the nature of these instabilities is well-motivated by the destructive power of the resulting acoustic oscillations alone without even including mention of the cost incurred in the gas turbine industry due to reduced combustion efficiency or poorer emissions[9], detailed studies[22] of such instabilities have been inhibited by the formidable challenge inherent to understanding and characterizing dynamic reacting flows. To add to these complexities, the importance of the surrounding acoustics invites dependencies on combustor geometry, fuel type, injection method, etc. . . , each of which varies even within a fleet of engines. It is the unfortunate result that even in the face of steady advances in modeling techniques to capture these phenomena, much industrial design is still mostly restricted to be based on empirical knowledge.

Gas turbine combustion is often classified by fuel types (liquid or gaseous), but this can be a misleading distinction since premixed, prevaporized liquid fuel can behave very much like premixed gaseous fuel. It is more convenient for the purpose of investigating instabilities, therefore, to consider premixed and direct injection combustors as distinct. Direct injection combustors, depending upon the application, either rely upon very rapid mixing (and vaporization if liquid fueled) to produce a semi-homogeneous mixture prior to combustion, or form a diffusion flame at the fuel-air interface. Premixed combustion, on the other hand, allows the fuel time to mix (and vaporize if necessary) with the air prior to combustion. Each of these systems presents distinct physical phenomena that are extremely difficult to capture in a single model. To name only several of the challenges such a model would have to surmount, diffusion flames take on completely different geometries than premixed flames, and the different mixing methods provide means for
acoustic-mixing interactions that are entirely unique to the different injection geometries.

This particular work is designed to develop a systems-based approach to predicting the formation of thermo-acoustic instabilities that might eventually be systematically applied to premixed combustors (and potentially even LDI combustors) of various geometries prior to obtaining direct empirical measurements. By identifying the significant physical elements of a thermo-acoustic instability in a lean, premixed gas turbine combustor, it is possible that linearized system elements can be closed analytically to allow predictions on closed-loop stability. Such models are of interest to both academic and industrial communities, since not only do predictive models provide invaluable influence in the design of new products and the modification of existing ones, but, as this discussion will show, can also provide unique insights into the physical phenomena that cause these instabilities.

1.1 Background

Thermo-acoustic phenomena were first noted by Higgins in 1777 in the form of a “singing flame” [26]. Later, some of the earliest records of scientific investigation into thermo-acoustic instabilities were cataloged in Lord Rayleigh’s *The Theory of Sound* [23], originally published in 1877. The thermally driven oscillations he listed therein included four distinct phenomena: a thermo-mechanical instability called *Trevelyan’s Rocker*, a thermo-acoustic instability that shall be named in this document as *Chladni’s Tube* for the acoustician that Rayleigh credited for its discovery, singing that occurs naturally in a *Glassblower’s Tube*, and the much celebrated thermo-acoustic instability that occurs in *Rijke’s Tube*.

*Trevelyan’s Rocker*

An interesting distraction from thermo-acoustic oscillations, this is an indication of the potentially counter-intuitive nature of thermally-driven instabilities. Frequently, as in the case of Trevelyan’s Rocker, since the instability results in large-scale oscillations, one is reluctant to investigate the physics of smaller scales to seek an explanation, though that may actually be where the explanation lies.
Trevelyan’s Rocker is a hot, metallic isosceles triangular prism with a trench cut in place of the a-symmetric angle, the cross-section of which appears in Figure 1.1. When the metal was heated and placed on a cool lead surface, the device emitted an audible tone. It has subsequently been noted that the pitch is due to rapid rocking oscillations - hence the device’s name. It is sufficient to note that there was significant debate as to the cause of the oscillations, the most widely accepted explanation being that alternating thermal expansion and contraction of the lead drove a self-sustaining rocking motion in the prism. Objections to this explanation included that the time-scale associated with transient heating and cooling are much slower than would be necessary to keep up with the frequencies of oscillation observed.

Though discussion on the nature of these oscillations persists, Bhargava and Ghosh\cite{1} have treated the matter with a very simple derivation that agrees sufficiently with empirical observations as to encourage the conclusion. Ultimately, the objections were refuted by noting that when only the local heating and cooling at the very small points of contact need be considered, the time scale for thermal decay becomes significantly faster. The lesson to be learned from this endeavor is that these dynamic phenomena defy many of the constructs and intuitions developed around slow or semi-steady phenomena. For this reason it is important to re-investigate many of the preconceived notions surrounding even well-understood phenomena.

\textit{Glass Blower’s Tube}

Of the thermo-acoustic instabilities discussed in Rayleigh’s book, the relevant physics in the Glass Blower’s Tube are the simplest. So, it is with good reason that it is the first of the thermo-acoustic systems to be discussed. This example offers the first glimpse into the physical principles that will remain relevant from one instance of thermo-acoustic coupling to another.
Glass blowers traditionally use a long hollow rod to thrust the work piece into a furnace where the glass is heated until it becomes malleable. The artist blows through the hollow rod to inflate the glass shape into a hollow container. Clearly, the artist is reliant upon the thermal insulation along the length of the rod to maintain a safe temperature at the mouthpiece. Interest among the acoustic community was turned to these devices when glassblowers noticed an audible tone emanating from unattended tubes under some conditions.

Figure 1.2 shows a crude representation of the physical system. The oscillations are caused by unsteady heat transfer to and from the air as it expands and contracts in the tube. At semi-steady-state, any heat transfer from the workpiece to the air inside causes an expansion. As the slightly hotter air expands into the tube, the heat is given up to the cooler walls of the tube, causing a contraction, after which the process is repeated. The phenomenon is, in fact, a naturally occurring heat engine that extracts energy in the form of acoustic oscillations rather than shaft work.

Rijke’s Tube

Perhaps the most famous of the examples included in Rayleigh’s survey of thermally-driven instabilities due to its perceived similitude to the instabilities noted in modern gas turbine engines, Rijke’s tube is a favorite for classroom demonstrations and simplified modern stability experiments[6, 13, 16].

The Dutch physicist Pieter Rijke noted that by inserting a heated metallic gauze in an open vertical tube 1/4 the tube’s length from the bottom, the emission of a strong tone is audible[23]. The hot gauze transfers heat to the surrounding air, driving a steady current through the tube due to the buoyancy of the heated air. Any slight accelerations in the air velocity cause improved heat transfer, ultimately resulting in enhanced heat addition to the air. Similarly, retarded air velocity
deters heat transfer and results in a decline in heat addition. In this manner there is a natural coupling between the acoustics in the tube and the addition of heat to the air in the tube.

Surely one of the primary reasons Rijke’s experiment is so popular as an academic curiosity is found in the realization that the phase of the acoustic cycle at which heat is added can be easily adjusted with the vertical position of the gauze in the tube. Thus, it is a simple matter to observe physical limits on stability simply by adjusting the gauze location in the tube.

**Chladni’s Tube**

Though it is rarely (if ever) mentioned in the modern combustion literature, Chladni’s tube is more relevant to gas turbine thermo-acoustic instabilities than any of the other classic examples in the literature. While both the glassblower’s tube and Rijke’s tube are thermo-acoustic systems driven by unsteady heat transfer and Trevelyan’s rocker is driven by thermo-mechanical coupling, Chladni’s tube is unique in the sense that it alone exhibits an instability driven by a flame.

An acoustician famous for his experiments identifying mode-shapes in vibrating plates with pooling particulates, Chladni is credited as noting (though Higgins is recorded as first noting a similar phenomenon) that a hydrogen flame in a tube produced a pitch similar to the other instabilities. Other experimenters noted that the oscillation could be suppressed by damping the propagation of acoustic waves through the tube supplying the fuel with cotton, while parameters such as the fuel line’s length and diameter seemed to matter less. This encouraged what is now a common conclusion: that the propagation of unsteady fuel injection into the flame can drive a thermo-acoustic instability.

**Rayleigh Criterion for Stability**

With regard to these phenomena, in 1878 Sir Rayleigh published both in *The Proceedings of the Royal Institute* and *Nature*, these words which have become the basis for a number of mathematical criteria for thermo-acoustic stability posed since:

“If heat be periodically communicated to, and abstracted from, a mass of air vibrating (for example) in a cylinder bounded by a piston, the effect produced will depend upon
the phase of the vibration at which the transfer of heat takes place. If heat be given to
the air at the moment of greatest condensation, or be taken from it at the moment of
greatest rarefaction, the vibration is encouraged. On the other hand, if heat be given
at the moment of greatest rarefaction, or abstracted at the moment of greatest con-
densation, the vibration is discouraged. The latter effect takes place of itself when the
rapidity of alternation is neither very great nor very small in consequence of radiation;
for when air is condensed it becomes hotter, and communicates heat to surrounding
bodies. The two extreme cases are exceptional, though for different reasons. In the
first, which corresponds to the suppositions of Laplace’s theory of the propagation of
sound, there is not sufficient time for a sensible transfer to be effected. IN the second,
the temperature remains nearly constant, and the loss of heat occurs during the process
of condensation, and not when the condensation is effected. This case corresponds to
Newton’s theory of the velocity of sound. When the transfer of heat takes place at the
moment of greatest condensation or of greatest rarefaction, the pitch is not affected.
If the air be at its normal density at the moment when the transfer of heat takes place,
the vibration is neither encouraged nor discouraged, but the pitch is altered. Thus the
pitch is raised if the heat be communicated to the air a quarter period before the phase
of greatest condensation; and the pitch is lowered if the heat be communicated a quarter
period after the phase of greatest condensation.

In general both kinds of effects are produced by periodic transfer of heat. The pitch is
altered, and the vibrations are either encouraged or discouraged. But there is no effect
of the second kind if the air concerned be at a loop, i.e. a place where the density does
not vary, nor if the communication of heat be the same at any stage of rarefaction as
at the corresponding stage of condensation.”[23]

The first realization of a mathematical criterion for instability, similar in principle to Rayleigh’s
qualitative description, is typically credited to Putnam in his study of *Combustion-Driven Oscilla-
tions in Industry*[22] and his earlier *Survey of Organ-Pipe Oscillations in Combustion Systems*[21].
Since then, there have been a number of works building upon an reiterating the significance of the conclusion, not the least of which is Culick’s communication on the subject [3]. The ultimate result of which is that when acoustic losses are neglected, the flow field will exhibit oscillations that grow in amplitude when

$$\int_V \int p' \cdot q' \, dt \, dV > 0,$$

where $p'$ and $q'$ are the unsteady pressure and heat addition rate (energy per unit time) respectively, and $V$ is the volume of the region where $q'$ and $p'$ are nonzero. There are other forms that include compensation for acoustic losses due to damping or otherwise, but the simple form in Equation 1.1 is by far the most common. The implications that can be derived from the criterion are discussed in more detail in Section 5.1.

More recent advances in the study of combustion instabilities has ranged from experimental investigations to highly physical reduced-order modeling with varying results. Several of the conclusions prevalent in the combustion community during the period over which the work described herein was performed are quite consistent from group to group, though the approaches taken are highly varied. What will follow is by no means a thorough catalog of the prevalent literature, but is instead a brief review of the works that have most influenced the present effort.

The approach involving a total closed loop system model can be found in the work of Ghoniem et al of MIT[18]. The group used a well-stirred reactor (WSR) model to predict the heat release response with respect to oscillations from an acoustic oscillator with a single natural frequency and no damping. They found, consistent with conventional wisdom surrounding these instabilities, that the model predicted high-amplitude oscillations at conditions very close to blowoff. They attributed this to a $180^\circ$ change in the phase of the flame response. This and other mechanisms for instability will be discussed in great detail in later sections.

Lieuwen, Neumeier, and Zinn of Georgia Tech also used the WSR to investigate combustion
oscillations. They postulated that not only perturbations in the fluid velocity local to the flame, but also fluctuations in the equivalence ratio due to uneven fuel-air mixing can cause oscillations in the heat release rate[10, 11]. They were able to show that the WSR predicts significant heat release rate oscillations with respect to both velocity and mixing perturbations.

The same group has since abandoned the use of WSR’s to model dynamic combustion under the premise that they predict unreasonable bandwidths. Their more recent publications have included flame sheet models[19, 20], arguing that even turbulent flames behave as a flame sheet, and implying that provided the local flame speed is conserved, the heat release rate is proportional to the flame sheet area. The same has been applied by a number of researchers including Lawn and Polifke[8] of the University of London and Die Technische Universität München respectively, and Dowling[5] of The University of Cambridge. Lawn and Polifke adapted their model to be very empirical in an attempt to match physical results. Similarly, Dowling presumed a flame geometry based on observation and considered deviations from the steady case. What is consistent between the works is the notion that the frequency response of the flame is scalable by the characteristic time indicated by the flame length divided by the mean fluid velocity, $L/U$. This is a concept that will be investigated in detail in the chapters to follow.

Lastly, but far from the least of these is the work of Lohrmann and Büchner who took experimental measurements of a turbulent, swirl stabilized flame’s transfer function. They used a speaker to drive unsteady flow into the flame and optically measured fluctuations in the heat release rate. The significance of the work to the present effort demands that attention be paid to their findings. In Chapter 2, their conclusions are compared at some length with the findings of this thesis.

1.2 Objectives and Scope

This work was originally conceived to address a growing need for systemically applicable methods to predict and suppress thermo-acoustic combustion instabilities and has since grown in ambition to address conditions under which the different mechanisms for instability become important. Herein, I will describe my efforts to attain these goals by first dividing the complicated, nonlinear dynamic system in a set of simpler, “system-level” component models, and finally their reconstruction into
a total stability model.

The ultimate objective of developing design tools for the prediction of thermo-acoustic combustion instabilities in lean, premixed gas turbine engines is divided into the following milestones:

1. The identification of dominant physical phenomena contributing to instability at various operating conditions,
2. Detailed description of the relative importance of the proposed mechanisms for instability,
3. The development of reduced-order mathematical models, applicable to practical systems, capturing the dominant dynamics,
4. and Detailed methods for closing the component models in a total closed-loop for the prediction of total stability.

The detail I devote to each model element is limited primarily by the novelties that are likely to be found in each respective undertaking. For this reason, I have given great care to properly developing theory surrounding the flame so that appropriate detail can be devoted to discussing the perceived results and conjecturing the potential for future growth. Similarly, final closed-loop analysis is developed in excellent detail as its results are the most unique of all.

The combustor acoustic models, however, despite their vital importance to determining the closed-loop response, are allowed only limited description. This serves several purposes, prime among them is to reserve credit for their conception for other researchers who developed them, and also to prevent investigation into elements of the model that are known not to be immediately portable to other systems. Indeed, the determination of detailed acoustic models is a potentially cumbersome yet necessary undertaking for the construction of a total stability model that is worthy of its own thesis. Therefore, the discussion herein with regard to acoustics shall be limited strictly to that which is necessary to develop the total model.

1.3 Methodology

Flames in a given combustor geometry are sensitive to three parameters (dynamically and statically) - pressure, equivalence ratio, and total mass flow entering the flame\cite{25}. There is significant literature demonstrating that only large changes in pressure have significant effects on combustion\cite{25, 7},
consistent with the work of Gohniem et al[18] and Lieuwen et al[11] whose flame models specifically excluded pressure perturbations, citing them as insignificant relative to the effects observed from mass flow and mixing excitations. It remains, therefore, to identify and model phenomena that can potentially cause self-excited mass flow and equivalence ratio oscillations.

If a premixed combustor can be conceptualized as having geometry similar to Figure 1.3, then it is immediately obvious that acoustic velocity perturbations at the dump plane result directly in mass flow oscillations to the flame. Observe also that the equivalence ratio is determined entirely by the ratio of local air velocity and fuel velocity at the injection plane. In combustors with choked fuel flow or liquid fuel, it is quite common that pressure perturbations in the combustor have little or no effect on the fuel mass flow at the injection plane, meaning that in such systems acoustically driven velocity oscillations in the air flow at the injection plane will induce oscillations in the fuel-air mixture. The actual effect on the equivalence ratio in the mixture delivered at the dump plane is slightened by turbulent diffusion which occurs in the length of combustor between the injection plane and the dump plane. Finally, all these processes that originate with acoustic oscillations in the combustor and in turn excite the flame are potentially self-excited due to the natural coupling that also exists between the flame’s heat release and the combustor acoustics.

Though there are well-established means for linearly estimating the acoustic physics, turbulent mixing and the flame both include extremely nonlinear behaviors that pose a great challenge to evaluating a realistic system response to anything but the most trivial of disturbance excitations.
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There is no need to embark on the taxing process of nonlinear analysis, however. Note that so long as any disturbance inputs are sufficiently small as to remain in the system’s linear range linear stability alone will ensure that these disturbances decay. If this is indeed the case, only linearly unstable systems will ever develop oscillations of significant amplitude.

Therefore, the component elements described above may be linearized about any desired operating conditions and closed to assess linear stability as in Figure 1.4. In this total model, the flame and acoustics have each been sub-divided further into their relevance to the two loops - closure with mixture perturbations, and closure with mass flow perturbations.
2. THE DYNAMIC FLAME

The decoupled flame model is responsible for mapping oscillating mass flows and equivalence ratios to the oscillations in total heat release rate that drive acoustical phenomena. A variety of existing flame models with varying sophistication illustrate in detail the physical phenomena that elicit steady changes in the flame [7, 25], but it is another matter entirely, as evidenced by the persisting academic discourse on the subject [18, 11, 19, 20, 14], to be certain of the physical processes that influence the flame’s transient behavior. Though models with sufficient sophistication such as computational fluid dynamical (CFD) models bypass the need for a conceptual grasp of the physics at work by simply attempting to be all inclusive. Such models are often prohibitively computationally intensive, geometry specific, and due to the tentative nature of computational models, there even remains reasonable question as to the model’s accuracy. For these reasons, there is ample motivation for the development of a reduced-order dynamic flame model.

In any effort to capture these physics mathematically, there is first to positively identify any physical processes that are uniquely dynamic and that the existing steady models may have neglected. Then, since these physics have been postulated to vary with operating conditions, combustor and flame geometry, and fuel composition to mention only a few, it is essential to identify the limits of any such model’s accuracy.

2.1 Decoupled Flame Model

It is worth noting that the flame model is not necessarily trivial to decouple from the surrounding acoustics. This can be exemplified by considering a combustor with a reacting flow occupying its entire length. In such a case, spatial variations brought about by standing waves are on the same length scale (for even the longest wavelengths) as the flame length. In such a case, the conditions
encountered by the flame at all points in space will influence the local heat release, which will in turn generate a local acoustic excitation. In this manner, reactions distributed throughout an acoustic system are extremely inconvenient to divide into component parts.

The other extreme—a case in which the flame is a thin sheet with a face normal to the flow in the combustor—presuming that a convenient 1-dimensional coordinate system is readily apparent, only conditions at the single point along the combustor length at which the flame exists are needed to determine the heat release. Similarly, the heat release is only acoustically coupled at the same point in space, meaning only a finite set of scalars is necessary to completely define the flame’s coupling with the rest of the dynamic system.

Reality is clearly neither of these cases, but some condition between them. It is simple enough to assess to what extent the flame is inseparable from the acoustics by considering the flame length, $l_f$, and the acoustic wavelength, $\lambda_n$, corresponding to the wave number, $n$. If

$$l_f \ll \lambda_n \quad (2.1)$$

for the highest wave number exhibiting a significant amplitude, then reason would indicate it possible to estimate the flame as a thin sheet whose internal structure is independent of acoustic disturbances save those scalar parameters at the point in space where the flame is supposed to exist.

Granted the abstraction that the flame’s internal structure is free of spatially dependent acoustic effects, it is left only to determine the nature of that structure and what parameters—be they steady or dynamic—are necessary to close the model. The highly turbulent flows that exist in virtually all practical combustion systems induce excellent mixing, making most models based on laminar phenomena wholly inappropriate. In fact, the improved mixing tends to trivialize any spatial gradients in the flame, motivating Lieuwen et al[11], Ghoniem et al[18], and Losh[13] each to use models that completely neglect all spatial variations in such flames.

Because of the advantageous simplifications such an assumption affords with little apparent loss in applicability, this work will also begin by neglecting spatial variations in the flame, but
the assertion that the flame’s internal structure is so trivial is one that will be reassessed by this chapter’s end. The models used by Ghoniem, Lieuwen, and Losh were all well-stirred reactors (WSR) modified from their classical realization[7, 25] to include dynamic effects. Though the extent to which various dynamics were eliminated or simplified varies in each of the works, the fundamental rules governing the WSR are common to all.

1. The flame consists of a finite volume in space (called a reactor) in which chemical reactions occur exclusively,

2. The contents of the reactor are sufficiently well mixed to neglect all spatial variation within the reactor, allowing the contents to be described by scalar functions of time,

3. There are only two states necessary to describe the reactor - the inlet state (fluid entering the reactor) and the internal state (since fluid leaving must necessarily be identical in state to the internal fluid).

The following sections will develop the general reacting flow integral equations, adapt them to describe a well-stirred reactor, adopt single-step chemical kinetics into the model, and investigate to what extent the resulting equations reflect a realistic system by comparison with empirically obtained dynamic flame data. *It will be readily apparent that though the discussions in the aforementioned works are distinctly lacking on the topic, defining the arbitrary reactor volume is a very delicate matter with strong implications on the resulting dynamics.*

### 2.2 General Integral Equations for a Reacting Flow

If the reactor can be defined by some simply connected region in space it is convenient to describe the region using integral equations by the method adopted by Panton[17]. Firstly, observe that the mass of the region is defined by

\[
M(t) = \iiint_{V(t)} \rho dV.
\] (2.2)
Notice that since there is no constraint on the volume of the region, it must remain a function of time, which shall be defined later. Similarly, the mass of the region is also a function of time. In order to write the conservation equation in a familiar form, we may, with no loss of generality, consider a material region - one whose surface has velocity equal to the local fluid velocity such that the region contains a constant mass - that appears exactly coincident with the flame region. The distinction is that though the reactor region is moving in a yet undetermined manner relative to the fluid, a material region moves with the fluid, allowing constraints to be placed on the mass and volume. Since the mass of such a region is constant,

\[ 0 = \frac{dM_m}{dt} = \frac{d}{dt} \iiint_{V(t)} \rho dV. \]

The subscript, \( m \), indicates that the corresponding parameter refers to the material region. Using Leibniz to commute the derivative into the integral,

\[ 0 = \iiint_{V_m(t)} \frac{\partial \rho}{\partial t} dV + \iint_{S_m(t)} \rho \vec{u} \cdot \vec{n} d\vec{S}, \tag{2.3} \]

where \( S_m \) is the surface defining the material region, the vector, \( \vec{n} \), is an outwardly pointing differential surface area vector, and \( \vec{u} \) is the fluid velocity.

Even though Equation 2.3 was derived by considering a material region and the WSR describes an arbitrary region, it and other conservation equations still apply at all points in time. This is true since though the material region and the reaction region move distinctly in space, it is always possible to consider a material region that is exactly coincident with the reaction region and to which Equation 2.3 applies. Along similar lines, since Equation 2.3 only need be considered when the material region is coincident with the reaction region, it is unnecessary to distinguish the material and reaction bounds of integration, allowing us to finally conclude that

\[ 0 = \iiint_{V_r(t)} \frac{\partial \rho}{\partial t} dV + \iint_{S_r(t)} \rho \vec{u} \cdot \vec{n} d\vec{S}, \tag{2.4} \]

where the subscript, \( r \) refers to an arbitrary reaction region. Equation 2.4 gives an intuitive
relationship between the velocities entering and exiting the reaction region and the accumulation of mass (density) inside the region. It will be shown in the next section that though this law is not used directly to compute the reactor state, it is used to simplify other equations.

An equation of state governing the formation and destruction of species comes similarly from considering the relation

\[ M_i(t) = \int \int \int_{V_m(t)} \rho Y_i dV, \quad (2.5) \]

where the index, \( i \), refers to the \( i \)th species, and \( Y_i \) is the mass fraction of the same species. The change in the mass of species \( i \) in a material region is related to the reaction rate of the same species by

\[ \frac{dM_i}{dt} = \int \int \int_{V_m(t)} \dot{\omega}_i dV. \quad (2.6) \]

The rate of formation in mass per unit time per unit volume of species \( i \), \( \dot{\omega}_i \), is calculated from some set of chemical kinetic equations, which will be dealt with in Section 2.4, and may be taken to be a function of the internal reaction region state only. Though the reaction rate equation will undoubtedly introduce strong nonlinearities, the fact that it is only a function of the internal state is an important simplification for the closure of the system. Differentiating Equation 2.5, applying Leibniz’s rule as before, combining with Equation 2.6, and applying the same arbitrary change of integration,

\[ \int \int \int_{V_r} \dot{\omega}_i dV = \int \int \int_{V_r} \frac{\partial}{\partial t} (\rho Y_i) dV + \int \int_{S_r} \rho Y_i \vec{u} \cdot d\vec{S}. \quad (2.7) \]

Equation 2.7 can be rewritten to describe each species present in the mixture. Species that do not participate in the chemical reaction (called a diluent), but that are present in the mixture, simply have a zero reaction rate.

The last of the necessary conservation equations can be obtained by considering the first law of
thermodynamics applied to the same flame region as before.

\[
\frac{d}{dt} \iiint_{V_m} e \rho dV = - \iint_{S_m} p \vec{u} \cdot dS - \dot{Q} \tag{2.8}
\]

The left-hand-side of Equation 2.8 is simply the time derivative of the total internal energy, neglecting kinetic energy. The right-hand side includes work leaving the system neglecting viscous and body forces, and heat transfer out of the region. Though the heat transfer is likely to be quite a complicated function, like reaction rate, it will only be a function of the flame’s internal state. This simplifies the problem of closure which will be dealt with in a later section. Using Leibniz’s rule as before, applying the change of integration to an arbitrary region, and combining integrals on like bounds

\[
\iint_{V_r} \frac{\partial}{\partial t} (e \rho) \, dV + \iint_{S_r} \rho \left( e + \frac{p}{\rho} \right) \vec{u} \cdot dS = - \dot{Q}.
\]

Observe that the quantity appearing naturally in the surface integral is enthalpy. The fact that enthalpy naturally takes into account both internal thermal energy and mechanical compressive energy stored in a fluid allows the quantity to appear naturally in such derivations. It is a natural choice to write the energy equation in terms of enthalpy since combustion properties are commonly reported in terms of enthalpy. The appearance of internal energy alone in the volume integral is inconvenient, but substitution of the definition of enthalpy \( h \equiv e + p/\rho \) can completely eliminate the last explicit dependence on \( e \). The result is that the time derivative of pressure counter intuitively appears as a source term.

\[
\iint_{V_r} \frac{\partial}{\partial t} (h \rho) \, dV + \iint_{S_r} \rho h \vec{u} \cdot dS = - \dot{Q} + \iint_{V_r} \frac{\partial p}{\partial t} \, dV \tag{2.9}
\]

This concludes the fluid dynamical equations for a WSR. Momentum is absent since reactor pressure need not be determined (nor can it be) exclusively by the WSR without knowledge of the surrounding acoustics. The computation of the pressure and velocities in the reaction region therefore must fall to a separate model. Similarly, there was no development of geometric constraints.
2. The Dynamic Flame

Fig. 2.1: An arbitrary region in a one-dimensional flow

on the reaction region or flame mass. As mentioned above, classical WSRs are specified to a constant volume, but since that makes no sense in this case, a separate, case specific, constitutive law must be written to describe geometric constraints on the flame.

2.3 Formulation of the Well-Stirred Reactor

The WSR is conveniently conceived by a control volume in a 1-dimensional flow with a single entrance and a single exit, each with spatially uniform properties, like the diagram in Figure 2.1. This conception, combined with the assumption of internal uniformity inherent to the WSR, makes the volume and surface integrals developed in the previous section trivial to evaluate. For ease of notation, all inlet properties will be notated with a 0 subscript, while internal and exit properties (assumed equal) will have no subscript.

Observe that if a parameter is constant over an interval in space, all spatial derivatives (but not necessarily time derivatives) of that parameter are zero over the same interval. Therefore, when considering Equation 2.4 applied to the geometry depicted in Figure 2.1, it is trivial to write

$$0 = \frac{d\rho}{dt}V + \rho uA - \rho_0 u_0 A_0$$

Observe that the partial time derivative on density in the volume integral is written as a total derivative. Since the homogeneity assumption eliminates dependencies on space, density (and all
other parameters) is only a function of time. Defining the parameters

\[ M \equiv \rho V \]
\[ \dot{m} \equiv \rho u A \]
\[ \dot{m}_0 \equiv \rho_0 u_0 A_0 , \]

the continuity equation may be conveniently written as

\[
\begin{aligned}
\frac{\dot{\rho}}{\rho} + \frac{\dot{m} - \dot{m}_0}{M} = 0 .
\end{aligned}
\]

(2.10)

Note that because the boundaries of the reaction region are allowed to move in time, the entrance and exit mass flows are not necessarily equal to the actual flow in and out of the control volume, but are the local mass fluxes through a fixed location. For example, a control volume moving with the flow has no entering or exiting flow, but would still have nonzero mass flow terms by this conception. Applying the same process to the conservation of species, Equation 2.7 can be written

\[
\frac{1}{\rho} \frac{d}{dt} (\rho Y_i) + \frac{\dot{m} Y_i - \dot{m}_0 Y_i,0}{M} = \frac{\dot{\omega}_i}{\rho}.
\]

Finally, by distributing the time derivative and substituting Equation 2.10,

\[
\dot{Y}_i + \frac{\dot{m}_0}{M} (Y_i - Y_i,0) = \frac{\dot{\omega}_i}{\rho}.
\]

It is at this point that it becomes convenient to combine certain terms for ease of notation because of the frequency with which they will appear in later equations. The quantity \( \frac{\dot{\omega}_i}{\rho} \) is the reaction rate of species \( i \) per unit mass. Since it is a term with physical significance that will appear quite frequently let \( \zeta_i \equiv \frac{\dot{\omega}_i}{\rho} \). Additionally, the quantity \( \frac{\dot{m}_0}{M} \) will prove to be of great significance to the dynamic equations, so let \( \sigma \equiv \frac{\dot{m}_0}{M} \) be called the displacement rate. With these substitutions, the
species equation becomes much more elegant.

\[
\dot{Y}_i + \sigma (Y_i - Y_{i,0}) = \zeta_i. \tag{2.11}
\]

Observe that the displacement rate is in essence a measure of convection, related to the convective particle mean residence time by \(\sigma = \frac{1}{\tau_{res}}\). Once more, similar manipulations to Equation 2.9 yeild

\[
\frac{1}{\rho} \frac{d}{dt} (h \rho) + \frac{\dot{m} h - \dot{m}_0 h_0}{M} = -\frac{\dot{Q}}{M} + \frac{1}{\rho} \frac{dp}{dt},
\]

which can be simplified as above to yield

\[
\dot{h} + \sigma (h - h_0) = -\frac{\dot{Q}}{M} + \frac{\dot{p}}{\rho}. \tag{2.12}
\]

Equations 2.10, 2.11, and 2.12 are the fundamental governing equations for the dynamic WSR. Just as with Equation 2.7, Equation 2.11 can be re-written for each of the species, so that if there are \(n\) species, Equation 2.11 represents \(n\) independent equations. It is important to note that it would be redundant to include Equation 2.10 as an independent law since it is now implicit in Equations 2.11 and 2.12, so there are \(n + 1\) independent laws describing the system. If the reactor pressure is considered an input that is determined by the acoustics surrounding the reactor (similar to the inlet velocity), then \(n\) mass fractions and temperature remain to describe the reactor’s state. All that remains for total closure of the system is the inclusion of a chemical kinetic model to determine the reaction rates in Equation 2.11 and thermodynamic equations of state to allow calculation of density, enthalpy, etc. in terms of temperature. As is discussed in the following section, the application of very general thermodynamic principles, classical quantities such as the heat release rate will appear naturally in the governing equations.

In order to apply Equations 2.11 and 2.12, it is necessary to select appropriate thermodynamic equation of state. Though it is often inaccurate for some of the products common to combustion (CO\(_2\)) over the wide ranges of temperatures, the ideal gas law is favorably simple while arguably sacrificing little accuracy in the model’s dynamic predictions. Therefore, for the purpose of this
work, however, density is evaluated by Equation 2.13.

$$\rho = \frac{p}{R_u T} \cdot \left( \sum_i \frac{Y_i}{MW_i} \right)^{-1}$$  \hspace{1cm} (2.13)

It is also quite common to assume the species are perfect gases (Turns, Ghoniem, Lieuwen, Losh), but this too can be quite inappropriate for combustion gases and the exclusion of this assumption only slightly complicates the derivation. Though it will yield little in the way of novel results, the improved accuracy and greater generality with little additional numerical cost warrants the analytical effort. Consequent of the ideal gas assumption, enthalpy is only a function of temperature and the species mass fractions. In the absence of the perfect gas assumption, enthalpy’s dependence on temperature can be quite complicated, but its dependence on mass fraction can be given explicitly based on the definition of an intensive property in a mixture

$$h(T, Y_j) = \sum_i Y_i h_i(T)$$  \hspace{1cm} (2.14)

where $h_i$ is the enthalpy per unit mass of species $i$ at temperature, $T$. Therefore, the time derivative of enthalpy appearing in Equation 2.12 can be written as

$$\dot{h} = \frac{\partial h}{\partial T} \dot{T} + \sum_i h_i \dot{Y}_i$$  \hspace{1cm} (2.15)

The partial derivative of enthalpy with respect to temperature is, by definition, specific heat at constant pressure. This term is a function of both temperature and mass fraction. It is trivial to show from Equation 2.14 that

$$c_p = \sum_i Y_i c_{p,i}$$  \hspace{1cm} (2.16)

where the species’s specific heat is a function of temperature only. The relationship between enthalpy and temperature is unique for each species and must be determined empirically. By substituting Equations 2.14, 2.15, and 2.16 into Equation 2.12 where appropriate and performing
the necessary manipulation,

\[ c_p \dot{T} + \sigma \sum_i Y_{i,0} (h_i - h_{i,0}) + \sum_i h_i \left( \dot{Y}_i + \sigma (Y_i - Y_{i,0}) \right) = -\frac{\dot{Q}}{M} + \frac{\dot{p}}{\rho}. \]

Observe that the left-hand side of Equation 2.11 appears exactly in the third term. Substitution yields

\[ c_p \dot{T} + \sigma \sum_i Y_{i,0} (h_i - h_{i,0}) = -\frac{\dot{Q}}{M} + \frac{\dot{p}}{\rho} - \sum_i h_i \zeta_i. \tag{2.17} \]

The heat release rate term that naturally appears is an intensive property and must be integrated over the entire mass in order to be total heat release rate.

\[ \dot{H} \equiv -\sum_i \iiint_{V_r} h_i \zeta_i \rho dV = -M \sum_i h_i \zeta_i. \tag{2.18} \]

This is consistent with the more specialized equations in other works. Merely for the sake of comparison with conventional simplifications, adding the perfect gas assumption implies that specific heat is not a function of temperature and that a species’s enthalpy is related to temperature linearly by the equation

\[ h_i = c_{p,i} T + h_{f,i}^0. \]

Substituting into Equation 2.17 and using Equation 2.16 to simplify, the result is

\[ \frac{c_p}{c_{p,0}} \dot{T} + \sigma (T - T_0) = -\frac{\dot{Q}}{M c_{p,0}} + \frac{\dot{p}}{\rho c_{p,0}} - \sum_i \frac{h_{f,i}^0}{c_{p,0}} \zeta_i - \frac{T}{c_{p,0}} \sum_i c_{p,i} \zeta_i. \]

The last term in the right-hand side corrects for changes in specific heat as the contents of the mixture change. However, a number of works with flame models have regarded \( c_p \) equivalent for all species at all temperatures. Though this assumption is by no means necessary to evaluate the system, it does make the relevant physics much more conceptually accessible. If this is the case,
then the energy equation will finally take on the more familiar form,

\[
\dot{T} + \sigma (T - T_0) = -\frac{\dot{Q}}{M c_p} + \frac{\dot{p}}{\rho c_p} - \frac{1}{c_p} \sum_i h_{f,i} \zeta_i,
\]

where the heat release rate, \(-\sum_i h_{f,i} \zeta_i\), is now a function of the enthalpy of formation of each species only and not the total enthalpy.

### 2.4 Chemical Kinetics

The most accurate chemical kinetic models for the combustion of even simple fuels such as Methane require hundreds of coupled, nonlinear rate equations, so it is necessary to abridge the chemical kinetic model simply to aid in the analysis of the model results. Since any simplification in the chemical kinetic model must inevitably sacrifice accuracy of some sort, it is important to select a model that is appropriate to the application.

This particular work places no particular demand on the model’s ability to accurately predict the concentrations of the various combustion products, nor flame temperature, nor even blow-off limits, except to extent to which these parameters are important in determining the flame’s dynamic heat release. Unfortunately it is very difficult to know a-priori what might influence the dynamic response, but it will ultimately be shown that even crude approximations of the chemical kinetics can offer great insight into the flame dynamics.

It is reasonable to assume that dynamics generated by the chemical kinetics are not important in determining the cause of combustion instabilities since the qualitative dynamic behaviors are contrary to common empirical knowledge surrounding the instabilities. At high combustion temperatures (2000 K+), the reaction rates are high enough that rate-limiting time constants are typically on the order of \(10^{-5}\) or even \(10^{-6}\) seconds, orders of magnitude faster than the 200 Hz or lower instabilities observed in experimental combustors. At lower temperatures which are common at the lean conditions where instabilities are most commonly noted, the characteristic time constants can indeed drop to \(10^{-3}\) seconds or even lower, but a reduction in the chemistry’s bandwidth should arguably make the combustor tend to stability because of the reduction of gain local to
the instability frequency. Furthermore, this trend is contrary to the empirical observations that well-mixed flames tend to have broader bandwidths at lower equivalence ratios.

In the absence of the empirical observations of flame bandwidth this assumption is admittedly suspect. In fact, additional dynamics in the vicinity of the acoustic poles can have the effect of adding potentially destabilizing phase despite the reduction in gain. It will be shown, however, that transport dynamics may be sufficient to describe the predominant dynamics in well-mixed flames, even at lean conditions. Therefore, the choice in chemical kinetic model need only be sensitive to accurate static predictions.

Global chemical kinetic models are empirical by nature and presume to model combustion with a single chemical equation that ignores intermediate species. These models have been used widely to make static predictions for flame temperature and blow-off limits. Despite the gross nonlinearities inherent to such a model, its relative simplicity makes it a natural choice for this work. A discussion on the details of Arrhenius kinetics is beyond the purview of this document, particularly since global single-step mechanisms are related by form alone to the Arrhenius kinetics.

A single-step, global chemical equation takes the form

\[ \nu_1'X_1 + \nu_2'X_2 + \ldots + \nu_n'X_n \rightarrow \nu_1''X_1 + \nu_2''X_2 + \ldots + \nu_n''X_n \] (2.19)

where \( \nu_i' \) is the coefficient of species \( X_i \) on the reactants side and \( \nu_i'' \) is the coefficient of species \( X_i \) on the products side of the equation. Note that \( X \) is not used here to denote the mole fraction of the species, rather as a blanked way of expressing multiple species. Observe also, that the reaction is irreversible and assumes that all species appear in both the reactants and products in order to maintain generality. In fact, the actual hydrocarbon combustion reaction appears

\[ C_xH_yO_z + aO_2 \rightarrow bCO_2 + cH_2O. \]
Tab. 2.1: Combustion coefficient values for general hydrocarbons

| \( \nu'_F \) | 1 | 1 |
| \( \nu''_F \) | 0 | 0 |
| \( \nu'_Ox \) | \( a \frac{4x+y-2x}{2} \) | |
| \( \nu''_Ox \) | 0 | 0 |
| \( \nu'_Pr \) | 0 | 0 |
| \( \nu''_Pr \) | \( b + c \) | \( \frac{2x+y}{2} \) |

For convenience, this can also be written

\[
C_xH_yO_z + aO_2 \rightarrow (b + c) \left( \frac{b}{b+c} CO_2 + \frac{c}{b+c} H_2O \right)
\]  

so that Carbon Dioxide and Water can be lumped together and eliminate a species. Put in the form of Equation 2.19,

\[
\nu'_FC_xH_yO_z + \nu'_OxO_2 \rightarrow \nu''_Pr PRODUCTS.
\]  

Though this step may appear trivial, it is important to preserve the number of moles of total species when determining the results of combustion in order to correctly compute the mixture’s molecular weight. This will be important for computing density, the gas constant, \( R \), and even reaction rate. The product properties are found by considering the products as an independent mixture with the mole fractions defined in Equation 2.20.

\[
MW_{Pr} = \frac{b}{b+c} MW_{CO_2} + \frac{c}{b+c} MW_{H_2O}
\]

\[
h_{Pr} = \frac{b h_{CO_2} MW_{CO_2} + c h_{H_2O} MW_{C,O}}{b MW_{CO_2} + c MW_{H_2O}}
\]

Table 2.1 shows the coefficients and lists their values as functions of the stoichiometric coefficients from Equation 2.20 and as a function of the fuel composition. Note that coefficients absent from Equation 2.21 are simply set to be zero.
Thus far, three species (fuel, oxidizer, and products) are defined in the context of the classical combustion reaction. Absent, however, is any species that does not participate in the reaction. Though trivial to the chemical reaction since such species are neither formed nor depleted by the reaction, these species dilute the mixture and absorb heat, slowing the reaction rate. For this reason, such species are called diluent.

Reaction Rate

The reaction rate can be described as the number of times a given reaction occurs per unit volume per unit time. The variable, $q$, also called the “reaction progress”, is often used to represent the reaction rate in single-step global chemical systems. It is common to express $q$ in moles per unit time per unit volume, since the number would otherwise be quite large. This is a useful nomenclature since $q$ takes the meaning of reaction speed in general and is nonspecific to a particular species. $q$ is typically expressed as an explicit function of the local temperature and species concentrations even though intuition seems to indicate that the reaction rate should also depend on pressure. It will be shown that such a dependence does actually exist, but it is purely implicit. The Arrhenius form of the reaction rate equation in particular presumes an exponential dependence on the inverse of temperature and power dependencies on the concentrations of the various reactants, thus allowing $q$ to be expressed

$$q = A \exp \left( -\frac{E_a}{R_u T} \right) \prod_i C_i^{m_i}$$

In this expression, $A$, $E_a$, and $m_i$ are purely empirical parameters, and $C_i$ is the concentration of the $i^{th}$ species. The activation energy, $E_a$, is of particular interest since its ratio with the ideal gas constant represents a temperature above which the reaction is quite fast (called the activation temperature).

This equation can be simplified by adding the condition that forward reactions are independent of the product concentrations (that only the reactants influence the reaction rate), so that the
reaction rate for Equation 2.21 is

\[ q = A \exp \left( -\frac{E_a}{R_u T} \right) C_F^m C_{Ox}^n. \]  \hspace{1cm} (2.22)

For each reaction, the number of moles of a particular species that are either depleted or formed can be determined by the specie’s stoichiometric coefficients in the reaction equation. Since this refers to the depletion or formation of species per unit volume, the result is a change in concentration. Therefore, changes in individual species concentrations are governed by

\[ \frac{dC_i}{dt} = (\nu''_i - \nu'_i) A \exp \left( -\frac{E_a}{R_u T} \right) C_F^m C_{Ox}^n. \]  \hspace{1cm} (2.23)

Since concentrations and molar formation rates are difficult to apply to fluid equations, it is helpful to convert the molar units into material units (mass). It is trivial to show from their definitions that mass fraction is related to concentration by

\[ C_i = Y_i \frac{\rho}{MW_i}, \]

Similarly, the formation of species in material units can be related to concentration by the expression

\[ \zeta_i = \frac{MW_i}{\rho} \frac{dC_i}{dt}. \]

Therefore,

\[ \zeta_i = MW_i (\nu''_i - \nu'_i) A \exp \left( -\frac{E_a}{R_u T} \right) \left( \frac{Y_F}{MW_F} \right)^m \left( \frac{Y_{Ox}}{MW_{Ox}} \right)^n \rho^{m+n-1}. \]  \hspace{1cm} (2.24)

Note from Equation 2.2.3 that the formation or depletion of each species is related to the other
species by a simple proportion that does not change in time, since

\[ \frac{\zeta_i}{\zeta_j} = \frac{\text{MW}_i(\nu''_i - \nu'_i)}{\text{MW}_j(\nu''_j - \nu'_j)} \]  

(2.25)

Therefore, it is trivial in a system modeled with a single-step global mechanism to write the heat release in Equation 2.18 in terms of the reaction rate for a specific species. This allows the customary formulation of heat release with respect to the fuel reaction rate

\[ \dot{H} \equiv -M\zeta_i \Delta h_i \]  

(2.26)

for any species, \( i \), where \( \Delta h_i \) is the temperature-dependent local heating value with respect to the same species. The local heating value is the heat released per unit mass formed of the respective species, and is most intuitively expressed in terms of the fuel. The local heating value with respect to an arbitrary species can be derived from Equations 2.18 and 2.25, resulting in

\[ \Delta h_i \equiv \frac{\sum_j h_j \text{MW}_j(\nu''_j - \nu'_j)}{\text{MW}_i(\nu''_i - \nu'_i)}. \]  

(2.27)

With these simplified kinetics, not only are the heat release rate and reaction rate much simpler quantities to compute, but the limited number of species present in the model also permits generous simplification of the general equations of motion. There are a total of four species included in the model: fuel, oxidizer, product, and diluent. Including the energy equation, this would tend to imply that five equations of motion are necessary to define the flame. By definition, however,

\[ 1 = Y_f + Y_{ox} + Y_{dil} + Y_{pr}, \]

at all locations in space. So, one of the four species can always (dynamically or statically) be written in terms of the other three. Secondly, note that the conservation of species for diluent is

\[ \dot{Y}_{dil} + \sigma(Y_{dil} - Y_{dil,0}) = 0. \]
The diluent reaction rate is automatically zero since it does not participate in the single-step reaction mechanism. Its only effect, therefore, is implicit through the reduction of flame temperature. Furthermore, the only means for $Y_{dil}$ to vary dynamically is through unsteady convection. While mixing perturbations will, indeed provide exactly that, it can be shown with a far more detailed analysis than is productive in the context of this discussion that this effect is negligible and that the diluent mass fraction can simply be considered a constant parameter, $Y_{dil}$.

Therefore, it is possible to eliminate two of these five governing equations. Since fuel and oxidizer appear explicitly in the reaction rate, it is most convenient to eliminate the products as well as diluent. Therefore, for the purposes of this work,

$$Y_{dil} = \text{const.} \tag{2.28}$$

$$Y_{pr} = 1 - Y_f - Y_{ox} - Y_{dil}, \tag{2.29}$$

leaving a total of three governing equations which will be analyzed in detail in the proceeding sections.

### 2.5 Analysis by Perturbations

Fundamental to linear stability analysis of any system is the assertion that whatever disturbances are responsible for perturbing the system from equilibrium are small enough to elicit an initial response consistent with that of a linear system. When this is the case, whether the response is thereafter allowed to grow sufficiently as to exhibit nonlinear characteristics is determined exclusively while the system is operating in the linear regime. Cases with larger excitations or larger initial conditions that place the system in a nonlinear regime must inevitably be exceptions to this type of analysis and can potentially exhibit very different behaviors.

Nayfeh has very elegantly dealt with many forms of this type of analysis in his book[15]. Therein, it is observed that if any dynamic input to a nonlinear system (such as a flame) is scaled by a small, dimensionless parameter, $\epsilon$, then the response in the nonlinear system can be expanded in a Taylor series on $\epsilon$ such that each term is exclusively a function in time and higher order terms are of
declining importance to the computation of the response. Consider, for example, a nonlinear system,

\[ \dot{x} = f(x, u) \]

If the input, \( u \) is decomposed into steady and dynamic components as described, then

\[ u = \bar{u} + \epsilon \tilde{u}(t) \]

and

\[ x = x(t; \epsilon) = \bar{x} + \epsilon \tilde{x}(t) + \epsilon^2 \tilde{\tilde{x}}(t) + \ldots \]

As a result

\[ \epsilon \dot{\tilde{x}}(t) + \epsilon^2 \ddot{\tilde{x}}(t) + \ldots = f(\bar{x}, \bar{u}) + \epsilon \left( \frac{\partial f(\bar{x}, \bar{u})}{\partial x} \tilde{x}(t) + \frac{\partial f(\bar{x}, \bar{u})}{\partial u} \tilde{u}(t) \right) + \epsilon^2 \left( \ldots \right) + \ldots \]

Naturally, this expansion is continued infinitely, but since \( \epsilon \) is presumed to be small, progressively higher terms have a diminishing impact on the solution, encouraging their omission. In fact, this is precisely what must be done in order to ensure the system’s linearity since non-proportional (quadratic and higher-order) dependencies on the amplitude of the excitation, \( \epsilon \), characterizes a strictly non-linear response.

Therefore, isolating the remaining two terms and remembering that equal polynomials have equal coefficients,

\[ 0 = f(\bar{x}, \bar{u}) \] (2.30a)

\[ \dot{\tilde{x}} = \frac{\partial f(\bar{x}, \bar{u})}{\partial x} \tilde{x}(t) + \frac{\partial f(\bar{x}, \bar{u})}{\partial u} \tilde{u}(t). \] (2.30b)

These equations represent linear, time invariant, equations. The first is an algebraic constraint governing the steady-state of the system. Given the steady component to an input, \( \bar{u} \), Equation
2.30a allows computation the steady component of the response, \( \bar{x} \). Once computed, these are used to evaluate Equation 2.30b using traditional state-space methods.

As established in Section 1.3, the inputs of interest for this work are mass flow and equivalence ratio. The inputs to the flame model should therefore be expressed as

\[
\dot{m}(t) = \bar{m} + \epsilon \tilde{\dot{m}}(t) \\
\Phi(t) = \bar{\Phi} + \epsilon \tilde{\Phi}(t),
\]

where \( \bar{m} \) and \( \bar{\Phi} \) represent the steady mass flow and equivalence ratio respectively, \( \tilde{\dot{m}}(t) \) and \( \tilde{\Phi}(t) \) are respective unsteady mass flow and equivalence ratio functions. Careful analysis of the governing equations established in Section 2.3 reveals all other internal flame parameters that are not parametrically defined external to the model (such as density, reaction rate, total molecular weight, etc.) can be written explicitly in terms of internal flame temperature and the mass fractions. The flame’s state can therefore be written as

\[
T(t; \epsilon) = \bar{T} + \epsilon \tilde{T}(t) + \epsilon^2 \tilde{\tilde{T}}(t) + \ldots \\
Y_i(t; \epsilon) = \bar{Y}_i + \epsilon \tilde{Y}_i(t) + \epsilon^2 \tilde{\tilde{Y}}_i(t) + \ldots
\]

For simplicity, this investigation is conducted under the additional assumption that the reactor is adiabatic. Naturally, that is utter nonsense since radiation and convection both are rampant, but the assertion is that these phenomena do not significantly affect the dynamic characteristics. Given the generous simplification it affords and that similar abstractions are abound in the literature[11, 19, 18] apparently without consequence, it is well worth the departure from physical truth.

Taking the simplifications in heat release rate from Equation 2.26, the new adiabatic assumption, the assumption discussed in Section 1.3 that pressure perturbations have a negligible effect, and
the governing equations developed in Section 2.3 the simplified governing equations are

\[ c_p \dot{T} + \sigma \sum_i Y_{i,0} (h_i - h_{i,0}) = -\Delta h_f \zeta_f \]  
\[ \dot{Y}_i + \sigma (Y_i - Y_{i,0}) = \zeta_i, \]  

where as above, the reaction rate, \( \zeta_i \), and heat release per mass of species consumed, \( \Delta h_i \), are respectively given as

\[ \zeta_i = MW_i (\nu''_i - \nu'_i) A \exp \left( -\frac{E_a}{R_u T} \right) \left( \frac{Y_F}{MW_F} \right)^m \left( \frac{Y_{Ox}}{MW_{Ox}} \right)^n \rho^{m+n-1} \]

and

\[ \Delta h_i = \frac{\sum_j h_j MW_j (\nu''_j - \nu'_j)}{MW_i (\nu''_i - \nu'_i)}. \]

The excitation parameters, mass flow and equivalence ratio, do not appear explicitly in any of these expressions, rather they appear as implicit parametric excitations through \( \sigma \) and \( Y_{i,0} \) respectively. Firstly, recall that

\[ \sigma \equiv \frac{\dot{m}_0}{M}. \]  

The flame mass, \( M \), is still an ambiguous quantity with an undetermined dependence on the flame state and the inputs. To avoid loss of generality at this point in discussing the system, therefore, it becomes necessary to simply write \( M = M(T, Y_i, m_0, \Phi) \). Clearly, mass flow perturbations will influence \( \sigma \) directly, but what role \( \tilde{M} \) plays can only be determined when it is similarly expanded out in terms of the state variables and input. To that end, there are several candidate methods for constraining the flame which will be discussed in Section 2.8.

Equivalence ratio perturbations, on the other hand, simply manifest themselves in inlet mass fraction perturbations, \( Y_{i,0} \). Presuming that the air entering the combustor consists of a constant
mixture of oxygen and diluent, $Y_{\text{dil},0} = \alpha Y_{\text{ox},0}$. In the absence of combustion product upstream of the flame,

$$1 = Y_{f,0} + Y_{\text{ox},0} + Y_{\text{dil},0} = Y_{f,0} + (1 + \alpha)Y_{\text{ox},0}.$$  \hspace{1cm} (2.36)

By definition,

$$\Phi = \frac{Y_{f,0}}{Y_{\text{ox},0}} \left( \frac{Y_f}{Y_{\text{ox}}}_{\text{Stoich}} \right)^{-1} = \frac{Y_{f,0}}{Y_{\text{ox},0}} \beta^{-1}$$

if $\beta \equiv \frac{Y_f}{Y_{\text{ox}}}_{\text{Stoich}}$, which is a constant for a given fuel. Combining these two equations and solving for $Y_{f,0}$,

$$Y_{f,0} = \frac{\beta\Phi}{(\alpha + 1) + \beta\Phi}$$  \hspace{1cm} (2.37a)

Simple additional manipulation can easily show,

$$Y_{\text{ox},0} = \frac{1}{(\alpha + 1) + \beta\Phi}$$  \hspace{1cm} (2.37b)

$$Y_{\text{dil},0} = \frac{\alpha}{(\alpha + 1) + \beta\Phi}$$  \hspace{1cm} (2.37c)

From this point, it is convenient to divide the discussion into two parts: the solution of the steady system represented by Equation 2.30a, and the frequency response of the dynamic system represented by Equation 2.30b.

### 2.6 The Physical Dynamic Flame

In order to assess the success of the model in describing the flame, it is necessary to have a “truth” for comparison. There have been a few dynamic flame experiments of note in the literature, but none that deal directly with the needs of this particular work. Most notably, the data collected by Lohrmann and B"{u}chner[12] included the dynamic response of the flame’s heat release rate to mass flow fluctuations induced by an upstream speaker for various mean mass flows and upstream
temperatures, but neglected to study the flame’s response to equivalence ratio variations. Both to reexamine the prevailing notions surrounding turbulent flame dynamics and to develop novel results specifically relevant to the flame component model, the Virginia Active Combustion Control Group (VACCG) initiated a parallel effort to characterize a physical flame’s dynamics.

The Findings of Lohrmann and Büchner

Lohrmann and Büchner excited a swirl-stabilized premixed flame with a speaker placed upstream and measured the flame heat release rate transfer function with respect to upstream velocity perturbations for a variety of inlet temperatures. Though their work focuses on effects due to the single inlet parameter that this document has elected to neglect, the results are directly applicable the discussion at hand.

The most relevant of their observations was that as upstream temperature increases, so does the bandwidth of the flame. Since they measured both the magnitude and phase of the flame’s response (both of which are absolutely necessary for determining systemic stability) they were also able to note declining delay in the flame transfer function with increasing upstream temperature. Finally, they defined the Strouhal number for their flame by

\[ \text{Str} \equiv f \frac{x}{u}, \]

(2.38)

where \( f \) is the frequency of interest, \( x \) is a length scale of the flame, and \( u \) is a velocity scale of the flame, and noted that when the frequency response was plotted against the Strouhal number, the scaled bandwidth and delay became nearly identical for all cases of inlet temperature. The implication is that regardless of the impact the upstream temperature may have had on chemical kinetics, the flame’s dynamics scale perfectly with mechanically derived time scales. In this particular case, the time scale in question is the mean particle residence time, roughly estimated by \( \tau_{res} = \frac{2x}{u} \) for Lohrmann and Büchner’s case.
The Findings of the VACCG

In an effort to eventually positively identify mechanisms for the onset of lean instability, VACCG researchers also examined a swirl stabilized turbulent flame for trends in the flame dynamics across a variety of steady equivalence ratios. In these experiments, the flame was driven by acoustic perturbations induced by an upstream speaker and by dynamically injecting fuel. The response (dynamic heat release rate) was measured optically by observing the radiant emissions caused by the formation of OH*. In the case of the loudspeaker excitations, researchers analyzed this response to yield a transfer function describing the flame’s response to acoustic velocity by normalizing the heat release fluctuations by the upstream unsteady velocity - measured immediately upstream of the flame. Similarly, to obtain a transfer function describing the flame’s response to mixing perturbations, the flame’s response to dynamic fuel injection was normalized by the dynamic equivalence ratio immediately upstream of the flame - measured using a laser absorption technique.

Figures 2.2 through 2.5 show the resulting frequency response data for both methane and propane fueled flames. Immediately observable common elements between all four plots is that there is first a low-frequency drop in magnitude, followed by a plateau, which can likely be described by a pole and zero in sequence. Also consistent is that decreasing equivalence ratio results in a declining bandwidth. Perhaps most significant of all, however, is that the change of fuel seems to have a negligible effect on the frequency response.

Figures 2.6 and 2.7 show the changing DC gain and approximate cutoff frequency respectively from the systems depicted in Figures 2.2 through 2.5 as a function of $\Phi$. Note how similarly the systems behave regardless of the fuel. This does not necessarily imply that other fuels such as Hydrogen will also behave identically, rather this is the first of several indications that the dominant dynamic phenomena are not chemical kinetic in nature, but are instead purely mechanical - just as the afore mentioned work of Lohrmann and Büchner also indicates.
Fig. 2.2: Methane heat release rate response to velocity perturbations. (Ranalli)

Fig. 2.3: Methane heat release rate response to equivalence ratio perturbations. (Ranalli)
Fig. 2.4: Propane heat release rate response to velocity perturbations. (Ranalli)

Fig. 2.5: Propane heat release rate response to velocity perturbations. (Ranalli)
2. The Dynamic Flame

Fig. 2.6: Dynamic data summary: DC Gains. (Ranalli)

Fig. 2.7: Dynamic data summary: Bandwidths. (Ranalli)
2.7 Steady Solution of the Well-Stirred Reactor

As indicated by Equation 2.30a, the steady solution of a dynamic system is that which satisfies the equations of motion subject to purely steady excitations. Therefore, the equations governing the steady flame are

\[
\sigma \sum_i (Y_{i,0} - Y_i(T_0)) = -\Delta h_f(T)\zeta_f(T, Y_f, Y_{ox}) \tag{2.39a}
\]

\[
\sigma (Y_f - Y_{f,0}) = \zeta_f(T, Y_f, Y_{ox}) \tag{2.39b}
\]

\[
\sigma (Y_{ox} - Y_{ox,0}) = \zeta_{ox}(T, Y_f, Y_{ox}) \tag{2.39c}
\]

with steady external parameters, \(T_0, Y_{f,0}, Y_{ox,0}, \sigma\) given. Note that \(T_0\) has no overbar to identify it as a steady parameter. This is because within the context of this model, upstream temperature is not allowed to vary dynamically and is therefore automatically steady.

Solution Paths for the Steady Reactor

What follows may border on the tedious in its detail devoted to the iterative solution of these algebraic equations. If it does, it is justified only because so many other works have either failed to describe their method in sufficient detail to allow accurate reproduction, or because yet more works have presumed to take on added, unnecessary assumptions, resulting in a distinct lack of attention given to accurate computation of steady reactor conditions in the literature. To simplify the notation in this section, let the overbars notating these as steady conditions be taken as wrote. Quite naturally once beginning the discussion of the flame dynamics, this notation will resume.

First, note from Equation 2.39b that

\[
\Delta Y_f \equiv Y_f - Y_{f,0} = \frac{\zeta_f}{\sigma}, \tag{2.40}
\]

and that a similar relation also exists for the oxidizer mass fraction. From Equation 2.25, it follows
with some simple manipulation that changes in the steady mass fractions can be related by

\[ \Delta Y_f = \Delta Y_{ox} \frac{MW_f(\nu'_{f} - \nu''_{f})}{MW_{ox}(\nu'_{ox} - \nu''_{ox})}. \]  

(2.41)

Note also that by rearranging Equation 2.39a, it is possible to write

\[ \sum_i Y_{i,0} \left( h_i(T) - h_i(T_0) \right) \frac{\Delta h_f(T)}{\Delta Y_f(T)} = -\zeta_f \sigma. \]

(2.42)

By substitution from Equation 2.40,

\[ \sum_i Y_{i,0} \left( h_i(T) - h_i(T_0) \right) \frac{\Delta h_f(T)}{\Delta Y_f(T)} = -\Delta Y_f. \]

This algebraic manipulation results in an intuitive result, implying that the amount of enthalpy change in the reactor divided by the enthalpy change per fuel consumed indicates the total amount of fuel consumed. With Equation 2.41, given the change in fuel mass fraction, the amount of oxidizer consumed is immediately calculable. Therefore, \( Y_f = Y_f(T) \) and \( Y_{ox} = Y_{ox}(T) \).

Given particular values for \( \sigma \) and \( \Phi \), a convenient iterative solution path is now visible. Beginning with an initial guess for \( T \), Equation 2.42 and subsequently Equation 2.41 provides an explicit solution for the species concentrations. With the reactor state now completely defined, it is possible to compute all of the thermodynamic properties and subsequently the reaction rate. From Equation 2.40 it follows that

\[ \sigma' = \frac{\zeta_f (T, Y_f(T), Y_{ox}(T))}{\Delta Y_f(T)} = \frac{\zeta_f}{\Delta Y_f(T)}, \]

(2.43)

where \( \sigma' \) is the flame displacement rate consequent of the temperature guess. Since \( \sigma \) is explicitly provided as an external parameter, the iteration error is therefore easily defined as

\[ \text{error} = \sigma - \sigma'. \]

(2.44)

The initial guess for \( T \) can then iteratively modified until the error is “sufficiently small” (a
quality that is heavily dependent on the application). This method can be used to develop an operating surface as a function of both $\sigma$ and $\Phi$ by exhaustively computing the operating temperature for a range of $(\sigma, \Phi)$ values. It is worth noting that there is a convenient means of computing lines of constant $\Phi$ along this surface. Observe that for a constant $\Phi$, $\sigma$ can be directly computed for a range of temperatures from Equation 2.43. Unfortunately, an equally simple expression for lines of constant $\Phi$ is not so forthcoming, mandating that these lines be computed by exhaustive iteration.

Figure 2.8 shows the operating surface by grid lines of constant $\Phi$ and constant $\sigma$. Omitted from the plot is the trivial solution—the case where the reactor temperature is equal or very close to the ambient since there is little or no reaction and the reactants are simply passed inertly through the reactor. This type of plot is named a bifurcation diagram[15] by virtue of the multiple equilibria that can exist at a single $\Phi$-$\sigma$ operating condition, caused by the large wrinkle in the operating surface.

**Characteristics of the Steady Flame**

The apex of the wrinkle, beyond which there exists no solution except the non-reacting case, is called the blowoff limit. Physically, this corresponds to the point at which the flow through the reactor is too high to sustain a flame. Any given operating condition with a mass flow within the blowoff limit observes one of three equilibria: one on the top of the curve, one on the bottom of the curve, and the absent non-reacting flow case. It can be shown that the lower curve is an unstable equilibrium[7, 25] and though it exists in theory, it cannot be observed in nature since any perturbation from the equilibrium would drive the reactor to one of the other two states. It is the top curve which is stable and agrees with common knowledge that increasing displacement rate should cool the flame temperature, as should leaning the equivalence ratio.

It is possible, therefore, to define the blowoff as the operating condition where

$$\left. \frac{\partial \sigma(\Phi, T)}{\partial T} \right|_{\Phi=\text{const}} = 0 \quad (2.45a)$$
at a given $\Phi$ and

$$\frac{\partial \Phi(\sigma, T)}{\partial T} \bigg|_{\sigma=\text{const}} = 0 \quad (2.45b)$$

at a given $\sigma$. Expanding Equation 2.45a using Equation 2.43, it follows that

$$\frac{1}{\zeta_f} \frac{\partial \zeta_f}{\partial T} \bigg|_{\Phi=\text{const}} = \frac{1}{\Delta Y_f} \frac{\partial \Delta Y_f}{\partial T} \bigg|_{\Phi=\text{const}}. \quad (2.46)$$

It is a simple matter to then solve for $T$ to satisfy this condition and back calculate all the other properties, including $\sigma$. The blowoff temperature is the lowest temperature at which the WSR can predict a stable flame for a given equivalence ratio.

The highest temperature the WSR can predict corresponds to the case when $\sigma = 0$, representing the complete combustion of a stagnant plug of premixed fuel and air with no heat loss. From any of the three steady equations of motion, it follows that a zero value for $\sigma$ implies that $\zeta$ is also zero. Reaction rate only goes to zero when either the fuel or oxidizer have been completely depleted (excluding the possibility of reactor temperature being 0K), ergo the combustion is complete. In a
lean flame, it follows that \( \Delta Y_f = -Y_{f,0} \). Given the change in fuel mass fraction, the temperature can be calculated from Equation 2.42.

The result of these approaches appears as Figure 2.9, which shows the range of possible temperatures plotted as a function of equivalence ratio. The fact that the two curves approach one another at lower temperatures implies that it is increasingly difficult to maintain a flame without some unsteady event in the flame state dropping the temperature below the blowoff limit.

**DC Gain Characteristics**

Not only does the steady analysis serve as a preliminary step to developing the dynamic analysis, but it also conveniently offers insight into the low-frequency or “DC” characteristics of the dynamic system. DC gain is a multiplicative constant relating a low-frequency input’s amplitude (e.g. a step or a sinusoid of sufficiently low frequency) to the amplitude of the steady response.

The flame’s output in the context of the stability model is heat release rate, \( \dot{H} \), given in Equation 2.26. The inputs are mass flow and equivalence ratio. Therefore, it is instructional to construct a surface for \( \dot{H}(\sigma, \Phi) \) in addition to the one constructed for \( T(\sigma, \Phi) \) in Figure 2.8. Inevitably,
this returns to the troubling question of how to define the flame’s size since $M$ appears explicitly both in the definition of heat release rate. Some assumption must be made if this analysis is to proceed. Traditionally, the volume of the reactor is held constant [25, 7, 11, 18], but this arbitrary method is neither convenient nor physically motivated. On the other hand, assuming $M$ to be constant is equally arbitrary and also lacks physical motivation but has the added convenience of greatly simplifying the derivation to come. Very similar results can also be achieved through other assumptions on $M$ [18], but this is the most conducive to discussion.

Granted this generous abstraction, the surface shown in Figure 2.10 can be generated simply by calculating the heat release rate from the reactor states already computed for Figure 2.8. Similar to the temperature bifurcation diagram, it can be shown that the upper surface represents stable operating conditions while the lower one represents unstable ones.

Note that if the curve shown in Figure 2.10 is the steady output of the flame as a function of the two steady inputs, then the DC gain with respect to either of the inputs at any given operating condition is the local slope of that curve along the axis belonging to the input in question. Then
the DC gains of the system with respect to $\sigma$ and $\Phi$ respectively are

$$K_{\dot{m}} = \frac{\partial \dot{H}(\sigma, \Phi)}{\partial \sigma} \frac{\partial \sigma}{\partial \dot{m}} \bigg|_{\Phi=\text{const}}$$  \hspace{1cm} (2.47a)

$$K_{\Phi} = \frac{\partial \dot{H}(\sigma, \Phi)}{\partial \Phi} \bigg|_{\sigma=\text{const}}$$  \hspace{1cm} (2.47b)

Simply from the definition of heat release rate in Equation 2.18 and $\sigma$ in Equation 2.35,

$$K_{\dot{m}} = - \frac{\partial (\Delta h_f \zeta_f)}{\partial \sigma} \bigg|_{\Phi=\text{const}}$$

$$K_{\Phi} = - M \frac{\partial (\Delta h_f \zeta_f)}{\partial \Phi} \bigg|_{\sigma=\text{const}}.$$  \hspace{1cm} (2.48a)

Observe that when the identity for $\sigma$ is substituted into Equation 2.47a and if $M$ is presumed a constant parameter, the $M$ in the heat release rate definition is canceled, leaving a very convenient form. The validity assuming constant $M$ with respect to $\sigma$ and $\Phi$ will be discussed in detail later, but for the purposes of calculating DC gains, it introduces negligible error.

It provides great insight both into why these gains diverge at blowoff and into how to calculate them to recall that temperature as an intermediate variable in the calculation of heat release rate. Note that the entire numerator can be expressed explicitly in terms of temperature when isolated to a line of constant $\Phi$ or constant $\sigma$, which ultimately allows the derivatives to be expanded to yield

$$K_{\dot{m}} = - \left[ \frac{d (\Delta h_f \zeta_f)}{dT} \frac{\partial T}{\partial \sigma} \right]_{\Phi=\text{const}}$$  \hspace{1cm} (2.48a)

$$K_{\Phi} = - M \left[ \frac{d (\Delta h_f \zeta_f)}{dT} \frac{\partial T}{\partial \Phi} \right]_{\sigma=\text{const}}.$$  \hspace{1cm} (2.48b)

However, this evokes exactly the terms which were used in the definition of blowoff in Equations...
2.45b and 2.45a. In the limit as the operating conditions approach blowoff,
\[
\frac{\partial T}{\partial \sigma}_{\Phi=\text{const}} = \left( \frac{\partial \sigma}{\partial T}_{\Phi=\text{const}} \right)^{-1} \quad \text{blowoff} \rightarrow -\infty
\]
\[
\frac{\partial T}{\partial \Phi}_{\sigma=\text{const}} = \left( \frac{\partial \Phi}{\partial T}_{\sigma=\text{const}} \right)^{-1} \quad \text{blowoff} \rightarrow \infty.
\]

It is therefore conclusive that unless the definition of blowoff is allowed to change, heat release rate DC gains will always diverge at operating conditions close to blowoff. There can be little doubt that this is candidate explanation for instabilities that occur with ultra-lean flames.

The plots in Figure 2.12 show the DC gains plotted against the two steady operating parameters. These curves are calculated from Equations 2.48a and 2.48b using the relationships given in Equations 2.40 through 2.43.

Ghoniem et al[18] found almost identical results for subplot (a) of Figure 2.12 a change in sign (as well as diverging to $-\infty$), causes a $180^\circ$ shift in phase, which has a great potential to cause instability. It is also to be noted, however, that the response to equivalence ratio perturbations (which was absent from the particular work referenced) also diverges and begins to do so much further from blowoff than does the response to mass flow perturbations. This result requires very little imagination to infer how ultra-lean instabilities can occur.

2.8 Bandwidth and Frequency Response

If the steady component of the flame’s response is contained in the first term of the expansion discussed in Section 2.5, then those remaining represent the dynamic response. As discussed in Section 2.5, the linear dynamic response may be taken to be the first term to the Taylor Series expansion on $\epsilon$. Just as was done in Section 2.7 to obtain the steady response, the dynamic response is obtained by equating like coefficients of $\epsilon$ as in Equation 2.30b. Using Equations 2.33 and 2.34 as the equations of motion, this yields
Fig. 2.11: WSR temperature and heat release rate bifurcation diagrams with lines of constant $\sigma$ and lines of constant $\Phi$. 
Fig. 2.12: Flame DC gains plotted against the non-dimensionalized steady system parameters. $\sigma$ has simply been scaled so that 1 corresponds to blowoff, while $\Phi$ has been scaled and shifted so that 0 is lean blowoff and 1 is an equivalence ratio of 1.
\[
\tau_p \ddot{T} + \sigma \sum_i Y_{i,0} \ddot{h}_i = \ddot{\sigma} \sum_i Y_{i,0} (\bar{h}_{i0} - \bar{h}_i) + \sigma \sum_i \dot{Y}_{i,0} (\bar{h}_{i0} - \bar{h}_i) - \Delta h_f \dot{\zeta}_f - \Delta h_f \ddot{\zeta}_f \tag{2.49a}
\]
\[
\dot{\tilde{Y}}_i + \sigma (\tilde{Y}_i - \tilde{Y}_{i,0}) = \dot{\sigma} (\overline{Y}_{i,0} - \overline{Y}_i) + \dot{\zeta}_i. \tag{2.49b}
\]

Many of the unsteady parameters that appear in Equations 2.49a and 2.49b are already explicitly in terms of either inputs ($\tilde{Y}_{i,0}$) or state variables ($\tilde{Y}_i$ and $\tilde{T}$). In order to consider the remaining parameters ($\tilde{\zeta}_i$, $\tilde{\sigma}$, or $\Delta h_f$), they must be expressed in terms of their sensitivities to the state variables and inputs. Calling $\tilde{Y}_{i,0}$ an input is not an attempt to retract the earlier assertion that the inputs will be $\tilde{m}_0$ and $\tilde{\Phi}$, but an acknowledgment that it will prove simpler to assert the identities in Equations 2.37a, 2.37b, and 2.37c later rather than sooner.

Recall that
\[
h_i = h_i(T)
\]
\[
\Delta h_f = \Delta h_f(T)
\]
\[
\zeta_i = \zeta_i(T, Y_f, Y_{ox})
\]
\[
\sigma = \frac{\dot{m}_0}{M}
\]
\[
M = M(T, Y_f, Y_{ox}, \dot{m}_0, Y_{f,0}, Y_{ox,0}).
\]

Equations 2.55a, 2.55b, and 2.55c show the first expansion for all of these quantities. Note that in order to evaluate $\zeta_i$’s dependence on any of the state variables, $\zeta$ must be expanded to include not only the explicit dependencies that appear in Equation 2.24 but also the implicit dependencies that are introduced through density and molecular weight. This total expansion is tedious and would detract from the discussion more than it would add were it to be included. As it is, these expansions are already very bulky and were they to be evaluated analytically, the natural next step would be to isolate terms that dominate the expansion by eliminating terms that are negligible in magnitude. At this stage, however, it is extremely convenient to groom the problem for computational analysis by use of a state-space realization, making such simplifications unnecessary.
If the input and state vectors are comprised of the linear terms of the respective expansions in
Equations 2.55a through 2.55c \( (\mathbf{x} \equiv [\tilde{T}, \tilde{Y}_f, \tilde{Y}_{ox}]^T \) and \( \mathbf{u} \equiv [\tilde{n}_0, \tilde{Y}_{f,0}, \tilde{Y}_{ox,0}]^T \), then

\[
\dot{\mathbf{x}} = A\mathbf{x} + \hat{B}\hat{\mathbf{u}},
\]

(2.50)

where \( A \) and \( \hat{B} \) are determined by the appropriate coefficients from Equations 2.55a, 2.55b, and
2.55c.

Finally, there is an algebraic relationship between the state variables and the output (heat
release rate) given in Equation 2.18. Expanding this using a similar method as with the equations
of motion (such that \( \dot{H}(t) = \tilde{H} + \epsilon\tilde{H}(t) + \ldots \)) yields Equation 2.55d. Therefore, it is simple to
complete the classical state space form

\[
y = C\mathbf{x} + \hat{D}\hat{\mathbf{u}}
\]

(2.51)

where \( y \equiv \tilde{H} \).

Note that \( \hat{\mathbf{u}}, \hat{B}, \) and \( \hat{D} \) are hatted in anticipation of the modified input vector and input matrix
that will appear once \( Y_{f,0} \) and \( Y_{ox,0} \) are written in terms of \( \Phi \). Equations 2.37a and 2.37b give
the relationships, \( Y_{f,0} = Y_{f,0}(\Phi) \) and \( Y_{ox,0} = Y_{ox,0}(\Phi) \), so that \( \tilde{Y}_{f,0} \) and \( \tilde{Y}_{ox,0} \) can be found by
considering the first expansion on \( \epsilon \) just as was done to obtain equations 2.55a, 2.55b, and 2.55c.
Following this procedure for the fuel mass fraction,

\[
\tilde{Y}_{f,0} = \frac{\partial Y_{f,0}}{\partial \Phi} \tilde{\Phi} = \frac{\beta}{(1 + \alpha) + \beta \tilde{\Phi}} \tilde{\Phi} - \frac{\beta^2 \tilde{\Phi}}{((1 + \alpha) + \beta \tilde{\Phi})^2} \tilde{\Phi} \\
= \left( \tilde{Y}_{f,0} - \tilde{Y}_{f,0}^2 \right) \frac{\tilde{\Phi}}{\tilde{\Phi}}
\]

(2.52)

Similarly for the oxidizer function,

\[
\tilde{Y}_{ox,0} = -\beta \tilde{Y}_{ox,0} \tilde{\Phi}.
\]

(2.53)
If \( \mathbf{u} \equiv [\tilde{\dot{m}}_0, \tilde{\Phi}]^T \), then let \( \Gamma \) be defined to be the \( 3 \times 2 \) matrix relating \( \hat{\mathbf{u}} \) and \( \mathbf{u} \) thusly

\[
\hat{\mathbf{u}} = \begin{bmatrix}
\tilde{\dot{m}}_0 \\
\tilde{Y}_{f,0} \\
\tilde{Y}_{ox,0}
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & \frac{\tilde{Y}_{f,0} + \tilde{Y}_{f,0}^2}{\tilde{\Phi}} \\
0 & -\beta \tilde{Y}_{ox,0}
\end{bmatrix}
\begin{bmatrix}
\tilde{\dot{m}}_0 \\
\tilde{\Phi}
\end{bmatrix} = \Gamma \mathbf{u}.
\]

The state space form can be modified to accept \( \tilde{\Phi} \) directly as an input by substituting \( \mathbf{u} \) for \( \hat{\mathbf{u}} \) in Equations 2.50 and 2.51, so that

\[
\dot{x} = A\mathbf{x} + B\mathbf{u} \\
y = C\mathbf{x} + D\mathbf{u}
\]

where \( B = \hat{B}\Gamma \) and \( D = \hat{D}\Gamma \).

**A Simplified Residence-Time Prototype Problem**

As observed independently by Lohrmann and Büchner and the VACCG, residence time seems to play the predominant role in determining the bandwidth of the dynamic flame. This can be illustrated by considering the classic well-mixed draining tank problem. In this problem, a mixture of species is poured into a tank at some flow rate and is assumed to mix instantly with the contents (just as in the WSR). The mass fraction of any species in the tank can be written as

\[
\dot{Y}_i = \frac{\dot{m}}{M} (Y_{i,0} - Y_i),
\]

where \( Y_{i,0} \) represents the mass fractions of the incoming species, \( Y_i \) represents the mass fractions of the species in the tank, \( \dot{m} \) represents the steady mass flow rate of the fluid through the tank, and \( M \) is the steady mass of fluid in the tank. This system exhibits a purely first-order response with a time constant identically equal to the mean particle residence time in the tank. Note that this equation is nearly identical to the WSR species equations, save for the absence of a reaction rate. It will be made evident in the following sections, however, that the WSR can be made to exhibit a
\[
\dot{\bar{c}}p \dot{T} = -\left[ \frac{\partial M}{\partial T} \sum_i \bar{Y}_{i,0} (\bar{h}_{i0} - \bar{h}_i) + \Delta h_f \frac{\partial \bar{\zeta}_f}{\partial T} + \bar{\sigma} \sum_i \bar{Y}_{i,0} \frac{d \bar{h}_i}{d T} + \frac{d \Delta h_f}{d T} \bar{\zeta}_f \right] \dot{T} \\
- \left[ \frac{\partial M}{\partial Y_f} \sum_i \bar{Y}_{i,0} (\bar{h}_{i0} - \bar{h}_i) + \Delta h_f \frac{\partial \bar{\zeta}_f}{\partial Y_f} \right] \dot{Y}_f \\
- \left[ \frac{\partial M}{\partial Y_{ox}} \sum_i \bar{Y}_{i,0} (\bar{h}_{i0} - \bar{h}_i) + \Delta h_f \frac{\partial \bar{\zeta}_f}{\partial Y_{ox}} \right] \dot{Y}_{ox} \\
+ \bar{\sigma} \sum_i \bar{Y}_{i,0} (\bar{h}_{i0} - \bar{h}_i) \left[ -\frac{1}{M} \frac{\partial M \bar{Y}_{i,0}}{\partial \bar{m}_0} + \frac{1}{\bar{m}_0} \right] \bar{\dot{m}}_0 \\
+ \bar{\sigma} \sum_i (\bar{h}_{i0} - \bar{h}_i) \left[ -\frac{1}{M} \frac{\partial M \bar{Y}_{i,0}}{\partial \bar{m}_0} + 1 \right] \dot{\bar{Y}}_{i,0} \tag{2.55a}
\]

\[
\dot{\bar{Y}}_f = \left[ \frac{\partial \bar{\zeta}_f}{\partial T} - \frac{\partial M}{\partial T} \frac{\bar{\sigma}}{M} (\bar{Y}_{f,0} - \bar{Y}_f) \right] \dot{T} \\
+ \left[ \frac{\partial \bar{\zeta}_f}{\partial Y_f} - \frac{\partial M}{\partial Y_f} \frac{\bar{\sigma}}{M} (\bar{Y}_{f,0} - \bar{Y}_f) - \bar{\sigma} \right] \dot{Y}_f \\
+ \left[ \frac{\partial \bar{\zeta}_f}{\partial Y_{ox}} - \frac{\partial M}{\partial Y_{ox}} \frac{\bar{\sigma}}{M} (\bar{Y}_{f,0} - \bar{Y}_f) \right] \dot{Y}_{ox} \\
+ \bar{\sigma} (\bar{Y}_{f,0} - \bar{Y}_f) \left[ \frac{1}{\bar{m}_0} - \frac{1}{M} \frac{\partial M}{\partial \bar{m}_0} \right] \bar{\dot{m}}_0 \\
- \left[ \frac{\partial M}{\partial Y_{f,0}} \frac{\bar{\sigma}}{M} (\bar{Y}_{f,0} - \bar{Y}_f) + \bar{\sigma} \right] \dot{\bar{Y}}_{f,0} \\
- \frac{\partial M}{\partial Y_{ox,0}} \frac{\bar{\sigma}}{M} (\bar{Y}_{f,0} - \bar{Y}_f) \dot{\bar{Y}}_{ox,0} \tag{2.55b}
\]

\[
\dot{\bar{Y}}_{ox} = \left[ \frac{\partial \bar{\zeta}_{ox}}{\partial T} - \frac{\partial M}{\partial T} \frac{\bar{\sigma}}{M} (\bar{Y}_{ox,0} - \bar{Y}_{ox}) \right] \dot{T} \\
+ \left[ \frac{\partial \bar{\zeta}_{ox}}{\partial Y_f} - \frac{\partial M}{\partial Y_f} \frac{\bar{\sigma}}{M} (\bar{Y}_{ox,0} - \bar{Y}_{ox}) - \bar{\sigma} \right] \dot{\bar{Y}}_f \\
+ \left[ \frac{\partial \bar{\zeta}_{ox}}{\partial Y_{ox}} - \frac{\partial M}{\partial Y_{ox}} \frac{\bar{\sigma}}{M} (\bar{Y}_{ox,0} - \bar{Y}_{ox}) \right] \dot{\bar{Y}}_{ox} \\
+ \bar{\sigma} (\bar{Y}_{ox,0} - \bar{Y}_{ox}) \left[ \frac{1}{\bar{m}_0} - \frac{1}{M} \frac{\partial M}{\partial \bar{m}_0} \right] \bar{\dot{m}}_0 \\
- \frac{\partial M}{\partial Y_{f,0}} \frac{\bar{\sigma}}{M} (\bar{Y}_{ox,0} - \bar{Y}_{ox}) \dot{\bar{Y}}_{f,0} \\
- \left[ \frac{\partial M}{\partial Y_{ox,0}} \frac{\bar{\sigma}}{M} (\bar{Y}_{ox,0} - \bar{Y}_{ox}) + \bar{\sigma} \right] \dot{\bar{Y}}_{ox,0} \tag{2.55c}
\]
2. The Dynamic Flame

\[ \tilde{H} = \left[ \frac{\partial M}{\partial T} \Delta h_f \tilde{\zeta}_f + \frac{d}{dT} \frac{\partial h_f}{\partial T} \tilde{\zeta}_f + \frac{M}{\Delta h_f} \frac{\partial \zeta_f}{\partial T} \right] \tilde{T} \]
\[ + \left[ \frac{\partial M}{\partial Y_f} \Delta h_f \tilde{\zeta}_f + \frac{M}{\Delta h_f} \Delta h_f \frac{\partial \zeta_f}{\partial Y_f} \right] \tilde{Y}_f \]
\[ + \left[ \frac{\partial M}{\partial Y_{ox}} \Delta h_f \tilde{\zeta}_f + \frac{M}{\Delta h_f} \Delta h_f \frac{\partial \zeta_f}{\partial Y_{ox}} \right] \tilde{Y}_{ox} \]
\[ + \frac{\partial M}{m_0} \Delta h_f \tilde{\zeta}_f \tilde{m}_0 + \frac{\partial M}{\partial Y_{f,0}} \Delta h_f \tilde{\zeta}_f \tilde{Y}_{f,0} + \frac{\partial M}{\partial Y_{ox,0}} \Delta h_f \tilde{\zeta}_f \tilde{Y}_{ox,0} \quad (2.55d) \]

wide range of behaviors depending on the manner in which \( M \) is defined.

To first gain an insight to the importance of the mass function to the flame dynamics, it is instructive to consider several example cases. Since there are no immediately intuitive physically motivated constraints, it is convenient to first consider the simplest and most common constraints - constant mass and constant volume. A constant reactor volume is motivated historically by the very first experimental well-stirred reactors that were in a porous ceramic that purposefully constrained the reaction volume. A gas turbine combustor has no such constraint, however (particularly in the transient sense). A constant mass reactor is desirable only because it allows gross simplification of the expansions in Equations 2.55a through 2.55d.

Constant Mass and Constant Volume Reactors

Figure 2.13 shows the frequency responses for a methane flame with constant reactor mass across a variety of equivalence ratios. Similarly, Figure 2.14 shows the frequency responses for a flame of constant volume for the same set of equivalence ratios. In both cases, the flame size (be it in the form of mass or volume) was selected to match the physical flame represented in Figures 2.2 and 2.3 as closely as possible.

Note that Figures 2.14 and 2.13 represent nearly identical systems. This is easily explained since the only distinction between a flame of constant mass and constant volume is in the variation of the fluid density, made clear by the relation \( M = \rho V \). That density variations are inconsequential can be demonstrated by any number of methods from defining density as a dynamic output and computing the transfer functions to computing the surface for steady density over the operating
envelope and observing that it is flat compared with other parameters. In fact, in response to a 1% change in mass flow rate, density changes on the order of 0.001%. Similarly, a 1% variation in equivalence ratio results in perturbations on the order of 0.01%.

When compared with Figures 2.2 and 2.3, it is apparent that, consistent with results observed in the literature, constant-size flames exhibit bandwidths extending much further than the physical flame. Since the flow rate and flame size were all set to mimic the physical flame, it follows that the residence time in the model is also consistent with the residence time in the physical flame. Consequently, it must necessarily follow that the residence time in a constant reactor size model does not obey the correct dynamics.

**Critical Exhaust Constrained Reactor**

One potential explanation for the expansion or contraction of the flame in the absence of a model with spatial dependencies might be based on the exhaust properties. If the exhaust has a vast excess of fuel and oxidizer, it stands to reason that the flame would expand to allow further combustion. By the same token, if the exhausting fuel is extremely scarce, the reaction rate might slow and the flame may contract. The result is that the flame might naturally expand or contract until only a certain quantity of fuel remains.

If the exhaust fuel mass fraction is fixed to a predetermined critical value, then the steady flame temperature is still given by inverting Equation 2.42. Given the reaction progress and temperature, Equation 2.40 predicts $\sigma$ and subsequently $\tau_{res}$. Assuming that the flame really does exhibit a similar dynamic response to the well mixed tank described above, then the cutoff frequency would correspond to $\sigma/(2\pi)$. Figure 2.15 shows the predicted cutoff frequency for a critical fuel mass fraction across a variety of equivalence ratios. Given the similarity between Figure 2.15 and the VACCG results in Figure 2.7 it seems promising to pursue this line of reasoning.

There are, however, several points that render the critical exhaust constraint (CEC) nonphysical:

1. The use of fuel mass fraction is limited to ultra-lean cases where the depletion of oxidizer has a negligible effect on the reaction rate,
Fig. 2.13: Heat release rate frequency response functions for a constant-mass reactor.

Fig. 2.14: Heat release rate frequency response functions for a constant-volume reactor.
2. The choice of the critical mass fraction is arbitrary and not grounded in any physical or predictable parameter,

3. Specifying the quantity of fuel consumed prevents blowoff from ever occurring,

4. It asserts that the flame will expand infinitely quickly to satisfy the constraint, thus allowing the flame size to change in time, but neglecting the *dynamics* of how it changes in time.

The latter of these limitations is quite evident when inspecting the frequency response predictions that arise from the WSR model. Figure 2.16 shows the frequency responses for the CEC reactor. The high-frequency dynamics that were exclusively observed in the constant-size reactors are completely eliminated and there is merely a minor contribution from new, low-frequency dynamics. It is precisely these low-frequency dynamics, however, that are indicative of the residence time-driven dynamics characterized by the well-mixed tank problem.

*General Characteristics of the Dynamic WSR*

Though the above individual cases have exhibited vividly different dynamic characteristics, there are certain elements that are common to the dynamic WSR regardless of geometric constraints. Figure 2.17 shows typical pole locations for a dynamic WSR. These three poles are present in all
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Fig. 2.16: Heat release rate frequency response functions for a critical-exhaust-constrained reactor.

dynamic WSR models, but the presence and position of zeros often obscure or even negate their effect depending on the flame size constraint. The high-frequency (left-most) pole corresponds to the high-frequency dynamics observed in the constant-size reactors in Figures 2.13 and 2.14. The low-frequency poles (right-most) correspond to the glimpse of low-frequency dynamic behavior exhibited in Figure 2.16. In fact, these two poles correspond exactly with the residence time dynamics evident in the well-mixed tank example.

From Figures 2.2 through 2.5, it is evident that in the physical flame the low-frequency poles might be followed by slightly higher-frequency zeros which would cause a brief drop in magnitude, followed immediately by a plateau. Presuming that well-stirred physics are actually appropriate to describe the dynamic combustion process over this frequency range, the vital question for future research is, “what manner of size constraint will produce such a pole-zero distribution?”

This is little surprise given the explicit appearance of $M$ in the expression for integrated heat release rate in Equation 2.55d. Recall that $M$ has been conceived as being a function of the inlet parameters and the state variables. By simply selecting arbitrary, constant sensitivities for $M$ with respect to the state variables (i.e. $\frac{\partial M}{\partial Y} = 1 \times 10^2$), drastic changes in the flame frequency response can be observed. Figure 2.18 shows three such cases with vividly different results. These results conveniently demonstrate the intuitive truth — that the WSR’s dynamic flame size has a direct
impact on the DC gain and the zero locations, thus the flame’s dynamic response.

Without the proper constraint on its size, the WSR is incapable of capturing the appropriate dynamics. The low-frequency, residence time-based dynamic characteristics that the WSR has the potential to display are minimalized in simpler WSR geometric constraints, and a more appropriate constraint is not forthcoming without first consulting more advanced models.

2.9 Flame Transfer Function

In the absence of a reliable physics-based model, it is simple enough to construct a crude first order model that exhibits behavior consistent with the residence time dynamics. The first order transfer functions in Equations 2.56a and 2.56b have a single pole corresponding to the residence time as a time constant \( \tau_{res} = \sigma^{-1} \), and have DC gains calculated from Equations 2.48a and 2.48b.

\[
F_v = \frac{K_m}{s\tau_{res} + 1} \quad (2.56a)
\]
\[
F_\Phi = \frac{K_\Phi}{s\tau_{res} + 1} \quad (2.56b)
\]
Fig. 2.18: Frequency response for the dynamic WSR with various arbitrary mass dependencies.

(a) \( \frac{\partial M}{\partial Y_f} > 0, \frac{\partial M}{\partial Y_{\infty}} < 0 \)

(b) \( \frac{\partial M}{\partial Y_f} > 0 \)

(c) \( \frac{\partial M}{\partial T} < 0 \)
The mixing model is responsible for determining the transfer function from velocity perturbations at the injection plane to equivalence ratio perturbations at the dump plane. In the physical combustor, fuel-air mixing occurs so far upstream that any such coupling is negligible if even measurable. However, some have postulated [11] that in industrial gas turbines, where the fuel injection is frequently choked and injected nearer the flame, since velocity perturbations in the air will not result in corresponding velocity perturbations in the choked fuel rich and lean pockets may propagate downstream to the flame.

In the experimental combustor and in industrial systems, the length separating the injection location from the flame, depicted in Figure 3.1, the flow is highly turbulent. The quality of the mixing in this region determines whether or not mixing perturbations will have a significant effect on the flame. Poor mixing will allow the rich and lean pockets to retain their concentrations, while good mixing will result in a more even fuel-air distribution, preventing “high”-frequency mixing perturbations from being delivered to the flame.

Fig. 3.1: A conceptual combustor burning premixed fuel-air. Repeated from Figure 1.3.
3. Dynamic Turbulent Mixing

3.1 Stochastic Mixing

The model used in this effort was developed by William Baumann et. al. of the VACC, and was based on a previous work by Scarinci and Freeman[24], which treated turbulent diffusion as a purely stochastic process. The entire model is based on the premise that any given particle will deviate in location from that of the mean flow by a distance governed by a Gaussian Probability Distribution. Therefore, in a one-dimensional system, the probability distribution in probability per unit length, $Q$, that a particle beginning at a position $x'$ at time $t'$ will arrive at a position $x$ at time $t > t'$ is given by

$$Q(x, t|x', t') = \frac{1}{\sqrt{2\pi\sigma^2_x}} \exp\left\{-\frac{[x - x' - U \cdot (t - t')]^2}{2\sigma^2_x}\right\}, \quad (3.1)$$

where $U$ is the mean velocity, and $\sigma_x$ is the standard deviation on $x$ which will be discussed later.

Let the function, $S(x, t)$, describe the injection of fuel in moles per unit time per unit length. This general realization allows for the arbitrary injection of fuel over space as a function of time. For every unit of fuel injected into the system, its expected concentration (in moles per unit length) is identically equal to its probability distribution (in probability per unit length). This notion may be expanded to apply to the continuous injection of particles anywhere in the system at all points in time. In this sense, $Q$ can be integrated with $S$ over all points in space and time, $x'$ and $t'$ at which particles were injected to obtain the concentration in particles per unit length at $x$ and $t$ thusly:

$$C(x, t) = \int_{-\infty}^{\infty} \int_{0}^{t} Q(x, t|x', t') S(x', t') dt' dx'. \quad (3.2)$$

In this sense, $Q$ is a mapping describing the fraction of particles that migrate from the points, $(x', t')$ at which they are injected to points $(x, t)$. Thanks to the integrals, the function, $C$, is inclusive of the total migration of all injected particles over all space and elapsed time to the location $x$ at time $t$.

This general realization may now be simplified to describe the combustor. If the injection plane
is at \( x = -x_i \), and the dump plane is at \( x = 0 \), then the injection function must be given by

\[
S(x, t) = \delta(x + x_i) s(t),
\]

where \( s(t) \) is rate of fuel injection in moles per unit time at the injection plane. This allows Equation 3.2 to be conveniently simplified to

\[
C(x, t) = \int_0^t Q(x, t|x_i, t') s(t') dt'. \tag{3.3}
\]

Conveniently, this realization results in a dynamic system exhibiting a linear response at all points in space. If the input is expressed as the linear combination of two functions, \( s(t) = af(t) + bg(t) \), then

\[
C(x, t) = \int_0^t Q(x, t|x_i, t') \left( af(t') + bg(t') \right) dt'
\]

\[
= a \int_0^t Q(x, t|x_i, t') f(t') dt' + b \int_0^t Q(x, t|x_i, t') g(t') dt',
\]

so the response will be the linear combination of the component responses—the definition of a linear response.

### 3.2 The Random Walk and Diffusivity

The problem of the diffusion of particles is analogous to the random walk problem. If a group of individuals begin at the same point in space and take a series of steps of random size and direction, their paths will ultimately diverge from one another. The phenomenon can be shown to be a convenient example of linear diffusivity — one in which the variance of the position of each individual grows linearly in time[2].

If this same principle is applied to the diffusion of molecules in a turbulent flow, a similar result can be achieved. Let the velocity for the turbulent mixture be given by \( u_i = \bar{U} + v_i \), where \( u_i \) is the total velocity of a single particle, \( \bar{U} \) is the bulk or mean velocity, and \( v_i \) the unsteady and
random turbulent velocity, which is unique for each particle regardless of its position. Therefore an individual particle's divergence from the bulk flow after having been injected at \( t = 0, \ x_i \), is given by

\[
x_i(t) = \int_0^t (u_i(t') - U(t')) \, dt' = \int_0^t v_i(t') \, dt'.
\] (3.4)

Therefore, the variance of the particle deviation is given by

\[
\sigma^2_x = \frac{1}{N} \sum_{i=1}^{N} x_i^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \int_0^t v_i(t') \, dt' \right) \cdot \left( \int_0^t v_i(t'') \, dt'' \right).
\]

Simply by manipulating the integrals, this can be simplified to

\[
\sigma^2_x = \frac{1}{N} \sum_{i=1}^{N} \int_0^t \int_0^t v_i(t') \cdot v_i(t'') \, dt' \, dt''.
\] (3.5)

As \( N \) becomes very large (as in the spirit of the continuum assumption), the quantity, \( 1/N \sum_{i=1}^{N} v_i(t') \cdot v_i(t'') \) approaches the expected value of the multiple of the two velocities. Therefore,

\[
\sigma^2_x = \int_0^t \int_0^t \langle v_i(t') \cdot v_i(t'') \rangle \, dt' \, dt''.
\] (3.6)

The trouble remains to compute \( \langle v(t') \cdot v(t'') \rangle \). Called the auto-velocity correlation, this is the correlation between the sets of velocities at two points in time. When \( t' = t'' \), the set of velocities are identical and the correlation can be shown to be identically \( v^2 \) or the average turbulence intensity. Much can be said on the computation and measurement of this quantity as the times diverge [4], but it is sufficient to estimate that the velocity auto correlation decays like

\[
\langle v_i(t') \cdot v_i(t'') \rangle = \overline{v^2} \exp \left( -\frac{|t'' - t'|}{\tau} \right),
\] (3.6)

where \( \tau \) is the empirically obtained turbulence timescale, and \( \overline{v^2} \) is the turbulence intensity. By substituting into Equation 3.5, the integrals become feasible to evaluate. Thanks to the symmetry
of Equation 3.2, the discontinuity along the line where \( t'' = t' \) can be dealt with simply by evaluating the integral on one side of the line and doubling the result thusly

\[
\sigma_x^2 = 2 \int_0^t \int_0^{t''} \bar{v}^2 \exp \left( -\frac{|t'' - t'|}{\tau} \right) \, dt' \, dt'' = 2 \bar{v}^2 \tau \left[ t - \tau \exp(-t/\tau) + \tau \right].
\]

Although this result is undesirably nonlinear, so long as the turbulence time scales are very small relative to the convective time scale (which will be discussed later), the variance describing the spatial distribution of particles injected at \( t = 0 \) becomes simply

\[
\sigma_x^2 = 2 \bar{v}^2 \tau t. \tag{3.7}
\]

Equation 3.7 reflects the much celebrated result that for sufficiently fast turbulent time scales, turbulent diffusion is linear.

### 3.3 Mixing Frequency Response

In order to capitalize on this result in the current effort, however, this information must be used to describe a transfer function between mixture perturbations at the injection plane and their effect at the dump plane. The output of the mixing model must, therefore, be the equivalence ratio at the dump plane (where \( x = 0 \)), while the input is the rate of dynamic injection of fuel particles at the inlet.

Since the system is linear, its transfer function can be found as the transform of the impulse response. If \( s(t') = \delta(t') \), the fuel concentration at the dump plane in moles per unit length, \( C(0, t) \), is given by

\[
C_\delta(0, t) = \int_0^t Q(0, t|x_i, t') \delta(t') \, dt' = \frac{1}{\sqrt{2\pi\sigma_x^2}} \exp \left\{ -\frac{(x_i - Ut)^2}{2\sigma_x^2} \right\}. \tag{3.8}
\]
Therefore, the transfer function, $M$, is given by

$$M(j\omega) = \mathcal{F}\{C_\delta(0, t)\}$$

$$= \int_{-\infty}^{\infty} \exp(-j\omega t) \frac{1}{\sqrt{2\pi \sigma_x^2}} \exp\left\{-\frac{(x_i - Ut)^2}{2\sigma_x^2}\right\} \, dt. \quad (3.9)$$

Though cumbersome to evaluate analytically, this is quite trivial to compute numerically since most software packages have Fourier analysis tools built in. Though it is disappointing not to have an explicit algebraic solution for the mixing transfer function, it is possible to derive a number of key parameters from Equation 3.9.

Figure 3.2 shows the concentration as a function of $x$ at various points in time after the injection for some arbitrary values of the relevant variables. It is easy to see that there is some characteristic delay before the pulse reaches the dump plane. Also, it is intuitive that the degree to which the pulse has diffused when it reaches the dump plane will depend on the turbulence level and the time over which it has been exposed to the turbulence before reaching the dump plane.
Figure 3.3 shows the response as a function of time at the dump plane. It is worth noting that though it is difficult to observe in Figure 3.3, the time response is asymmetric about the peak. This is easily explained by observing in Figure 3.2 that as the pulse passes the dump plane, it continues to grow more diffuse, so that the time response will decline more slowly than it grows.

Since it is the Fourier transform of this curve that indicates the frequency response, it is intuitive that preservation of the shape of this curve will also preserve the predominant characteristics of the frequency response. Figure 3.4 shows the magnitude and phase of the transfer function from the injection function to the concentration computed from Figure 3.3. There are three primary characteristics that describe the transfer function: DC gain, bandwidth, and delay.

1. Delay. The simplest to interpret, the delay is indicated by the appearance of a nearly linear phase lag in the frequency response. The dotted line in Figure 3.4(b) indicates the phase lag that would correspond to the delay between the instant of injection and the instant the peak
reaches the dump plane. Called the convection time, this quantity is given by

$$
\tau_{\text{conv}} = \frac{x_i}{U}.
$$

The phase deviates from the dotted line because the response at the dump plane necessarily becomes significant before the arrival of the peak to a degree depending on how well diffused the pulse is as it crosses the dump plane. Regardless, the convective delay is a convenient time scale with which to characterize the system. Though the actual exhibited delay will vary somewhat as other parameters change, the convective delay is a reasonable estimator for the total mixing delay, indicating that if $\tau_{\text{conv}}$ is conserved, the mixing delay will be nearly conserved.

2. DC Gain. The DC gain can be determined completely from static principles. Given a static molar rate of fuel injection in mol/s, $\bar{\sigma}$, the resulting concentration at the dump plane will be $\bar{\sigma}/U$. Therefore, the DC gain of the transfer function between fuel injection and concentration at the dump plane is simply $1/U$.

3. Bandwidth. The bandwidth is determined entirely by the shape of the curve depicted in
Figure 3.3. The more diffuse the curve, the lesser the influence high-frequency components, the lower the bandwidth becomes. The shape of the curve is crudely estimated as Gaussian distribution in time rather than space, though it has already been established that the response is *not* Gaussian in time (only in space). That counter-argument not withstanding, the variance in the time domain can be estimated as the variance in space at the instant when the peak passes through the dump plane, adjusted by the speed at which it passes the dump plane, so that

$$\sigma_t^2 \approx \frac{\sigma_x^2(\tau_{conv})}{U^2} = 2\frac{\tau x_i v^2}{U^3}. \quad (3.10)$$

Figure 3.5 shows the frequency corresponding to a -3dB drop in magnitude for conditions spanning values of $U$ from 1 to 10m/s, $v^2$ from 2 to 20m$^2$/s$^2$, and $x_i$ from 0.1 to 1m, plotted against corresponding values of $\sigma_t$. Clearly, over this very physically viable range of parameters,

$$F_{cutoff} \cdot \sigma_t \approx 0.13, \quad (3.11)$$

where $F$ is in Hz, is an excellent correlation. In fact, the only time this very simple relationship breaks down is when the ratio, $U^2/v^2$ becomes quite small ($\sim 10^{-5}$). Since neglecting additional diffusion of the peak as it progresses through the dump plane is an inherent assumption for the estimate of $\sigma_t$, when the turbulence intensity dominates the mean velocity so strongly, making progress of the peak slow relative to its diffusion, Equation 3.10 is invalid. However, it is a rare case, indeed, when the turbulence intensity is even four orders of magnitude greater than the square of the mean velocity.

### 3.4 Validation

In order to validate the model, the physical transfer function was measured as follows. A dynamic “on-off” valve allowed the superimposition of a low-amplitude, rapid ($\leq 500$Hz) injection of fuel onto the typical steady fuel-air mixture. A laser absorption technique facilitated the dynamic
measurement of fuel concentrations at two points downstream of the dynamic injection point. In this scenario, empirical transfer functions are calculable from the known fuel injection functions, and the measured downstream concentration functions. Figure 3.6 shows the measured magnitude response for the two positions compared with the model predictions for the same locations. The agreement between them is amply sufficient to warrant application of the model.

3.5 Establishing the Proper Units

Recall that the mixing transfer function describes the response in equivalence ratio at the dump plane with respect to velocity perturbations in the air stream at the injection plane. Thus far, the input has consistently been the injection of fuel and the output has been fuel concentration at the dump plane.

The equivalence ratio local to the injection plane can be expressed as

$$\Phi = \frac{\dot{N}_f}{\dot{N}_a} \beta,$$
Fig. 3.6: Predicted mixing transfer function plotted against the measured transfer function at two points in space.
where $\dot{N}_f$ is the injection of fuel in moles per second, $\dot{N}_a$ is the injection of air in moles per second, and $\beta \equiv (\dot{N}_f/\dot{N}_a)_{stoich}$. Therefore to the end of computing the equivalence ratio, an excess of air is identical to a deficiency in fuel. It is convenient, therefore, to consider an unsteady fuel injection function, $s = \dot{N}_f$ that mimics the result on $\Phi$ of unsteady air flow so that the above mixing model need not be further altered. The left-hand equation represents equivalence ratio perturbations due to unsteady fuel injection while the right-hand equation represents equivalence ratio perturbations due to unsteady air flow.

$$
\Phi(t) = \frac{s(t)}{\beta \dot{N}_a} \quad \Phi(t) = \frac{\dot{N}_f}{\beta \dot{N}_a(t)}
$$

By equating them and performing a Taylor expansion, the linear terms yield that

$$
s(t) \approx -\Phi \beta \dot{N}_a(t).
$$

In order to equate $\dot{N}_a$ to velocity perturbations in the air flow, it is only necessary to scale the total mass flow by the molecular weight and substitute, yielding

$$
s(t) \approx -\Phi \beta \frac{\rho_a A}{MW_a} u_a(t),
$$

where $A$ is the cross-sectional area of the duct at the injection plane.

The exit is very much a simpler matter since it is also true that

$$
\Phi(t) = \frac{C_f(t)}{\beta C_a}.
$$

Therefore, the system diagram shown in Figure 3.7 represents the mixing elements in the total closed loop system from Figure 1.4. Since $\frac{\rho_a A}{MW_a}$ is equal to $C_a$ (in moles per unit length), which can be presumed not to change over the length of the mixing chamber, the total mixing transfer
Fig. 3.7: System diagram of the mixing elements. $M'$ is the transfer function from the injection function, $s$, to the fuel concentration at the dump plane determined above.

The function is simply given by

$$M = -\Phi M',$$  \hspace{1cm} (3.13)

where $M'$ is the transfer function computed above from the injection function, $s$, to the fuel concentration at the output, $C_f$.

This results in consistent units since, as discussed above, $M'$ has units $1/U$. 
4. ACOUSTICS

The acoustic transfer functions are responsible for describing the flow-field’s velocity response to dynamic heat release rate perturbations at the flame. As discussed in the Methodology, Section 1.3, there are two locations where the acoustic response is of interest: at the dump plane where it will drive the flame directly, and at the injection plane where it will drive the mixing described in Chapter 3 and depicted in Figure 4.1. This portion of the work was performed by Paul Black, and needs only be described to the extent that it is pertinent to the other sections of this document.

Though the details of how are irrelevant to this brief discussion on the acoustic model, the fluid equations of motion in a single-dimensional duct can be written from Equations 2.4, 2.7, 2.9, and the integral form of the momentum equation (which was omitted from the flame discussion because

![Figure 4.1](image)

*Fig. 4.1: A conceptual combustor burning premixed fuel-air. Repeated from Figure 1.3*
it was not necessary to the discussion) as

\[
\begin{align*}
\frac{D\rho}{Dt} &= \rho \frac{\partial u}{\partial x} + \rho u \frac{\partial A}{\partial x}, \\
\frac{Du}{Dt} &= -\frac{1}{\rho} \frac{\partial p}{\partial t}, \\
\frac{c_p DT}{Dt} &= \frac{1}{\rho} \frac{\partial p}{\partial t} + \frac{1}{\rho A} \left( \dot{q}' + \rho A \sum_i h_i \zeta_i \right).
\end{align*}
\]

(4.1a) \hspace{1cm} (4.1b) \hspace{1cm} (4.1c)

Together with the ideal gas law, these equations can be linearized to form the classic acoustic equations with two additions: the appearance of \( \dot{q}' \) and \( \rho A \sum_i h_i \zeta_i \), which represent the rate of heat addition through the duct walls per unit length and heat release rate per unit length by chemical reaction respectively (the latter defined for the WSR in Equation 2.18).

As discussed in Section 2.1, the flame is quite small relative to the length scales relevant to the acoustics. Therefore, it is convenient to consider the flame as a point heat source, so that

\[
\rho A \sum_i h_i \zeta_i = \delta(x - x_f)\dot{Q},
\]

(4.2)

where \( \delta \) is the Kroniker Delta, \( x_f \) is the position of the flame, and \( \dot{Q} = M \sum_i h_i \zeta_i \) is the heat release rate from the flame, established in Equation 2.18.

Having now established the mode of excitation, the various important geometric constraints were entered in Abacus\textsuperscript{TM}. The difficulty of this effort is not to be under emphasized by the brevity of its discussion in this document. That the details of producing the acoustic model are omitted is a testament not to the unimportance of the task, rather to the depth and magnitude of the distraction it would provide from its impact on the stability model.

These models were produced to describe the velocity responses at the dump plane and the injection plane to perturbations in flame heat release rate for two geometries: the original experimental combustor and a lengthened combustor. The motivation for these two geometries will be made clear in Chapter 5. The results appear as magnitude and phase as a function of frequency.

Figures 4.2 and 4.3 show the original combustor response and the modified combustor response respectively. Important features to note are the slightly elevated low-frequency magnitudes in the
latter, shift in the $90^\circ$ phase lag from about 500Hz in the unmodified combustor to roughly 200Hz in the modified combustor. In Chapter 5 it will be established that these factors combine to drastically reduce the combustor’s stability.

Fig. 4.2: Original, open-to-atmosphere combustor acoustics. Magnitude units are in $m/J$. Plot (a) represents the response at the dump plane and (b) represents the response at the injection plane.
Fig. 4.3: Modified, lengthened combustor acoustics. Magnitude units are in m/J. Plot (a) represents the response at the dump plane and (b) represents the response at the injection plane.
5. SYSTEM-LEVEL STABILITY PREDICTIONS

As established in the previous chapters, there are a number of steady parameters on which the dynamic behavior of the various component models depends. The tool most immediately useful for design of new systems or even operation of existing ones is a stability contour in indicating the boundary between stable operating conditions and unstable operating conditions in parameter space. Design engineers could perceivably use such a tool to predict the effect of physical changes in the combustor on stability margins. Operators could perceivably use the same tool as a non-exhaustive means for mapping the stability for a particular machine.

5.1 Classical Thermo-Acoustic Stability

The classic condition for thermo-acoustic instability was dubbed the Rayleigh criterion for the man who first phrased it. Lord Rayleigh noted the following in his survey of thermally driven instabilities:

“If heat be given at the moment of greatest condensation, or be taken from it at the moment of greatest rarefaction, the vibration is encouraged. On the other hand, if heat be given at the moment of greatest rarefaction, or abstracted at the moment of greatest condensation, the vibration is discouraged.”[23]

More modern applications of this criterion, particularly as described by Culick’s most excellent communication on the matter[3], have produced the mathematical criterion with the same implications. As Culick describes, the heat addition will add energy to the acoustics at a rate proportional to $p'q'$, where $p'$ is the acoustic pressure and $q'$ is the unsteady rate of heat addition. Therefore, the net addition of energy to the acoustic system is found by integrating the interactions over all
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points in space and over a single period of oscillation,

\[ R = \int \int_0^\tau p'(x,t)q'(x,t)dt\,dV, \] (5.1)

Therefore, if the so-called Rayleigh Index, \( R \), is greater than zero an instability will occur.

It is rarely noted, but frequently tacitly asserted, that the Rayleigh criterion is a method for assessing stability without knowledge of the flame’s dynamics. As Culick’s discussion reveals, the importance of the Rayleigh index can be concluded merely by consulting the acoustic equations subject to any form of dynamic heat addition. If we consider Fourier expansions for \( p' \) and \( q' \),

\[ p' = \sum_k A_k(x) \sin (\omega_0 kt + \phi^p_k(x)), \quad q' = \sum_k B_k(x) \sin (\omega_0 kt + \phi^q_k(x)), \]

then by the orthogonality of the sinusoids,

\[ R = \int \sum_k A_k(x)B_k(x) \int_0^\tau \sin (\omega_0 kt + \phi^p_k(x)) \sin (\omega_0 kt + \phi^q_k(x)) dt\,dV. \]

By use of the cosine angle addition identity,

\[ R = \int \sum_k A_k(x)B_k(x) \int_0^\tau \cos (\phi^p_k(x) - \phi^q_k(x)) dt\,dV \]

\[ - \int \sum_k A_k(x)B_k(x) \int_0^\tau \cos (\omega_0 kt + \phi^p_k(x)) \cos (\omega_0 kt + \phi^q_k(x)) dt\,dV, \]

the second term of which is simply \( R \) again. By solving for \( R \), the much celebrated result that stability is determined purely by the relative phase between pressure and heat addition appears.

\[ R = \frac{\tau}{2} \int \sum_k A_k(x)B_k(x) \cos (\phi^p_k(x) - \phi^q_k(x)) dV \] (5.2)
In the case of the system described herein, however, the combustor is described by a one-dimensional geometry and the flame is assumed to exist at a point, so

\[ A_k(x) = a_k \delta(x - x_{\text{flame}}), \quad B_k(x) = b_k \delta(x - x_{\text{flame}}). \]

Thus, the Rayleigh Index can be simplified to

\[ R = \frac{\tau}{2} \sum_k a_k b_k \cos (\phi_p^k - \phi_q^k). \]  \hfill (5.3)

Equation 5.3 indicates that modes of oscillation that result in the phase difference between the pressure and the heat release rate being \(-\frac{\pi}{2} < \phi_p^k - \phi_q^k < \frac{\pi}{2}\) encourage instability. This imposes no conditions on the amplitudes of oscillation (save that they be nonzero).

The limitations of such realizations of the Rayleigh Index are found in the original formulation of Equation 5.1, which stems from analysis on the acoustic system only. It is the notion that the acoustic system can be reduced to an oscillator equation

\[ \ddot{\eta} + \omega_n^2 \eta = F_q, \]

the addition of energy to which for a single period is given by \(\int_0^\tau \dot{\eta} F_q dt\), that allows the Rayleigh Index to be calculated [3]. In fact, the criterion can be modified to include damping, but its evaluation becomes quite cumbersome. Fortunately, supposing that the acoustics are characterized by an undamped oscillator, it is possible to arrive at exactly the same condition as in Equation 5.3 using the classical systems theory that will be discussed in the following sections, but without being impeded by the addition of damping or other complications.

### 5.2 Assessing Stability

While it is quite helpful to have a widely accepted criterion for the stability of a thermo-acoustic system, once a system-level model with scalar signals is available, the Rayleigh Index is merely redundant with more general and more easily applied methods for assessing stability. Some of
the most common classical methods for assessing stability include Laplace Domain analysis, Bode stability criterion, and the Nyquist Criterion.

Though Laplace Domain analysis allows explicit root locus calculation, simultaneously providing stability information as well as the predominant frequencies and readily quantifiable margins for secondary instabilities, there are a number of numerical considerations that discourage its employment in this endeavor. Firstly, though the acoustic and mixing transfer functions are defined in the frequency domain using the methods described in the previous chapters, they do not necessarily have readily available expression in the Laplace Domain. In order to ensure that a Laplace Domain transfer function is available for each of the sub-systems, each frequency response would have to be curve fitted with a Laplace Domain realization. While this is not in and of itself a daunting task, the prevalence of delay in the mixing transfer function renders it numerically cumbersome since there is no exact polynomial expression for delay native to the Laplace Domain. Attempts to simply estimate the delay with high-order polynomials (in addition to the polynomials already inherent to the acoustic and mixing dynamics) simply result in a system so numerically cumbersome that most conventional tools lose numerical reliability.

Direct analysis of the transfer functions through the Nyquist or Frequency Domain analysis has the benefits of being computationally unimposing, avoiding accuracy-limiting estimations, and requiring almost no analysis prior to use in the model (as would be required to determine Laplace Domain estimates). Since the Nyquist Criterion is the more difficult of the two to evaluate in software, it is only natural that the stability analysis should be conducted using the Bode Criterion.

**Applying the Bode Criterion**

Figure 5.1 shows the total thermo-acoustic system subject to an arbitrary disturbance input. This could be turbulent noise, ambient acoustic disturbances, or any number of perturbations to the flow. The transfer function from the disturbance, \( d \), to the heat release rate, \( q \), is given by

\[
\frac{q}{d} = \frac{F_v}{1 - (F_v A_v + F_\Phi A_\Phi M)}.
\]

(5.4)
It is naturally possible to consider disturbances of different types that might possibly enter the system at a different point. However, analysis of these cases yields, just as system theory predicts, that the open-loop transfer function (\(OLT F\), \(F_v A_v + F_\Phi A_\Phi M\), always appears in exactly the same manner in the denominator. Since the closed-loop poles are the only quantities that need be consulted to determine stability, it is easy enough to determine that the nature of the disturbance is unimportant to determining stability.

The Bode Criterion states that if the \(OLT F\) exhibits a magnitude greater than 0dB at frequencies for which it also exhibits a phase of \(0^\circ\), \(360^\circ\) or some integer multiple thereof, there will be an instability at the same frequency. Therefore, having calculated the \(OLT F\) in the frequency domain, stability is assessed using the following criterion:

If the set of candidate phase values is given by

\[
P \equiv \{a \in \mathbb{R} \text{ s.t. } a = k \times 360 \quad \forall k \in \mathbb{Z}\},
\]
then the set of candidate frequencies is given by

\[ \mathbb{W} \equiv \{ \omega \in \mathbb{R} \text{ s.t. } \angle OLT F(j\omega) \in P \} , \]

and the corresponding set of candidate magnitudes is given by

\[ \mathbb{M} \equiv |OLT F(j\mathbb{W})| . \]

If \( \max(\mathbb{M}) > 1 \), then the system is unstable.

This approach is quite convenient for application in software since given an open-loop transfer function, it is easy enough to identify the phase crossings in order to construct the set \( \mathbb{W} \). From there, it is simply a matter of computing the corresponding magnitudes to populate the set \( \mathbb{M} \) and identifying the maximum to establish stability.

**Numerical Approach**

Since there is little chance of identifying a generally applicable closed-form expression for the stability limits, it becomes necessary to employ iterative methods to identify the parameters that result in critical stability. The methods outlined herein can be applied to any of the parameters on which the component models depend (i.e. mean velocity, turbulence level, or injection location for the mixing model, and any number of geometric parameters that affect the acoustic model), but simply for the sake of demonstrating the model’s behavior, it is effective to consider only the flame parameters, \( \sigma \) and \( \Phi \), to reflect the operation of an existing combustor.

Therefore, for a given equivalence ratio, the algorithm must identify the values of \( \sigma \) (recall that \( \sigma \equiv \frac{m_0}{\mathbb{M}} \)) for which the system is exactly critically stable. This curve, plotted on \( \sigma \) and \( \Phi \) will represent the boarder between stability and instability. Since the analysis will be iterative, it becomes necessary to define an error function, so that when the function is zero, the system is exactly critically stable. Rather than define the error by \( (\max(\mathbb{M}) - 1) \) as might be most immediately intuitive, simply using the dB magnitude given in Equation 5.5 offers the added benefit of exhibiting gentler slopes over most of the operating conditions while also being in consistent units with the
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The algorithm to identify and compute these critical stability conditions proceeds as follows:

1. Select a value for \( \Phi \) (selecting \( \Phi \) as opposed to \( \sigma \) is an arbitrary choice).
2. Compute \( \sigma_{\text{blowoff}}(\Phi) \) using the criterion in Equation 2.46.
3. Compute \( E \) for a set of values for \( \sigma \) between 0 and \( \sigma_{\text{blowoff}} \) and identify zero crossings.
4. For each zero crossing, use the value for \( \sigma \) on either side of the crossing as initial guesses for secant iteration to compute the critical \( \sigma \).

By first computing the entire range of \( \sigma \) values from the stagnant flame to blowoff, the algorithm can identify the appearance of stability “pockets” that might have otherwise been overlooked using other numerical approaches.

5.3 Stability Characteristics

It is first worth noting that not all combustors are likely to exhibit a dynamic mixing response either since the injection may not be choked or might be so well mixed as to exhibit a negligible frequency response. For this reason, it is of interest to observe the roles of velocity coupling only as well as \( \Phi \) and velocity coupling together. Therefore, the two open-loop transfer functions that might describe an arbitrary combustor to which the assumptions outlined in each of the component sections applies are \( F_{m}A_{m} \) and \( F_{m}A_{m} + F_{\Phi}A_{\Phi}M \).

Instability Due to Velocity Coupling Alone

When the open-loop transfer function is given by \( F_{m}A_{m} \), since the acoustic transfer function is independent of the equivalence ratio and mass flow (assuming low Mach-number flow), \( F_{m} \) bears

\[
E(\sigma, \Phi) = 20\log_{10}(\max(M(\sigma, \Phi)))
\]  

(5.5)
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The only dependence on $\Phi$ and $\sigma$. Recall from Chapter 2 that

$$F_m = \frac{K_m}{s/\sigma + 1}$$

and $K_m$ varies over $\Phi$ and $\sigma$ as shown in Figure 5.2. So, $\Phi$ dependencies appear only through the DC gain, while $\sigma$ simultaneously affects the DC gain and defines the flame’s bandwidth (recall that $\tau = 1/\sigma$). There are, therefore, two perceivable means for an instability to occur:

1. Very close to blowoff $K_m \to -\infty$, guaranteeing a 0dB crossing, and

2. As $\sigma$ (mass flow) decreases, $K_m$ increases, raising the possibility that if there is sufficient gain in $A_m$, a 0dB crossing may occur concurrently with a $360^\circ$ crossing.

The first of these is consistent with the findings of Ghoniem et. al. and the lean instabilities typically noted in industrial turbines. Though there is some precedent for the second, its existence is inconsistent in the literature: noted in several VACCG experiments, but seems rarely noted in the general literature.

Figure 5.3 shows $F_mA_m$ plotted at various conditions. In each case, the set, $\mathcal{W}$, has been highlighted with vertical lines to make it clear where the phase crossings are. The important
characteristics to note are that as $\sigma$ approaches blowoff and the sign of $K_m$ changes, there is a 180° phase change that completely changes the frequencies at which the phase crossings occur.

Figure 5.4 shows $E$ plotted at $\Phi = 0.70$. This plot does, indeed, reveal two “pockets” of instability: one that exists in the narrow region near blowoff as $K_m$ is transitioning to $-\infty$, and one at very low values of $\sigma$, where the bandwidth of $F_m$ is approaching zero. The region of stability that separates the two instability pockets is caused by the zero-gain crossing in Figure 5.2. Though there is sufficient gain in the OLT $F$ on either side of the crossing, while the DC gain is very small, there is insufficient open-loop gain to sustain an instability.

The region of stability at lower values of $\sigma$, however, is caused by the declining flame bandwidth. As $\sigma$ approaches zero, so does the flame bandwidth. As the flame’s frequency response declines at the frequencies at which 360° crossings occur, the instability is discouraged. The presence of this low-flow stability limit is entirely due to the assumption that the flame bandwidth is determined by $\sigma$.

Figure 5.5 shows the same curve as Figure 5.4 expanded to the entire operating region with the critical stability conditions highlighted. In this plot, it becomes clear that at lean equivalence ratios, there is insufficient gain in $F_m$ to sustain the second instability.

**Instability Due to Mixing and Mass Flow Coupling**

In systems where both couplings are present, the open-loop transfer function is $F_\Phi A_\Phi M + F_m A_m$. Quite naturally, this transfer function has the potential to exhibit more complicated behaviors than the mass-flow-coupling alone. Upon investigation, however, the system subject to the combined coupling exhibits the same stability boundaries as did the one with only mass flow coupling. This can be explained by observing the relative magnitudes of the component transfer functions. Figure 5.6 shows the ratio,

$$\frac{\max(|F_m A_m|)}{\max(|F_\Phi A_\Phi M|)}.$$
Fig. 5.3: The mass-flow coupling $OLTF$ plotted for various $\Phi$ and $\sigma$ values. Phase crossings are marked with vertical lines. Plots (a) and (b) are both very close to blowoff. Plots (c) and (d) are at various locations well inside the flame operating envelope.
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Fig. 5.4: Stability error plotted against $\sigma$ for $\Phi = 0.70$ for a system with mass flow coupling only.

Fig. 5.5: Stability error plotted against $\Phi$ and $\sigma$ for a system with velocity coupling only. Zero intersects are highlighted with the bold lines.
Fig. 5.6: Maximum gain ratio between open loop transfer functions for the mass flow coupling and the mixing coupling plotted over the operating region. This is an indicator of the relative influence of each term on the open loop transfer function, $F_\Phi A_\Phi M + F_m A_m$. Over nearly the entire region, the mass flow coupling dominates the mixing coupling by two to four orders of magnitude. As a result, the mixing transfer function is predicted to have no appreciable effect on stability.

This does not eliminate the possibility to study the interesting phenomena that can occur in the presence of multiple parallel mechanisms for instability, however. If the mixing portion of the closed loop is modified with a dimensionless scalar gain, $K$, to reflect some modification to the acoustics in an attempt to produce artificially high-amplitude mixing perturbations, then

$$\text{OLT} = K F_\Phi A_\Phi M + F_m A_m.$$ 

In order to make the mixing term significant, $K$ must be $\sim 10^2$ to $10^4$. The proceeding analysis will use $K = 800$. Figure 5.7 shows the total coupling $\text{OLT}$ plotted for three equivalence ratios (at various $\sigma$ values).

The ripples in the magnitude response that are common to all three plots are indicative of parallel transfer functions with different declining phases. While the acoustics and flame transfer functions exhibit negligible delay, recall from Chapter 3 that the mixing transfer function exhibits
delay based on the time required to convect fuel from the injection plane to the dump plane. At frequencies where the two parallel transfer functions ($KF_{\Phi}A_{\Phi}M$ and $F_{m}A_{m}$) exhibit similar magnitudes, the steadily declining phase in the former, combined with the comparatively flat phase in the latter, results in alternating constructive and destructive interference between the two. The final effect is the ripples appearing the total $OLT F$ magnitude at intervals determined by the severity of the delay.

Therefore, the ripples represent frequencies over which the two couplings have the same order of magnitude. If the ripples are absent, then one or the other of the two transfer functions is decisively dominant. So, ripples indicate the boundary between portions of the frequency response that are dominated by one component of the transfer function or the other. Figure 5.8 shows the frequency response of $KF_{\Phi}A_{\Phi}M$ alone. Its response is limited exclusively to lower frequencies since the mixing perturbations have very little command at higher frequencies. The mass-flow coupling portion of the $OLT F$ (which is broad-band in comparison) only becomes significant at higher frequencies when the magnitude response of the mixing portion drops off. The frequency at which this transition occurs depends on the bandwidth of the mixing portion, and the DC gains of the two transfer functions.

This bandwidth of the mixing portion of the $OLT F$ is determined almost exclusively by the mixing transfer function, and therefore changes little with varying flame conditions. The mass-flow bandwidth does, indeed, change with $\sigma$, but this effect is actually very small (since the flame is
only first order) compared with the changes in DC gain that can be observed at different operating conditions. Figure 5.9 shows the DC gains for the mass-flow and mixing portions of the flame transfer function respectively. Since their behaviors are exactly opposite of one another (the mass-flow transfer function exhibits declining gain at leaner equivalence ratios while the mixing transfer function exhibits increasing gain), as the equivalence ratio changes, so does the relative dominance of one portion of the OLT F over the other. Intuitively, so does the frequency at which they are of equal importance. This is why the transfer functions in Figure 5.7 exhibit greater dependence on the mixing portion of the OLT F over a broader frequency range at leaner equivalence ratios.

Fortunately, the algorithm described above to compute the critical stability conditions is equally applicable in this instance. Figure 5.10 shows the error plot \( E \equiv 20 \log_{10}(|OLT F|) \) with both mixing and mass-flow couplings. In this plot, there is a clear transition between the dominant transfer functions near \( \sigma = 0.7 \). Below this point, the system is far from blowoff (where flame mixing gains are lowest) and exhibits a frequency response dominated by the mass-flow transfer function. As \( \sigma \) increases and the flame approaches blowoff, the flame’s response to mixing perturbations grows and prevents the OLT F gain from dropping.

Figure 5.11 shows the total OLT F error plotted against both \( \Phi \) and \( \sigma \). The critical stability conditions at which the error intersects with the 0dB plane line are highlighted with a solid blue line.
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Fig. 5.9: $K_m$ and $K_\Phi$ plotted against $\Phi$ for various values of $\sigma$. Repeated from figure 2.12

Fig. 5.10: Stability error plotted against $\sigma$ for $\Phi = 0.50$ for a system with both mass flow and mixing coupling.
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Fig. 5.11: Stability error plotted again Φ and σ for a system with both velocity and mixing coupling. Zero
intersects are highlighted with the bold lines.

Figure 5.12 shows the critical stability curves from Figures 5.5 and 5.11 plotted on a logarithmic
axis to exaggerate the features of the curves at low values of σ. Though it is not of sufficient
interest to discuss in detail this entire procedure can be repeated for the non-physical case when
mixing coupling is allowed, but mass-flow coupling is disallowed. The resulting curve is also shown
in Figure 5.12.

It is furthermore possible to identify the frequencies at which the instabilities occur by referring
to the OLT F at conditions on the critical stability curve. The plots in Figures 5.3 and 5.7 clearly
indicate that as the characteristics of the OLT F change with the operating condition, so does the
frequency of instability. In Figure 5.3, because of the corresponding resonant peak, plots (a) and
(b) indicate that instability will first arise due to the phase crossing third from the left. Plots (c)
and (d), however, indicate that instability will occur at higher frequency due to the 180° phase
shift that occurs due to the change in sign in the DC gain (see Figure 5.2). Similarly, inspection of
Figure 5.7 indicates that influence over the open-loop response shifts from the mass-flow coupling
to the mixing coupling at lean equivalence ratios, the extremely low frequency instabilities form
Fig. 5.12: Critical combustor stability predictions with mass-flow perturbations only, mixing perturbations, and mixing perturbations only. There is a mass-flow instability extremely close to blowoff, obscured by proximity to the black blowoff curve.

(order 50Hz), as opposed to the order 200Hz instabilities that are formed when mass-flow couplings are dominant.

5.4 Closed-Loop Model Validation

Since the experimental combustor available to the project lacked the means to generate a natural mixing coupling, only the predictions for mass-flow coupling could be validated. The mass-flow instability predicted near blowoff is so close to blowoff that even if the instability exists, it is impossible to identify since an oscillation of any sort is likely to blow out the flame. However, the instability pocket from Figure 5.12 can be reached at most equivalence ratios simply by increasing the steady mass flow (subsequently increasing $\sigma$).

In order to compare the conditions at which an instability can be observed with the conditions at which it is predicted by the model, it is necessary to be able to convert between physical mass flow units and $\sigma$. Recall that $\sigma \equiv \dot{m}_0/\rho V$. The static solution of the WSR determines that the
density in the flame is on the order $\rho \approx 0.2 \frac{kg}{m^3}$. The flame can be optically measured to roughly on
the order $V \approx 10^{-3} m^3$ in volume. So, for this particular experiment, the mass flow may crudely be
related to $\sigma$ by

$$\sigma \approx (5 \times 10^3 kg^{-1}) \dot{m}_0.$$ 

With this estimation, the lowest flow rate at which instability is predicted in Figure 5.12 is on the
order of 0.2$kg/s$, which was well above the capabilities of the experimental combustor. Therefore,
to the extent that no instability was observed in the operable conditions, the experiment failed to
contradict the model. It became apparent that if data were to be generated in support of the model
predictions, it would be necessary to modify the experiment.

**Validation through Modified Combustor Acoustics**

It is well understood that lengthening a combustor tends to encourage instabilities. In the light
of the above analysis, it becomes clear that doing so has the simultaneous affects of reducing the
resonant frequencies and increasing the open-loop gain, both of which encourage instability. In this
case, the objective was to increase the acoustic gain as to reduce the minimum gain in the flame
necessary for the induction of instability. To that end, a chimney was added to the combustor and
new acoustic transfer functions were produced using the procedure outlined in Chapter 4.

With the modification, at sufficiently high flow rates, the combustor exhibited an instability
well within sustainable operating conditions. Instability was experimentally identified by selecting
an air mass flow rate and gradually increasing fuel flow rate until a sustained tone was audible.
At most conditions the onset of instability introduced sufficiently violent acoustic oscillations as to
make identifying the instability trivial. At certain conditions, however, the onset of these violent
oscillations was preceded by a low-amplitude tone subtle enough to possibly be a lightly damped
resonance excited by flow noise rather than an actual instability. In these cases, the formal iden-
tification of instability was more difficult. Figure 5.13 shows individual data points that represent
recorded transitions between stability and instability overplotted against the curves predicted with
the new acoustic models.

It is important to note that the agreement in trend and the fact that the model predicts the lower stability region at all, is completely dependent upon the assumption in Chapter 2 that the flame bandwidth is determined by $\sigma$. 

Fig. 5.13: Stability Validation
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With Regards to the Flame

First and foremost among the implications of the work described herein is that the turbulent flame exhibits a cutoff frequency corresponding to a time constant equal to the mean particle residence time in the flame. Residence time may be expressed as it was in this work, \( \tau_{\text{res}} = M/\dot{m}_0 \), or as might be viewed as a more typical expression, \( \tau_{\text{res}} = L/u \), but certain important qualities are consistent from realization to realization: that the residence time is a ratio between a measure of flame size and fluid velocity. Consequently, accurately capturing dynamic changes in flame size is paramount to the construction of an accurate dynamic flame model. Though these can be shown not to influence the pole locations significantly if at all, such changes in flame size exhibit great influence on the zeros and consequently the characteristics of the frequency response.

Well-Stirred Reactors are inherently under constrained to make the dynamic predictions necessary to account for this fact. More specifically, the WSR is conceived such that the flame size is an external constraint and the absence of spatial variations fundamental to the WSR eliminates the potential to modify the model without some empirical knowledge or secondary flame size model taking these effects into account.

With Regards to Turbulent Mixing

Linear, stochastic turbulent diffusion matches extremely well with experimental results, even in the presence of certain complex geometries including area changes, swirlers, and center bodies. As a result of the linear diffusion model,

\[
F_{\text{cutoff}} \sigma_t = 0.13
\]
is an excellent predictor of the mixing transfer function’s cutoff frequency for reasonable ratios of $U^2/v^2$.

**With Regards to the Stability of a Turbulent Premixed Combustor**

The closed loop models indicate with limited experimental validation that velocity (mass flow) perturbations are likely to influence combustion dynamics between two and four orders of magnitude (40 to 80dB) more strongly than mixing perturbations. Since the flame and mixing DC gains are determined mostly by geometry-independent parameters, unless combustor acoustics local to the injection plane are engineered to exhibit unusually strong gains, the mixing perturbations described herein are irrelevant to the occurrence of combustion instability.

It is evident in Figure 5.5 just how sensitive the stability bounds are to changes in the acoustic transfer function. The mere addition of damping to existing peaks (much less the total removal or addition of peaks) can drastically alter the characteristics of the stability map, even adding or removing pockets of instability. This is not only due to the importance of the transfer function magnitudes. Since the direct coupling between the flame and the acoustics does not involve any significant delay, the only dynamics capable of causing the $360^\circ$ phase crossings necessary for instability are to be found in the acoustics.

For this reason, if combustor geometry is to be designed with its acoustic characteristics in mind, the acoustic transfer function between the flame heat release rate and the velocity at the dump plane should not have resonant peaks (pole pairs) that are not paired with resonant troughs (zero pairs) at low frequencies. Consecutive resonant peaks result in exactly $360^\circ$ of phase lag which ensures a crossing. If crossings occur at low frequencies where the flame has a significant response, then instability is likely.

Most importantly, the limited validation performed on the model seems to encourage the use of system-level models to predict instabilities. The closed-loop model successfully made order of magnitude and trend predictions for the occurrence of instability in the modified combustor without any prior knowledge of the modified combustor’s stability characteristics. The results even contradicted common knowledge regarding instabilities by occurring at higher equivalence ratios...
rather than ultra-lean equivalence ratios, but were found to be accurate nonetheless.


