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(ABSTRACT)

The Blood Oxygen Level Dependent (BOLD) signal provides indirect estimates of neural activity. The parameters of this BOLD signal can give information about the pathophysiological state of the brain. Most of the models for the BOLD signal are overparameterized which makes the unique identification of these parameters difficult. In this work, we use information from multiple neuroimaging sources to get better estimates of these parameters instead of relying on the information from the BOLD signal only. The multimodal neuroimaging setup consisted of the information from Cerebral Blood Volume (CBV) (VASO-Fluid-Attenuation-Inversion-Recovery (VASO-FLAIR)), and Cerebral Blood Flow (CBF) (from Arterial Spin Labelling (ASL)) in addition to the BOLD signal and the fusion of this information is achieved in a Particle Filter (PF) framework. The trace plots and the correlation coefficients of the parameter estimates from the PF reflect ill-posedness of the BOLD model. The means of the parameter estimates are much closer to the ground truth compared to the estimates obtained using only the BOLD information. These parameter estimates were also found to be more robust to noise and influence of the prior.
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Chapter 1

Introduction

1.1 fMRI and the BOLD Signal

Magnetic Resonance Imaging (MRI) is used to image the organs - including the central nervous system - and provides information about the physiochemical state of tissues, their vascularization and perfusion [41]. Since the work of [53, 34], it has been possible to get an estimate of neural activity by measuring the hemodynamic changes due to the change in the metabolic state of the brain. This particular method of MRI is known as fMRI.

Nuclear Magnetic Resonance (NMR) is the basic physical phenomenon in MRI. The H$_2$ atoms of water particles have a property known as spin which makes it behave like a tiny magnet. In a MRI scanner, these spins align with the strong constant magnetic field. When this external field is disturbed, the spin magnetic moments precess at a characteristic frequency $\nu_0$ known as the Larmor Frequency which is dependent on the particular atom (in this case the H$_2$) and the external field. When a Radio Frequency (RF) pulse is applied orthogonally to the static field at $\nu_0$, there is net magnetization due to the resonance of the atoms at $\nu_0$. This is the radio signal observed from a MRI scanner. After this RF excitation is turned off, the net magnetization returns to the equilibrium state with time.

There are different relaxation times for the longitudinal (static magnetic field) - T1 and the transverse - T2 and T2*. The T2 and T2* are due to the fluctuations in the Larmor frequencies inside the sample (H$_2$ atoms) at the molecular level (T2) and local inhomogeneities (T2*). T2* is the one responsible for the BOLD contrast. The image intensity is inversely proportional to the inhomogeneities. The BOLD signal is a result of changes in inhomogeneity of the magnetic field within the tissue due to the changes in blood oxygenation. The Hemoglobin (Hb) in the blood is diamagnetic when oxygenated and paramagnetic when deoxygenated. This deoxyhemoglobin distorts the magnetic field in and around the blood vessels creating microscopic inhomogeneous field leading to a change in the local MRI signal. In the event of increased neural activity in the brain, the local CBF increases much more than the CMRO2 which reduces the local oxygen extraction fraction.
(E). Thus the local blood is more oxygenated, deoxyhemoglobin content is less and the magnetic field distortions are reduced leading to an increase in the local MRI signal - BOLD [1, 7, 22, 42].

### 1.2 BOLD Model

The BOLD signal does not measure the neuronal activity directly but is a measure of the changes in CBF, CMRO2 consumption and the CBV which are collectively referred as the hemodynamic response to activation [6, 27, 41]. Understanding the connection between the neuronal activity and the BOLD signal is important for the interpretation and analysis of the fMRI data. The balloon model proposed by [7] describes the link between the CBF \( f \) and the output BOLD signal \( y \) through CBV \( v \) and deoxyhemoglobin content \( q \) as the state variables. Friston [22] developed a dynamic input-state-output model of the hemodynamic response to the changes in neuronal activity of the form:

\[
\begin{align*}
\dot{X}(t) &= f(X(t), u(t), \theta) \tag{1.1a} \\
Y(t) &= g(X(t), \theta) \tag{1.1b}
\end{align*}
\]

where \( f \) and \( g \) are the nonlinear evolution and measurement functions respectively and \( \theta \) represents the set of model parameters.

This model completed the balloon model [48, 7]. In Friston’s extended model, the regional CBF \( f \) component of the hemodynamic model linearly links the blood flow to the neuronal activity \( u \) via the synaptic activity \( s \). With recent modifications to the BOLD output equation [58, 52], the state space model can be written as:

\[
\begin{align*}
\dot{s} &= e u(t) - \frac{s}{\tau_s} - \frac{f - 1}{\tau_f} \tag{1.2a} \\
\dot{f} &= s \tag{1.2b} \\
\dot{v} &= \frac{1}{\tau_0} (f - v^\alpha) \tag{1.2c} \\
\dot{q} &= \frac{1}{\tau_0} \left( f \left(1 - \frac{1 - E_0}{E_0} f\right) - \frac{q}{v^{1/\alpha}} \right) \tag{1.2d} \\
y &= V_0((k_1 + k_2)(1 - q) - (k_2 + k_3)(1 - v)) \tag{1.2e}
\end{align*}
\]

where
\[ k_1 = 4.3 \times \nu_0 \times E_0 \times TE = 0.28 \]
\[ k_2 = \epsilon_0 \times r_0 \times E_0 \times TE = 0.57 \]
\[ k_3 = \epsilon_0 - 1 = 0.43 \]

\( \nu_0 = 40.3/s \) is the frequency offset in Hz for fully de-oxygenated blood (1.5T), \( r_0 = 25/s \) is the slope relating change in relaxation rate with the change in blood oxygenation Echo Planar Imaging (EPI) sequence, \( TE= 40ms \) is the echo time and \( \epsilon_0 = 1.43 \) is the ratio of signal MRI from intravascular to extravascular at rest. The parameter \( E_0 \) is set to 0.4. These are the experimental setup constants [52].

The BOLD model (1.2) takes into account most, but not all of the experimentally observed non-linearities and characteristics of the BOLD response observed. There are more complex models than this BOLD model - models using more parameters than this already overparameterized BOLD model - but their validity has not been established yet [6]. Hence, in this work, we use the Friston’s BOLD model. Chapter 5 discusses this aspect in more detail.

### 1.3 Hemodynamic Parameters

For the model (1.2), there is a total of 7 parameters [22] -

1. **The Neuronal efficacy** (\( \epsilon \)) reflects the capacity of the stimulus to excite a neuronal response and the efficacy of the resulting synaptic activity to induce the signal and is expressed in terms of event density (number of evoked transients per second). It is proportional to the energy consumption of the cellular activity and is shown to be linearly linked with the mean powers of EEG current sources [71].

2. **The Signal decay time constant** (\( \tau_s \)) is the time constant which with increasing value will dampen the rCBF response and also suppress the undershoot.

3. **The Autoregulatory feedback time constant** (\( \tau_f \)) affects the endurance of the BOLD signal when the resonance frequency is decreased.

4. **The Mean transit time constant** (\( \tau_0 \)) is the average time it takes for a cell to pass through the venous compartment which is the resting venous volume (\( V_0 \)) divided by the resting flow (\( F_0 \)), \( V_0/F_0 \). This governs the speed of the BOLD signal dynamics.

5. **The Stiffness parameter** (Grubb’s exponent) (\( \alpha \)) [23] describes the non-linear relationship between the CBF and CBV and can be seen as the ratio of normalized CBV to normalized CBF on a log-scale. This relationship can either relate to both the CBF and the CBV being local or localized CBV and globalized CBF. It serves as a measure of the localized CBV changes per unit change of the CBF velocity (CBFV) [37].
6. **The Resting state oxygen extraction fraction** ($E_0$) defines a baseline level of neuronal activity and is important in determining the nature of evoked fMRI responses. Low values of $E_0$ indicate areas of increased oxygen consumption and hence increased activity. Regions with low blood flow or tissues with high extraction have higher values of $E_0$.

7. **The Resting state blood volume fraction** ($V_0$) is a measure of the voxel occupied by blood at the resting state in a tissue. It can also be thought of as CBV at resting state.

These hemodynamic variables parameterize the BOLD response. They contain important information about the patho-physiological state of the brain and help understand the underlying mechanisms during activity. Understanding brain function in the baseline state is important for understanding normal human performance because it accounts for most of the enormous energy budget of the brain. Such an understanding is also crucial for deciphering the consequences of baseline-state impairment by diseases of the brain such as stroke and Alzheimer’s Disease (AD). $V_0$ (resting state CBV) is an important determinant of Intra Cranial Pressure (ICP) which when increased can lead to ischemic tissue damage and subsequent brain herniation [78]. Increase in $\tau_0$ and decrease in $V_0$ are a characteristic of the ischemic tissue and can be used to diagnose stroke and chronic carotid occlusive disease [47, 78]. Mild Cognitive Impairment (MCI) is the translational state that goes from normal aging to fully developed dementia and is crucial in identifying individuals at high risk for developing AD [36]. Increased cortical processing and hence neuronal efficacy ($\epsilon$) can be an indication of early stages of AD in patients with MCI [70]. The resting state Oxygen Extraction Fraction (OEF), $E_0$, has also been used as a predictor for stroke occurrence in patients with cerebrovascular disease [26]. Increased OEF accompanied by increased CBV is an indication of occluded carotid artery which can lead to ipsilateral stroke [15]. The Grubb’s exponent $\alpha$ can be used to study situations with localized cerebral infarction or hemorrhage and provide information about the patho-physiology of the brain [37].

The hemodynamic parameters can be used to predict and diagnose various brain disorders in a non-invasive fashion. Hence it is crucial that we arrive at good estimates of these parameters. Chambers [9] has demonstrated the use of a PF to arrive at the posterior distribution of the hemodynamic parameters of the BOLD model (1.2). Since this BOLD model is underdetermined, the estimates of the parameters exhibit strong correlation which makes it difficult to arrive at a unique estimate. The values of these parameters can be used to draw inferences about the physiological state of the brain and hence it is important to arrive at a single parameter estimate. In this work, we address this issue of parameter identification in a PF framework using multimodal neuroimaging information - CBV form VASO [44, 24], CBF from ASL [18] in addition to the BOLD signal [9].

### 1.4 Overview

This chapter has introduced the BOLD model and the importance of the hemodynamic parameters. It has also stated the main aim of this work and the approach taken. Alternative methods and
their limitations are discussed in Chapter 2. Chapter 3 describes the CBV and CBF measurement methods. It describes their integration with the BOLD measurement in a PF framework. Chapter 4 describes the various tests used to compare the performance of this method with the method used in [9]. Chapter 5 discusses the results from Chapter 4 and their implications. It also suggests improvements to overcome the limitations of the technique and the future work in this regard.
Chapter 2

Alternate Methods

2.1 Previous Works

Friston et al. [22] was the first work to compute the hemodynamic parameters from fMRI data using voxels selected from regions found to be active by the General Linear Model (GLM) and hence the reliability of this approximation is unknown for regions that are active but avoid detection by conventional tests due to their nonlinearity [9]. Other solutions like Simulated Annealing (SA) and Genetic Algorithms (GA) were found to be extremely time consuming and impractical for actual application [9, 69]. Among Bayesian approaches, the Unscented Kalman Filter (UKF) and the Extended Kalman Filter (EKF) cannot be used because of their Gaussian assumptions and approximations about the nonlinear BOLD model [9]. Johnston et al. [29] used a PF combined with gradient descent algorithm to estimate the parameters and the state variables. The estimates from this work are quite different from most of the other works and the method is also time consuming. Detailed review of these methods can be found in [9].

Chambers [9] used a PF to perform a joint state-parameter estimation of the BOLD model using a BOLD signal as the measurement. In that work, although the BOLD response could be correctly estimated, the parameter estimates exhibited strong correlation which suggested that the BOLD model was underdetermined. The main aim of this work is to confirm this overparameterization of the BOLD model and achieve better identification of these hemodynamic parameters. The PF designed by Chambers [9] is referred to as the BOLD Particle Filter (BPF) and its performance is compared with the method used here.
2.2 Alternate Methods

2.2.1 Parameter Reduction

The high correlation between the parameter estimates from [9] and the sensitivity analysis conclusions [14] suggest that the BOLD model suffers from the ill-posed inverse problem where different values of the parameters can give the same output. Model reduction methods can be used to obtain a lower dimensional model by reducing the number of states with the same output using projection based methods, reduced basis methods, etc. [73, 28, 39]. In parameter reduction, the aim is to reduce the number of unknown parameters by finding out which parameters are unimportant, replacing them by some constant values and then try to estimate the other more important parameters. Even though these methods can give a reduced model describing the same input-output behavior of the nonlinear system, the physical meaning of the parameters is lost. [67] presents a method to identify the parameters whose contribution to the system is marginal and reduce these parameters to obtain a smaller parameter space. Still, the physical meaning of these 'insignificant' parameters is lost. The process of choosing such 'insignificant' parameters will limit the application to special cases where the parameter to be reduced is not important.

2.2.2 Rao-Blackwellization

For a linear Gaussian model, the Kalman Filter (KF) [30] is the optimal solution for the state estimation [72]. Approximate grid-based filters such as the EKF, UKF, Hidden Markov Models (HMM) can be used to approximate the state space when the linear and gaussian assumptions don’t hold but they become impractical to implement as the number of dimensions increase [2]. Although the PF provides a trade-off between the accuracy and complexity by using a finite number of particles for approximation, the tradeoff in accuracy can be a problem when the model has high dimensions. For certain nonlinear models (3.5), which have a mixed linear non-linear structure, the state vector can be partitioned such that,

\[ x_t = \begin{bmatrix} x_t^l \\ x_t^n \end{bmatrix}, \]  

(2.1)

where \( x_t^l \) denotes the linear state variable vector and \( x_t^n \) denotes the state vector with nonlinear dynamics. The linear state variables are then estimated using a KF and the nonlinear state variables are estimated using the PF. This technique is known as Rao-Blackwellization and the filter is called a Rao-Blackwellized Particle Filter (RBPF) [38, 50, 60]. This method is shown to reduce the state and parameter estimates variance when using the same number of particles as in a PF which can help in improving the parameters estimates of the BOLD model (1.2).
**BOLD -RBPF implementation**

For the BOLD model described by Eq. (1.2), the state variables are \( x_t = [s_t, f_t, v_t, q_t] \). This can be extended to include the parameters, \( \theta_t = [\epsilon, \tau_s, \tau_f, \tau_0, \alpha, E_0, V_0] \), resulting in an extended state vector,

\[
x_t = [s_t, f_t, v_t, q_t, \epsilon, \tau_s, \tau_f, \tau_0, \alpha, E_0, V_0].
\] (2.2)

The dynamics of this extended state vector can be modeled by including a noise term which is a Wiener process [58] for fMRI.

\[
dx_t = f(x_t, u_t) + G dw_t,
\] (2.3)

where \( G \) is the weighting matrix for the noise process of the states and \( w_t \) is a Wiener process. The BOLD output dynamics, \( y \), measured at discrete intervals \( k \) are,

\[
y_k = h' x_k + e_k,
\] (2.4)

where \( h'x \) is the mapping in Eq. (1.2e) and \( e_k \sim \mathcal{N}(0, \sigma^2) \) is the measurement noise process.

The state vector as shown in Eq. (2.2) can be partitioned into linear/nonlinear parts as shown in Eq. (2.1) where \( x_t^l = [s_t, f_t] \) is the linear state variable vector and \( x_t^n = [v_t, q_t, \epsilon, \tau_f, \tau_0, \alpha, E_0, V_0] \) is comprised of the nonlinear state variables. Using this partitioned state vector, the state space model for this mixed linear/nonlinear hemodynamic model is:

\[
\begin{pmatrix}
x_t^l \\
x_t^n
\end{pmatrix} = \begin{pmatrix}
A_t^l & 0 \\
A_t^n & f^n
\end{pmatrix} \begin{pmatrix}
x_t^l \\
x_t^n
\end{pmatrix} + \begin{pmatrix}
B_{ul}^l \\
0
\end{pmatrix} U_t + \begin{pmatrix}
G_{tl}^l \\
G_{tn}^n
\end{pmatrix} w_t,
\] (2.5)

\[
y_t = h_t(x_t^n) + e_t,
\] (2.6)

\( f^n \) are the equations which govern the nonlinear dynamics of the nonlinear state variables,
$f^n_{9\times 1} = \begin{bmatrix} 1 - \frac{v^1_t}{\tau_0} & 0 \\ -\frac{q_t}{\tau_0} & 1 - \frac{v^{1-1/\alpha}_t}{\tau_0} \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ \end{bmatrix}. \tag{2.7}$

$A^n_{t\ 9\times 2} = \begin{bmatrix} 0 & -\frac{1}{\tau_0} \\ -\frac{1}{(1 - (1 - E_0)^f)\tau_0} & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ \end{bmatrix}. \tag{2.8}$

$A^l_{t\ 2\times 2} = \begin{bmatrix} -\frac{1}{\tau_s} & -\frac{1}{\tau_f} \\ 1 & 0 \\ \end{bmatrix}. \tag{2.9}$

$G^n_t$ and $G^l_t$ are the noise weighting matrix for the nonlinear and linear state variables respectively. These are chosen to be $G^n_t = I_{9\times 9}$ and $G^l_t = I_{2\times 2}$.

$B^l_t$ is the input state matrix,

$B^l_{t\ 2\times 2} = \begin{bmatrix} \epsilon & \frac{1}{\tau_f} \\ 0 & 0 \\ \end{bmatrix}. \tag{2.10}$
$u_t$ is the input vector for the linear state variables

$$U_{t2\times1} = \begin{bmatrix} u_t \\ 1 \end{bmatrix},$$

(2.11)

and $w_t$ is the Wiener state noise processes.

Algorithm 1 shows the implementation of RBPF using (2.5) [2, 38, 60].

The BOLD-RBPF implementation, though attractive, suffers from 2 major drawbacks. Significant performance is obtained only when the number of linear states is much greater than the number of nonlinear states [31]. For the BOLD model, out of the 11 states to be estimated, only 2 ($s, f$) can be marginalized and estimated by KF. Riccatti recursions cannot be used for the BOLD model [60] which can lead to actually increasing the computational complexity of the RBPF and will not give an advantage over using a PF [31, 50].

### 2.2.3 Using Multimodal Data

Use of multiple sensors for observation can increase the accuracy of the observations and their characterization. They provide complementary information about the underlying physical process, improve the estimation of the unobserved variables and achieve better inferences [25, 45]. Multi-sensor data fusion has been used for enhancing the system capability, performance and reliability in many areas such as target positioning, navigation, and tracking [51, 8], industrial automation [46], remote sensing of weather, natural sources [56], fault detection [64], multimedia analysis [3], biomedical applications [68], etc.

In neuroimaging, multimodal data fusion is of particular importance due to the potential of combining two or more complementary imaging modalities which provide joint inference about the activity, dynamics, and functions by revealing more information than any of the single techniques [21, 4, 59]. Electroencephalography (EEG)-fMRI can be combined to provide higher spatiotemporal resolution and give better constraints solutions for the inverse source localization problem [35, 59]. Magnetoencephalography (MEG)-fMRI, though cannot be obtained simultaneously like EEG-fMRI, can provide better dipole localization for the same inverse problem [5]. MEG-EEG provides superior localization performance to either of the techniques alone [40, 62]. Positron Emission Tomography (PET) can be combined with EEG to study and diagnose pathologies (e.g. epilepsy) though the popularity of PET is decreasing because of the need for radioactive tracers and the greater availability of MRI setups. Diffusion Tensor Imaging (DTI) is also being used to validate and enhance the information obtained with other modalities [54, 77, 66]. [5] provides a comprehensive review of the multimodality neuroimaging techniques and various methods of analysis.

Plis et al. [55] has combined MEG and fMRI in a PF framework similar to the method described in this work to improve neural activity tracking. They show some improvement in estimating the
Algorithm 1 RBPF Algorithm

**INITIALIZATION**

for \( i = 1 \ldots N_s \) do

Set initial weight: \( w_0^{(i)} = \frac{1}{N} \)

Draw parameters \( \theta \) from the prior: \( \theta_0^{(i)} \sim \alpha(\Theta) \)

Set the 4 state priors to steady state values

Compute the initial covariance matrix of \( x^l \): \( P_0^l \)

Set the weights: \( w_0^i = \frac{1}{N_s} \)

Compute initial state estimates: \( \hat{x}_0 = \sum_{i=1}^{N} w_0^{(i)} x_0^{(i)} \)

end for

**ITERATION**

for \( k = 1 : measurements \) do

for \( i = 1 \ldots N_s \) do

**MEASUREMENT UPDATE**

Update importance weights: \( w_t^{(i)} = w_{t-1}^{(i)} \mathcal{N}(e, \sigma) \), where \( e = y_t - \hat{y}_t, \hat{y}_t = h_t(x_t^n) \)

Normalize the importance weights: \( w_t^{(i)} = \frac{w_t^{(i)}}{\sum_{i=1}^{N} w_t^{(i)}} \)

Update the nonlinear state variables: \( \hat{x}_t = \sum_{i=1}^{N} w_t^{(i)} x_t^{(i)} \)

end for

**RESAMPLING**

Compute \( N_{eff} = \sum_{i=1}^{N} w_i \)

if \( N_{eff} < N_R, N_R = min(50, 0.1 N_s) \) then

Resample

end if

**TIME UPDATE**

Particle Filter prediction step: \( x_{t+1}^{n,(i)} \sim \mathcal{N}(x_t^{n,(i)} + A^n \bar{x}_{t|t-1}^{l,(i)}, A^n P_{t|t-1}^{l,(i)} A^n + G^n Q^n (G^n)^T) \)

Kalman Filter time update step for each particle:

\[
\bar{x}_{t} = \bar{A}^l (x_{t|t-1}^{l,(i)} + K_t (z_t^i - A^l x_{t|t-1}^{l,(i)})) + B^l u_t + G^l Q^m (G^n Q^n)^{-1} z_t^i
\]

\[
P_{t+1|t} = \bar{A}^l (P_{t|t-1}^l - K_t A^n P_{t|t-1}^l (A^n)^T) \]

where,

\( K_t \) is the Kalman gain given by, \( K_t = P_{t|t-1}^l (A^n)^T (A^n P_{t|t-1}^l (A^n)^T + G^n Q^n (G^n)^T)^{-1} \)

\( \bar{A}^l = A^l - G^l Q^m (G^n Q^n)^{-1} A^n \)

\( z_t^i = x_{t+1}^{n,(i)} - x_t^{n,(i)} \)

end for

end for
unobserved states, which are the hemodynamic parameters from the BOLD model, but it is not significant. Adding another source to the BOLD-fMRI signal does not improve the estimation of the under-determined model in this case as this source (MEG) does not provide any additional information about the BOLD model itself. However, this suggests that if additional measurements/observations of the BOLD model are made, there will be a definite improvement in the hemodynamic parameter estimates.

**BOLD-fMRI with others**

The BOLD signal is a function not only of the changes in CBF, CBV and Cerebral Metabolic Rate of Oxygen (CMRO2) but also the baseline physiological state. This makes it difficult to model the physiological processes in detail [6, 16, 43]. Combining BOLD signal measurements with other measurements which give information about CBF, CBV, and CMRO2 can help to untangle some of the factors influencing the BOLD effect.

One way to approach this problem can be to estimate the value of certain parameters using one or more modalities. These parameters are the fixed values in the BOLD model and then rest of the parameters are estimates in a PF framework.

Perfusion Weighted Imaging (PWI) allows the estimation of CBV and the Mean Transit Time (MTT, $\tau_0$) [47]. These 2 parameters become measured quantities in the BOLD model which enables PWI to be used in conjunction with fMRI to improve the parameter estimates.

For PWI performed using an intravascular contrast agent (e.g Gd-DTPA), the following equations can be obtained using kinetic theory [47]:

\[
C_T(t) = \text{CBF} \int_0^t C_a(t') R(t - t') dt', \tag{2.12}
\]

\[
\text{MTT} = \int_0^\infty R(t) dt, \tag{2.13}
\]

\[
\int_0^\infty C_T(t) dt = p \int_0^\infty C_a(t) dt, \tag{2.14}
\]

where $C_T$ is the tissue concentration, CBF (perfusion) is the volume of arterial blood delivered to the tissue per minute per tissue volume, $C_a$ is the arterial tracer concentration, $R(t)$ is the probability that a molecule of tracer that entered the voxel at $t = 0$ is still inside the voxel at a later time $t$. Mean Transit Time (MTT) ($\tau_0$) is the average time it takes a tracer molecule to pass through the tissue, and $p$ is the blood-tissue coefficient of a tracer.

Eq. (2.12) states that the local tissue concentration $C_T$ at time $t$ equals the sum of all amounts of tracer that entered the voxel at some previous time, weighted by the probability that these amounts are still there at time $t$, taking into account the imperfect bolus administration through arterial tracer concentration $C_a(t')$. If the tracers remain in the blood, using (2.14) and $p = \text{CBV}$ (for
intact blood-brain barrier),

\[
\text{CBV} = \frac{\int_0^\infty C_T(t)\,dt}{\int_0^\infty C_a(t)\,dt}. \tag{2.15}
\]

In case \(C_a(t)\) cannot be measured, relative CBV values can be obtained under the assumption that all the capillaries in the region of interest are fed by the same artery. (The \(V_0\) parameter is CBV measured at resting state [22], [47].)

This approach suffers from some practical limitations. All the direct estimates and relationships are dependent upon the detailed knowledge of \(R(t)\) which is not usually available[47]. The other more serious limitation is the use of a intravascular contrast agent for PWI measurements which restricts the participation of subjects and hence the collection of data and the use of complex simulation paradigms [24].

There are other methods which can be used to estimate parameters like \(E_0\) [26], resting state CBV (which is \(V_0\) [63]). But they each give an estimate of just one or two parameters each. Instead of this approach, observations of the state processes will provide better information about the BOLD model and help to decouple the parameters from the composite BOLD signal. Donahue et al. [16] have recently developed a technique which allows the sequential measurement of CBV \((\nu)\), and CBF \((f)\) with the BOLD response. This work is based on using this procedure to obtain the CBV and CBF measurements and combine them with the BOLD signal as additional observations of the BOLD model and input to the MPF. The next chapter describes this technique in more detail.
Chapter 3

MPF

3.1 Introduction

A multimodal fusion technique aims to improve the state/parameter estimation accuracy of the underlying physical process by incorporating multiple observations. Bayesian methods allow the use of this additional information from multiple data sources better than a deterministic framework [49].

3.2 Multimodal Fusion

The complementary information obtained by multiple observations from multiple sources needs to be combined optimally [76]. A probabilistic framework allows information fusion from these multiple sources by using joint probability distributions to encode the conditional dependence structure of its random variables [5]. Consider a model \( \mathcal{M} \) with parameters \( \Theta \) for which we observe data \( Y \). The prior belief in the values of the parameters \( \Theta \) represents the information about the uncertain parameter \( \Theta \) and is represented as \( p(\Theta|\mathcal{M}) \). The posterior distribution of the parameters represents the current knowledge about all these uncertain quantities (including the parameters). Bayes’ rule, for the model \( \mathcal{M} \), tells how to use the new observation \( Y \) to update the prior and arrive at the updated posterior distribution:

\[
p(\Theta|Y, \mathcal{M}) = \frac{p(Y|\Theta, \mathcal{M})p(\Theta|\mathcal{M})}{p(Y|\mathcal{M})},
\]

(3.1)

where \( p(Y|\Theta, \mathcal{M}) \) is the likelihood of the data given the model and the set of parameters. The normalizing constant in the denominator (the evidence) is given as:
which is an integral usually intractable analytically.

Now suppose that the parameter set $\Theta_1$ corresponds to the dataset $Y_1$, parameter set $\Theta_2$ corresponds to the dataset $Y_2$ and $\Theta_{12}$ is the common parameter set corresponding to $Y_{12}$ which can be a superset of the $Y_1, Y_2$ observations. Then, using Bayes’ rule (3.1), we can obtain the posterior distributions of the parameters as:

$$p(\Theta_1, \Theta_2, \Theta_{12}|Y_1, Y_2, Y_{12}, M) \propto p(Y_1|\Theta_1, \Theta_{12}, M)p(Y_2|\Theta_2, \Theta_{12}, M)p(Y_{12}|\Theta_1, \Theta_2, \Theta_{12}, M)p(\Theta_1|M)p(\Theta_2|M)p(\Theta_{12}|M).$$

(3.3)

In this case, the joint distribution of (3.3) is not of particular importance and hence the marginal distributions of each of the parameters are desired, for e.g.:

$$p(\Theta_{12}|Y_1, Y_2, M) = \int_{\Theta_1} \int_{\Theta_2} p(\Theta_1, \Theta_2, \Theta_{12}|Y_1, Y_2, M)d\Theta_1d\Theta_2.$$

(3.4)

For this work, the $Y_1, Y_2$ and $Y_{12}$ correspond to $v$ from CBV, $f$ from CBF and $y$ from BOLD output in the BOLD model (1.2) respectively. The parameter set $\Theta_1, \Theta_2$ and $\Theta_{12}$ correspond to $[\tau_0, \alpha], [\epsilon, \tau_s, \tau_f]$ and $[\tau_0, \alpha, E_0, V_0, \tau_s, \tau_f, \epsilon]$ respectively. To estimate the posterior distribution of the parameters given by (3.3), given the measurements, $Y_1, Y_2$ and $Y_{12}$, the PF provides an approximate solution for the analytically intractable integrals in (3.2) and (3.4).

### 3.3 Particle Filter

#### 3.3.1 General Particle Filter

A PF is a sequential Markov Chain Monte Carlo (MCMC) method used for online parameter estimation when the model is non-linear and/or non-gaussian [2, 49]. In this generalized KF method, the posterior probability density function (pdf) of the state (in this case, the parameters are treated as states yielding a joint state-parameter vector) is constructed on the basis of all the available information and the received measurements. Consider the non-linear system given by (3.5):

\[
\dot{X} = f(X, \Theta, w_x),
\]

\[
Y = g(X, \Theta, w_y),
\]

where $X$ is the state vector, $\Theta$ is the parameter vector, $Y$ is the measurement and $w_x$ and $w_y$ are the state and measurement noise respectively. Assuming that the system is time invariant and the
input does not directly influence the output, the system can then be written as [9]:

\[
\dot{X}_k = f(X_{k-1}, w_x), \quad Y_k = g(X_k, w_y). \tag{3.5}
\]

A PF aims to evolve the posterior distribution \( p(X_k|Y_{0:k}) \) which asymptotically approaches the true pdf in two stages: prediction and update. In the prediction stage, the system model is used to predict the pdf forward from one measurement to the next. In this stage, the available pdf at \( k-1 \) is \( p(X_{k-1}|Y_{1:k-1}) \) is predicted using the Chapman-Kolmogorov equation (under Markovian assumptions) [2]:

\[
p(X_k|Y_{1:k-1}) = \int p(X_k|X_{k-1})p(X_{k-1}|Y_{1:k-1})dx_{k-1}. \tag{3.6}
\]

In the update stage, at time step \( k \), the latest measurement \( Y_k \) is then used to modify the pdf from the prediction stage using Bayes’ rule (3.1)

\[
p(X_k|Y_{1:k}) = \frac{p(Y_k|X_k)p(X_k|Y_{1:k-1})}{p(Y_{k}|Y_{1:k-1})}. \tag{3.7}
\]

Using (3.6), (3.7) an optimal Bayes’ solution can be obtained [2] but the computation of the posterior density is analytically intractable. The PF uses the Sequential Importance Sampling! algorithm to approximate this intractable posterior density using a finite number of random samples with associated weights, known as particles, to compute estimates. As the number of these particles, \( N_s \) approaches infinity, the Sequential Importance Sampling (SIS) approaches the optimal Bayesian estimate - the true posterior density \( p(X_k|Y_{1:k}) \).

The posterior pdf, \( p(X_{0:k}|Y_{1:k}) \) is characterized by these particles, \( \{X_{0:k}^i, w_k^i\}_{i=1}^{N_s} \) where the support points \( \{X_{0:k}^i, i = 0 \ldots N_s\} \) have associated weights \( \{w_k^i, i = 0 \ldots N_s\} \) and \( X_{0:k} \) represent the states up to time \( k \). The discrete approximation to the posterior pdf is then given by:

\[
p(X_{0:k}|Y_{1:k}) \approx \sum_{i=1}^{N_s} w_k^i \delta(x_{0:k} - x_{0:k}^i). \tag{3.8}
\]

The weights \( w_k^i \) are computed using Importance Sampling [2] which allows an approximation \( \pi(x) \) to the intractable density \( p(x) \) such that

\[
p(x) \propto \pi(x). \tag{3.9}
\]

In the weighted approximation to \( p(x) \) given by (3.8), the normalized weight of the \( i^{th} \) particle at the \( k^{th} \) time is given by

\[
w^i \propto \frac{\pi(x^i)}{q(x^i)}. \tag{3.10}
\]
The proposal distribution $q(\cdot)$ is called the importance density which is the density of the points. This makes sure that the weight $w_k^i$ depends only on the probability of the particle being correct given all the measurements up to time $k$ and not on the location of the estimation points [9].

Suppose the samples $x_k^i$ are drawn from the importance density $q(\cdot)$, then from (3.9) and (3.10) the weighting is given by

$$w_k^i \propto \frac{p(X_{0:k}^i | Y_{1:k})}{q(X_{0:k}^i | Y_{1:k})}. \quad (3.11)$$

The density $p(X_{1:k} | Y_{1:k})$ is approximated with a new set of samples with the reception of the measurement $Y_k$ at time step $k$. Using importance sampling, the weights at time step $k$ are given by:

$$w_k^i \propto \frac{p(Y_k | X_k^i) p(X_{k} | X_{k-1}^i)}{q(X_k^i | X_{k-1}^i, Y_k)}. \quad (3.12)$$

For the PF using the Sequential Importance Resampling (SIR) algorithm, the importance density $q(\cdot)$ is the model transition prior [9, 2]:

$$q(X_k^i | X_{k-1}^i, Y_k) = p(X_k^i | X_{k-1}^i). \quad (3.13)$$

Then, from (3.12) and (3.13), the weighting function is given as:

$$w_k^i \propto w_{k-1}^i p(Y_k | X_k^i), \quad (3.14)$$

which can also be written as:

$$w_k^i \propto p(Y_k | X_k^i). \quad (3.15)$$

A particle filter is initialized by drawing the particles from a prior which must be wide enough to explore all the posterior space and converge. This leads to a considerable number of particles developing insignificant weights. Over time, the increasing variance of the importance weights will lead to the degeneracy phenomenon where a large amount of computational effort is devoted to updating particles whose contribution to the posterior pdf is insignificant [2]. Degeneracy can be measured as:

$$N_{eff} \approx \frac{1}{\sum_{i=1}^{N_s} (w_k^i)^2}. \quad (3.16)$$

Instead of the impractical solution of using a very large number particles, resampling can be used to avoid degeneracy. Regularized resampling is one of the resampling techniques which avoids the particle impoverishment problem [9] as well as the degeneracy phenomenon. Thus, particles are then drawn from an approximate posterior to generate a replica of the posterior with better support.
Algorithm 2 Regularized Particle Filter

**INITIALIZATION**

for \( i = 1 \ldots N_s \) do

- Draw from the prior: \( x_{i0} \sim \alpha(X) \)
- Set the weights: \( w_{i0} = \frac{1}{N_s} \)

end for

**ITERATION**

for \( k = 1 : \) measurements do

for \( i = 1 \ldots N_s \) do

- Sample from the importance distribution: \( X_i^k \sim q(X_k|X_i^{k-1}) \)

end for

Compute \( N_{eff} \)

if \( N_{eff} < N_R, N_R = \min(50, 0.1N_s) \) then

- Resample using a Regularized Resampler

end if

end for

3.3.2 Multimodal Particle Filter

In the previous section, the equations were derived assuming a single measurement mode. With the availability of multiple measurements, the likelihood corresponding to each mode is considered in the weight assignment to the sample [32]. For the \( q^{th} \) measurement mode, \( w_{i,q}^k \) denotes the weight of the sample \( i \) at the time step \( k \) and the measurement is denoted by \( Y_k = \{Y_k^q|q = Q\} \) for \( q = 1 \ldots Q \). Then the weighting function in (3.15) for the \( q^{th} \) measurement mode can written as:

\[
w_{i,q}^k \propto p(Y_k^q|X_i^k).
\]  

(3.17)

Under the assumption that the measurement processes are independent, the joint likelihood of the measurement modes is the product of the likelihoods of the individual measurement modes \( p(Y_k^q|X_{ki}) \) given by:

\[
p(Y_k|X_{ki}) \propto p(Y_k^1|X_{ki}) \cdot p(Y_k^2|X_{ki}) \ldots p(Y_k^Q|X_{ki}).
\]  

(3.18)

Thus, from (3.17) and (3.18):

\[
w_{i,k} \propto p(Y_k^1|X_{ki}) \cdot p(Y_k^2|X_{ki}) \ldots p(Y_k^Q|X_{ki}).
\]  

(3.19)
From (3.15) and (3.19), the weight associated with the sample $i$ at time step $k$ for measurement modes $q = 1 \ldots Q$ can be written as:

$$w_{k,q}^i \propto w_k^{i,1} \cdot w_k^{i,2} \ldots w_k^{i,Q}. \quad (3.20)$$

The independence of the measurements can be verified using Principal Component Analysis (PCA) [32]. For this work, the measurements are taken sequentially and hence their independence need not be verified.

**Algorithm 3 Multimodal Particle Filter**

**INITIALISATION**

for $i = 1 \ldots N_s$ do
  Draw from the prior: $x_0^i \sim \alpha(X)$
  Set the weights: $w_0^i = \frac{1}{N_s}$
end for

**ITERATION**

for $k = 1 : measurements$ do
  for $i = 1 \ldots N_s$ do
    Sample from the importance distribution: $X_k^i \sim q(X_k | X_{k-1}^i)$
  end for

  for $q = 1 \ldots Q$ do
    $p(Y_k^q | X_k^i) = p_e(Y_k^q - g^q(X_k^i))$
    $w_k^{i,q} = p(Y_k^q | X_k^i)$
  end for

  $w_k^i = \prod_{q=1}^{Q} w_k^{i,q}$
end for

Compute $N_{eff}$
if $N_{eff} < N_R, N_R = \min(50, 0.1N_s)$ then
  Resample using a Regularized Resampler
end if
3.4 Implementation

3.4.1 Measurement Methods

CBVw fMRI

As noted earlier, using exogenous contrast agents is not feasible for fMRI studies. Instead, the weighting of the CBV and blood oxygen contrasts are varied by measuring the fMRI signals at various inversion times [24]. The Vascular Space Occupancy (VASO) method nulls the intravascular blood signal and the vasodilatory CBV changes can then be inferred from reductions in the detectable tissue signal [16, 43]. Since whole brain coverage with only VASO is not feasible [43], a 3D Gradient And Spin Echo (GRASE) readout appended to the VASO-FLAIR is used to measure a spin-echo signal [16]. The spin-echo signal for an activated (act) or baseline (base) state can be written as:

\[ S_{VF}^j = (1 - X_{CSF}^j)(C_{par} - CBV^jC_b)M_t e^{-TE \cdot R_{2,t}^j}, \quad (3.21) \]

\( j = \) activation (act) or baseline (base) state, \( X_{CSF} \) is the voxel Cerebrospinal Fluid (CSF) fraction, \( C_{par} \approx 0.89 \) mL water/mL parenchyma, \( C_b \approx 0.87 \) mL water/blood and \( C_{CSF} \approx 1 \) mL water/mL CSF are the parenchyma, microvascular blood (Hematocrit (HCT)\( \approx 0.37 \)) and the CSF water densities respectively, \( M_t \) is the extravascular tissue magnetization, \( TE \) is the echo time, \( R_{2,t} \) is the transverse relaxation rate of extravascular tissue.

The signal change between the baseline and activation can be written as:

\[ \frac{\Delta S_{VF}}{S_{VF}^{base}} = \frac{(1 - X_{CSF}^{act})(C_{par} - CBV^{act}C_b)}{(1 - X_{CSF}^{base})(C_{par} - CBV^{base}C_b)} e^{-TE \cdot \Delta R_{2,t} - 1}. \quad (3.22) \]

Solving for \( CBV^{act} \) we get,

\[ CBV^{act} = \frac{1}{C_b} \left[ C_{par} - \frac{(1 - X_{CSF}^{base})(\Delta S_{VF}^{base} S_{VF}^{base} + 1)}{(1 - X_{CSF}^{act})(\Delta S_{VF}^{base} S_{VF}^{base} + 1)} \right] \times \]

\[ \frac{1}{C_b} \left[ (C_{par} - CBV^{base}C_b)e^{TE \cdot \Delta R_{2,t}} \right]. \quad (3.23) \]

CBFw MRI

A CBFw image is generated by subtracting a magnetically tagged (using RF pulse) image from a control image (no blood water tagged). Similar to the 'only VASO' method above, it is not possible to acquire a whole brain image due to the timing discrepancy in the blood water Inversion Time (TI) [16, 43]. To overcome this, a 3D GRASE readout follows the ASL measurements to acquire the entire brain which is also superior to the 2D EPI acquisition.
The CBF can be computed on a per pixel basis as [18]:

\[
CBF = \frac{\Delta M \lambda}{M_0} \frac{R_{1a}}{2\alpha \exp(-wR_{1a}) - \exp(-(\tau + w)R_{1a})}.
\]

(3.24)

\(\Delta M\) is the signal difference between label and control images, \(M_0\) is the control image density, \(\lambda = 0.9 \text{mL/g}\) is the blood/tissue water partition coefficient, \(R_{1a} = 0.67 \text{s}^{-1}\) is the longitudinal relaxation rate of blood, \(\tau = 2\text{s}\) is the duration of the labeling pulse, \(w = 1.2\text{s}\) is the post-labeling delay and \(\alpha = 68\%\) is the labeling efficiency.

### 3.4.2 Model

The CBV and the CBF measurements, along with aBOLD measurement, can be acquired sequentially using gradient-echo BOLD EPI, 3D GRASE ASL and 3D GRASE VASO-FLAIR [16, 43]. The CBV and CBF measurements are the \(v\) and \(f\) state variables in the BOLD model which become the observations in addition to the BOLD measurement.

For the non-linear BOLD model of the form (3.5) given by (1.2), the state vector is \(X = [s, f, v, q]\).

For the MPF, the state vector is extended to include the parameters \(\Theta = [\tau_0, \alpha, E_0, V_0, \tau_s, \tau_f, \epsilon]\) [9], thus the state vector is then given as \(X = [s, f, v, q, \tau_0, \alpha, E_0, V_0, \tau_s, \tau_f, \epsilon]\). The actual measurements now are \(BOLD : Y^1 = Y^BOLD; CBV : Y^2 = Y^{CBV}; CBF : Y^3 = Y^{CBF}\) and the measurement estimates for the MPF for each of the three measurements are \(y, v, f\) given by (1.2e, 1.2c, 1.2b) respectively. The weighting function update in the measurement stage of (3), for \(Q = 3\), can then be written as:

**Algorithm 4** Weighting function update

\[
\text{for } k = 1 : \text{measurements do} \\
\quad \text{for } i = 1 \ldots N_s \text{ do} \\
\quad \quad p(Y^1_k | X^1_k) = p_e(Y^BOLD_k - y) \\
\quad \quad p(Y^2_k | X^2_k) = p_e(Y^{CBV}_k - v) \\
\quad \quad p(Y^3_k | X^3_k) = p_e(Y^{CBF}_k - f) \\
\quad \quad w^i_k = p_e(Y^BOLD_k - y) \cdot p_e(Y^{CBV}_k - v) \cdot p_e(Y^{CBF}_k - f) \\
\quad \text{end for} \\
\text{end for}
\]

### 3.4.3 Particle Filter Settings

Most of the design choices for the MPF were similar to the BPF designed by Chambers [9]. This also demonstrates the extensibility advantage of a Bayesian method like PF.
Table 3.1: The distribution of the priors here is Gamma (Γ) which takes into account the biophysical fact that these values can never be negative. The only change from [9] has been highlighted in red. The location (k) used in [9] was 0.98 which was modified slightly for this work to 1.18 as it achieved optimal estimates. Interestingly, this is the value estimated by [69] for the τ0 parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ0</td>
<td>Mean transit time</td>
<td>Γ(1.18, 0.25)</td>
</tr>
<tr>
<td>α</td>
<td>Stiffness parameter</td>
<td>Γ(0.33, 0.045)</td>
</tr>
<tr>
<td>E0</td>
<td>Resting state O2 fraction</td>
<td>Γ(0.34, 0.03)</td>
</tr>
<tr>
<td>V0</td>
<td>Resting state CBV</td>
<td>Γ(0.04, 0.03)</td>
</tr>
<tr>
<td>τs</td>
<td>Signal decay time constant</td>
<td>Γ(1.54, 0.25)</td>
</tr>
<tr>
<td>τf</td>
<td>Autoregulatory feedback time constant</td>
<td>Γ(2.46, 0.25)</td>
</tr>
<tr>
<td>ε</td>
<td>Neuronal efficacy</td>
<td>Γ(0.7, 0.6)</td>
</tr>
</tbody>
</table>

Prior Distribution

Priors heavily influence the final estimates for a MCMC method like PF [2]. A very wide prior may not converge unless sufficiently large numbers of particles is used and a narrow prior may miss the true value by introducing a bias. Initially, the priors from [9] were used which have been manually tuned for that BPF. Those priors work for all but the τ0 parameter. In initial tests, this parameter did not converge. After further testing, the value of the prior which gives the optimal solution was found to be slightly different than the one in [9]. These values are tabulated in Table 3.1

Number of Particles: \( N_s \)

The density of the posterior distribution approximation is directly proportional to the number of particles (\( N_s \)) used but the computational complexity also increases with the \( N_s \). On the other hand, insufficient \( N_s \) will give inconsistent estimates. Choosing \( N_s \) is more of a trial and error process. For this work, \( N_s \) was set to 1000 as described in [9] to be minimum for consistent results. Since the MPF makes use of more information to arrive at the posterior distribution, the effect of fewer than 1000 particles was explored and compared with the estimates for BPF.

Resampling

Resampling improves the performance of a PF [2]. A Gaussian kernel for regularized resampling was chosen since it is simple to sample from and long tailed [9]. Resampling occurs when the \( N_{eff} \) drops below the \( N_R \) threshold (which is 50 for 1000 particles).
**Weighting Function**

The distribution of the importance density $p(Y_k|X_k)$, which is set as the error between the estimated and the actual measurement, is chosen as Gaussian. As noted in [9], using Laplacian or Cauchy instead of Gaussian leads to heavy tails which does not penalize the particles in the wrong place as much and leads to a slower convergence. The scale ($\sigma$) of this importance density, $\mathcal{N}(Y^\theta - g^\theta(X), \sigma)$, has a big influence on the MPF convergence. A big scale will lead to a slow convergence while a narrow scale will lead to particle deprivation. The $\sigma$ value of 0.005 used in [9] will be very strict in penalizing errors and lead to particle deprivation since the net weighting function is a product of 3 other weighting functions - each from BOLD, CBF and CBV measurements. After trial and error, the scale with optimal performance was found to be 0.1.
Chapter 4

Experiments and Results

4.1 Setup

A single voxel was simulated using the BOLD, CBV and CBF equations from (1.2). This single voxel was realized under different conditions as described in Sections 4.2-4.5. These tests were used to compare the parameter estimation performance of the BPF - the PF used by [9] and the MPF designed in this work. The stimulus to the model is a block-design generated by convolving a 0.5s rect-pulse with a random stimulus generated from a binomial distribution. The default length of the stimulus was 600s as it is sufficient for the BOLD response estimate to converge [9]. The Repetition Time (TR) for the BOLD, CBV and CBF was set to 2.1s, thus giving 256 measurement points as input to the BPF and MPF. The following sections show the parameter estimation performance of the BPF vs MPF plotted as boxplots. The parameter values (true) used to generate the voxels and measure the performance are shown in Table 4.6.

Table 4.1: Ground truth values of the parameters used for the simulation of the BOLD, CBV and CBF voxels for sections 4.2, 4.3, 4.5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$</td>
<td>1.45</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.3</td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.47</td>
</tr>
<tr>
<td>$V_0$</td>
<td>0.044</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>1.94</td>
</tr>
<tr>
<td>$\tau_f$</td>
<td>1.99</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>1.8</td>
</tr>
</tbody>
</table>
4.1.1 Box-Plots

A boxplot (or a box-whisker plot) summarizes a batch of data by displaying its main features which contain information about the location and spread of the univariate data [19]. The rectangular box’s (Fig. 4.1) upper and lower ends refer to the $1^{st}$ ($Q_1$) and the $3^{rd}$ ($Q_3$) quartile of the data - the $25^{th}$ and the $75^{th}$ percentile. A line near the middle of this box is the median - the $50^{th}$ percentile. The whiskers of the box represent the lowest datum within the $1.5 \times Q_1$ and the highest datum within $1.5 \times Q_3$ among other possibilities [19] and can be called outliers. These are represented by a plus sign in red in the plot. In this chapter the parameter estimate results are plotted as the mean values of a parameter estimate for 25 trial runs of 1 test (e.g. $\tau_0$ estimate obtained using MPF for all pure measurements, $N_s = 1000$, $\sigma_{w,f} = 0.1$) are plotted as boxplots and compared to the estimates of the same parameter obtained in one or more different tests. Multiple runs, in this case 25, of 1 test were done to mitigate the random errors in estimation as the draw from the priors is random which might lead to a different posterior distribution and sometimes completely different estimates.

![Boxplot and its graphical comparison with a gaussian probability distribution](image)

**Figure 4.1:** Boxplot and its graphical comparison with a gaussian probability distribution $\sim \mathcal{N}(0, \sigma^2)$. 
4.2 Pure Signal

The BOLD, CBV and CBF forward models were used to generate 3 voxels (Fig. 4.2-4.4) with no additive noise using the block-design input stimulus. The BPF takes only the BOLD voxel as the measurement whereas the MPF uses all 3 - BOLD, CBV and CBF - as the measurements.

Figure 4.2: BOLD signal realization for a single voxel for a 600s long, block-stimulus (0.5s duration) input (shown at the bottom of the plot). Note that it starts from a steady state value of 0.
Figure 4.3: CBV\textsubscript{w} signal realization for a single voxel for a 600s long, block-stimulus (0.5s duration) input (shown at the bottom of the plot). It starts from a steady state value of 1.

Figure 4.4: CBF\textsubscript{w} signal realization for a single voxel for a 600s long, block-stimulus (0.5s duration) input (shown at the bottom of the plot). It starts from a steady state value of 1.
4.2.1 Parameter Estimates

From the boxplots (Fig. 4.5-4.11) it can be seen that the parameter estimates obtained using the MPF have significantly improved for most parameters (all except $\tau_0$ and $E_0$). The BOLD output $y$ for the MPF is now corrected with the modified weighting function which reduces the error in estimation by 50%. Even though there are no parameters associated with CBF ($f$) directly, $f$ is a function of $\epsilon, \tau_s, \tau_f$ through $s$. The direct measurement of the CBF and hence $f$ results in the mean being closer to the ground truth - mean errors for these 3 parameters are $\approx 2\%$. The variance of the estimates has also reduced for these three parameters. Error in $\alpha$ estimates is down to 3% due to its relationship with $v$ which is measured directly as CBV. $\tau_0$ estimates obtained using the MPF do not show an improvement over the BPF ones. $E_0$ estimates do not show any significant change which is expected since none of the new measurements, or the old measurement, have direct information about it. Table 4.2 below shows the (\%) error of the mean of the estimates from the BPF and MPF.

Table 4.2: Percentage error in parameter estimates (mean) averaged over 25 runs of no-noise BOLD, CBV w and CBF w measurements using BPF and MPF. Major improvements can be seen in most of the parameter estimates with $\tau_s, \tau_f$, and $\epsilon$ being the most notable.

<table>
<thead>
<tr>
<th></th>
<th>$\tau_0$</th>
<th>$\alpha$</th>
<th>$E_0$</th>
<th>$V_0$</th>
<th>$\tau_s$</th>
<th>$\tau_f$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPF</td>
<td>15.29</td>
<td>14.11</td>
<td>28.24</td>
<td>76.8</td>
<td>10.72</td>
<td>9.697</td>
<td>28.52</td>
</tr>
<tr>
<td>MPF</td>
<td>18.62</td>
<td>3.527</td>
<td>27.66</td>
<td>24.85</td>
<td>2.075</td>
<td>1.595</td>
<td>1.348</td>
</tr>
</tbody>
</table>

Figure 4.5: $\tau_0$ estimate for pure measurement: There is no marked improvement in the MPF estimates for this parameter.
Figure 4.6: $\alpha$ estimate for pure measurement: The variance has reduced as well as the median of the estimates has stayed closer to the ground truth for the MPF estimates. The BPF error was 14.11% which was reduced to 3.57% when estimated by the MPF.

Figure 4.7: $E_0$ estimate for pure measurement: There is no considerable improvement in the estimates since there is no new information about this parameter in the new measurements. Even though the MPF estimate has marginally smaller variance, it is due to the random nature of the PF estimation (filtering process).
Figure 4.8: $V_0$ estimate for pure measurement: The median of the mean of the estimates is around the true value for the MPF estimates. The % error of the estimates reduced to 24.85% for the MPF from a high 76.8% for the BPF.

Figure 4.9: $\tau_s$ estimate for pure measurement: The MPF estimates are much closer to the actual value with the avg. (% error being 2.075% compared to 10.72%) for the BPF. The variance has also reduced which indicates that there were far less random errors in estimation.
**Figure 4.10:** $\tau_f$ estimate for pure measurement: The MPF estimates have much better mean - error 1.595% for the MPF against 9.697% for the BPF estimates. Again, the variance for the MPF estimates has sharply decreased.

**Figure 4.11:** $\epsilon$ estimate for pure measurement: The mean value from the MPF estimates is just 1.348% whereas the BPF had an error of 28.52% during estimation. This variance for the MPF estimates is very narrow and around the true value.
4.2.2 Convergence

For a MCMC method like PF, the parameter estimates should converge to a steady state value to conclude that they have reached the true value. Trace plots of the estimates during a filtering run can be examined to check if the estimates have converged. If the trace plots show trending i.e. slow moving towards some particular value, then the estimates have probably not converged. On the other hand, if the estimates have converged, the trace plots look like a snake around particular value but not moving to another. The BPF estimates trace plots show this kind of trending which is due to the slow convergence of the parameter estimates. On the other hand, the MPF estimates reach a steady state earlier which suggests that the estimates have converged using the additional measurements (Figs. 4.12-4.18).

Figure 4.12: $\tau_0$ estimate trace plot: The MPF converges quite early (~250s). The BPF keeps trending till the end of the measurement, suggesting non-convergence.
**Figure 4.13:** $\alpha$ estimate trace plot: The MPF converges to a steady state at $\sim$300s. The BPF estimate, however, does not converge.

**Figure 4.14:** $E_0$ estimate trace plot: The MPF estimate converges to a steady state at $\sim$350s while the BPF estimate does not converge. Even though both are away from the ground truth, the trending of the BPF trace towards the true value does not guarantee that it will actually converge to that value.
Figure 4.15: $V_0$ estimate trace plot: The MPF reaches a steady state quite early in the measurement process (~ 150s) whereas the BPF is still searching i.e. non convergent.

Figure 4.16: $\tau_s$ estimate trace plot: The MPF reaches the true value quickly even though it starts quite far from it. The BPF does converge, but towards the end of the measurement process and much further away from the ground truth.
Figure 4.17: $\tau_f$ estimate trace plot: Both the filters converge near the true value but the MPF converges earlier (~200s) and much closer to the true value than the BPF (~500s).

Figure 4.18: $\epsilon$ estimate trace plot: Both filters start very far away from the ground truth but the MPF quickly reaches a steady state near the true value. The BPF keeps jumping away from and towards the true value confirming the non-convergence.
4.2.3 Correlation

Even though the parameters start out independent under the prior density, the non-identifiability of the parameters may manifest as a strong correlation among parameters in the posterior density estimates [57]. Correlation between the parameters during a single 600s run was measured using Pearson’s product-moment coefficient. The correlation obtained using BPF and MPF is summarized in Tables 4.3-4.5. The BPF parameter estimates show significant correlation because of the overparameterized BOLD model. Using the MPF, the correlation between the parameter estimates is reduced. It can be argued that low correlation (and hence reduced for the MPF case) can be a result of the dominance of true posterior by the prior [57] but it is shown in Section 4.4 that the MPF has, in fact, reduced sensitivity to priors. Thus, this reduction in the correlation can be accounted for by the introduction of the additional observations - CBF and CBF.

Table 4.3: Lower triangular matrix of the parameter correlation coefficients for BPF estimates.

<table>
<thead>
<tr>
<th></th>
<th>$\tau_0$</th>
<th>$\alpha$</th>
<th>$E_0$</th>
<th>$V_0$</th>
<th>$\tau_s$</th>
<th>$\tau_f$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.9776</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_0$</td>
<td>-0.9799</td>
<td>0.9848</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_0$</td>
<td>0.818</td>
<td>-0.8754</td>
<td>-0.8476</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>0.7465</td>
<td>-0.7206</td>
<td>-0.6731</td>
<td>0.6004</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_f$</td>
<td>-0.856</td>
<td>0.7898</td>
<td>0.8586</td>
<td>-0.5018</td>
<td>-0.4816</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>-0.6793</td>
<td>0.7556</td>
<td>0.6963</td>
<td>-0.9626</td>
<td>-0.5947</td>
<td>0.2739</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.4: Lower triangular matrix of the parameter correlation coefficients for MPF estimates.

<table>
<thead>
<tr>
<th></th>
<th>$\tau_0$</th>
<th>$\alpha$</th>
<th>$E_0$</th>
<th>$V_0$</th>
<th>$\tau_s$</th>
<th>$\tau_f$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.4815</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.0127</td>
<td>-0.2953</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_0$</td>
<td>-0.2696</td>
<td>-0.1419</td>
<td>0.1339</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>0.03375</td>
<td>0.2113</td>
<td>-0.5948</td>
<td>-0.4055</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_f$</td>
<td>-0.4598</td>
<td>0.7015</td>
<td>0.0186</td>
<td>-0.0074</td>
<td>0.339</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.1761</td>
<td>-0.2785</td>
<td>0.1744</td>
<td>0.1448</td>
<td>-0.6262</td>
<td>-0.5184</td>
<td>1</td>
</tr>
</tbody>
</table>
**Table 4.5:** Net change in correlation coefficients of the parameter estimates from Table 4.3,4.4. Positive values indicate that the correlation of the MPF has decreased compared to the corresponding parameter correlation value for the PF estimate, negative values indicate otherwise.

<table>
<thead>
<tr>
<th></th>
<th>$\tau_0$</th>
<th>$\alpha$</th>
<th>$E_0$</th>
<th>$V_0$</th>
<th>$\tau_s$</th>
<th>$\tau_f$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$</td>
<td>0.4961</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.9672</td>
<td>0.6895</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.5484</td>
<td>0.7335</td>
<td>0.7137</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_0$</td>
<td>0.7128</td>
<td>0.5093</td>
<td>0.07824</td>
<td>0.1949</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>0.3963</td>
<td>0.08832</td>
<td>0.84</td>
<td>0.4943</td>
<td>0.1426</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_f$</td>
<td>0.5032</td>
<td>0.4771</td>
<td>0.5219</td>
<td>0.8781</td>
<td>-0.03146</td>
<td>-0.2445</td>
<td></td>
</tr>
</tbody>
</table>

### 4.2.4 Accounting for the Additional Information

It can be argued that since the MPF effectively observes 3 times more data than the BPF, giving a 3x longer measurement to the BPF will be a fair comparison. To test this, the BPF was run with a 1800s long measurement, which can be considered to be the same as using a 600s measurement of BOLD, CBV, and CBF each for the MPF. It can be seen from Figs. 4.19-4.25 that the estimates for a longer (1800s) measurement have their means closer to the ground truth compared to the normal (600s) BPF estimates but still not better than MPF (except $\tau_0$ and $E_0$). Notably, the variance of the estimates still does not decrease for the 1800s measurement case of the BPF compared to normal case with a 600s run (except $\epsilon$ and marginal reduction for $V_0$).
Figure 4.19: $\tau_0$ estimates accounting for additional information: The additional information from the long measurements does not really help the $\tau_0$ estimate. This can be attributed to the non-convergence of the BPF $\tau_0$ estimate.

Figure 4.20: $\alpha$ estimates accounting for additional information: The MPF estimates are still better with smaller variance and mean closer to ground truth.
**Figure 4.21:** $E_0$ estimates accounting for additional information: The long version estimates do not improve on the regular BPF estimates.

**Figure 4.22:** $V_0$ estimates accounting for additional information: The longer version has smaller variance and mean closer to the true value than the regular BPF. Still, the MPF estimates are closer to the true value.
Figure 4.23: $\tau_s$ estimates accounting for additional information: The longer version has the mean of the estimates closer to the true value than the regular BPF on account of better convergence. The MPF estimates still have smaller variance.

Figure 4.24: $\tau_f$ estimates accounting for additional information: In this case, the additional information actually worsens the estimates. This suggests that with non-convergence, the estimates might actually end up further away from ground truth rather than closer to it.
Figure 4.25: $\varepsilon$ estimates accounting for additional information: The longer BOLD measurement parameter estimates are more biased compared to the regular version by decreasing the variance. But these estimates are still away from the true value and does not outperform MPF.

4.3 Robustness Against Noise

With the use of additional information, we can expect the MPF to be more robust against noise than the BPF. To test this, random additive Gaussian noise (AGN) was added with 3 $\sigma_N$ (standard deviation of the noise) levels - N1: high SNR = 50dB , N2: medium SNR = 25dB and N3: low SNR = 5dB. This noise was added to the BOLD, CBV and CBF measurements and input to the BPF and MPF with the following combinations (Fig. 4.26-4.28):

1. Noisy BOLD
2. Noisy CBV (in MPF)
3. Noisy CBF (in MPF)
4. Noisy BOLD, CBV and CBF
Figure 4.26: Noisy BOLD signal realization for a single voxel for a 600s long, block-stimulus (0.5s duration) input (shown at the bottom of the plot) with the 3 noise levels. For N1 - $\sigma_N = 0.001$, N2 - $\sigma = 0.001$ and high noise case N3 - $\sigma = 0.01$. 
Figure 4.27: Noisy CBV signal realization for a single voxel for a 600s long, block-stimulus (0.5s duration) input (shown at the bottom of the plot) with the 3 noise levels. For N1 - $\sigma_N = 0.0025$, N2 - $\sigma = 0.05$ and high noise case N3 - $\sigma = 0.5$. The $\sigma$ in these cases are higher because the normalized value of the CBV is more than the BOLD signal. Hence in order to maintain the same SNR, higher levels of $\sigma$ were added.
Noisy CBF signal realizations

Figure 4.28: Noisy CBF signal realization for a single voxel for a 600s long, block-stimulus (0.5s duration) input (shown at the bottom of the plot) with the 3 noise levels. For N1 - \( \sigma_N = 0.0025 \), N2 - \( \sigma = 0.05 \) and high noise case N3 - \( \sigma = 0.65 \). The \( \sigma \) in N3 level is higher to take into account the slightly higher normalized value of CBF and to maintain the same SNR for this level.

As can be seen from the boxplots (Figs. 4.29-4.35), the MPF estimates have much less error than the BPF estimates for each corresponding combination listed above. Also, the variance of the estimates obtained using MPF does not flare up anywhere as much as the BPF estimates except for the N3 level. In these figures, the 4 plots clockwise from top left are - Noisy BOLD; Noisy CBV; Noisy BOLD, CBV, CBF; Noisy CBF.
Figure 4.29: $\tau_0$ estimates for the 4 cases with 3 noise levels: The variance for the BPF estimates increases with increasing noise levels and is quite bad for N3. For the MPF, the variance does not increase as much.
Figure 4.30: $\alpha$ estimates for the 4 cases with 3 noise levels: The variance for the BPF estimates increases with the noise levels as does the mean estimation error. For MPF case, the variance is high only for the N3 level while the mean of estimates values is closer to the true value.
Figure 4.31: $E_0$ estimates for the 4 cases with 3 noise levels: The parameter estimates have increased variance and median estimate error with increasing noise levels. The deterioration is about the same for all the cases. It can be seen that the estimates seem to improve for noisy CBF measurements but it is mainly due to added uncertainty by the noise.
Figure 4.32: $V_0$ estimates for the 4 cases with 3 noise levels. This parameter is the most sensitive to the BOLD measurement as it enters the equation through the measurement itself. With increasing noise, the variance for the BPF estimates blows up. For the corresponding noise levels with the MPF estimates, the variance does not increase but the median values are off slightly as the CBV and CBF measurements help correct the weighting function.
**Figure 4.33**: $\tau_s$ estimates for the 4 cases with 3 noise levels. The BPF estimates keep worsening with increasing levels of noise. Particularly for the N3 level, there is a large increase in variance and the mean is completely off the true value. With MPF, the estimates hold up pretty good except for the high noise case of the CBF and all noisy measurement since this parameter enters the system through CBF measurement.
Figure 4.34: $\tau_f$ estimates for the 4 cases with 3 noise levels. Similar to the previous parameter $\tau_s$, $\tau_f$ enters the system through CBF measurement and the trend is similar with increasing noise.
Figure 4.35: $\epsilon$ estimates for the 4 cases with 3 noise levels. Similar to the previous 2 parameters, $\epsilon$ enters the system through CBF meas. The variance blows up rapidly with increasing noise levels for the BPF estimates whereas the MPF estimates again maintain the variance and mean values except for the high CBF noise case.

4.4 Sensitivity to Priors

In a PF, choice of the prior distribution of the parameters to be estimated influences the final estimates of the parameters [2]. In the case of an overparameterized model, the PF will be more
Table 4.6: Parameter Values to test sensitivity to prior: P-Δ25 and P+Δ25 correspond to 25% deviation from the original.

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>τ₀</th>
<th>α</th>
<th>E₀</th>
<th>V₀</th>
<th>τₙ</th>
<th>τᵣ</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>1.45</td>
<td>0.3</td>
<td>0.47</td>
<td>0.044</td>
<td>1.94</td>
<td>1.99</td>
<td>1.8</td>
</tr>
<tr>
<td>P-Δ25</td>
<td>1.0875</td>
<td>0.22</td>
<td>0.3525</td>
<td>0.033</td>
<td>1.45</td>
<td>1.49</td>
<td>1.35</td>
</tr>
<tr>
<td>P+Δ25</td>
<td>1.81</td>
<td>0.375</td>
<td>0.5875</td>
<td>0.055</td>
<td>2.425</td>
<td>2.487</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Table 4.7: Estimation error for different parameter values with the same prior.

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>Filter</th>
<th>τ₀</th>
<th>α</th>
<th>E₀</th>
<th>V₀</th>
<th>τₙ</th>
<th>τᵣ</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>PF</td>
<td>19.48</td>
<td>12.12</td>
<td>27.61</td>
<td>61.57</td>
<td>10.28</td>
<td>7.437</td>
<td>24.78</td>
</tr>
<tr>
<td>Original</td>
<td>MPF</td>
<td>18.62</td>
<td>3.527</td>
<td>27.66</td>
<td>24.85</td>
<td>2.075</td>
<td>1.595</td>
<td>1.348</td>
</tr>
<tr>
<td>P-Δ25</td>
<td>PF</td>
<td>41.52</td>
<td>46.08</td>
<td>5.334</td>
<td>67.97</td>
<td>5.484</td>
<td>32.95</td>
<td>38.34</td>
</tr>
<tr>
<td>P-Δ25</td>
<td>MPF</td>
<td>13.79</td>
<td>25.96</td>
<td>7.065</td>
<td>40.38</td>
<td>10.73</td>
<td>11.78</td>
<td>12.26</td>
</tr>
<tr>
<td>P+Δ25</td>
<td>PF</td>
<td>23.64</td>
<td>14.62</td>
<td>41.68</td>
<td>120.1</td>
<td>37.96</td>
<td>13.46</td>
<td>42.06</td>
</tr>
<tr>
<td>P+Δ25</td>
<td>MPF</td>
<td>30.29</td>
<td>5.225</td>
<td>42.61</td>
<td>22.89</td>
<td>8.634</td>
<td>1.628</td>
<td>4.234</td>
</tr>
</tbody>
</table>

sensitive to the priors [57]. To test this 3 different sets of parameters were used as ground truth to simulate a voxel of the BOLD, CBV w and CBFw measurements each:

Table 4.7 summarizes the error in the estimates using the BPF and MPF with the four parameter sets listed in Table 4.6. It can be seen that using the same values of priors for a different set of parameters values does influence the final estimates. This influence is seen more in the estimates obtained using the BPF than the MPF estimates. The sensitivity of the parameters to the priors is reduced in the case of MPF as the variation in the final estimates is not as drastic as the BPF final estimates.

4.5 Number of Particles

In a PF, the more the number of particles used, the better is the approximation of the posterior density but at the cost of additional computational time. The effect of decreasing the number of particles is seen in the increased variance of the posterior distribution of the estimates due to the non-convergence. This effect was tested with the BPF and the MPF estimates. The results (Figs. 4.36-4.42) show that as the number of particles (Nₛ) decreases, the BPF estimates’ variance increases more than that of the MPF estimates. For the BPF, the estimates’ mean deviates more from the ground truth whereas for the MPF, the mean is considerably off only for Nₛ = 50. This shows that with decreasing Nₛ, the MPF estimates do not worsen as much as the BPF estimates.
Table 4.8: Parameter estimation error with decreasing $N_s$

<table>
<thead>
<tr>
<th>Filter</th>
<th>$N_s$</th>
<th>$\tau_0$</th>
<th>$\alpha$</th>
<th>$E_0$</th>
<th>$V_0$</th>
<th>$\tau_s$</th>
<th>$\tau_f$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF</td>
<td>50</td>
<td>23.24</td>
<td>49.32</td>
<td>32.64</td>
<td>82.48</td>
<td>14.18</td>
<td>10.98</td>
<td>25.71</td>
</tr>
<tr>
<td>MPF</td>
<td>50</td>
<td>93.36</td>
<td>13.61</td>
<td>21.58</td>
<td>164.6</td>
<td>7.937</td>
<td>3.554</td>
<td>5.537</td>
</tr>
<tr>
<td>PF</td>
<td>100</td>
<td>25.69</td>
<td>17.58</td>
<td>27.92</td>
<td>101.7</td>
<td>10.95</td>
<td>16.86</td>
<td>40.9</td>
</tr>
<tr>
<td>MPF</td>
<td>100</td>
<td>15.59</td>
<td>7.413</td>
<td>27.24</td>
<td>31.46</td>
<td>5.046</td>
<td>2.808</td>
<td>3.087</td>
</tr>
<tr>
<td>PF</td>
<td>500</td>
<td>20.72</td>
<td>13.03</td>
<td>27.04</td>
<td>81.05</td>
<td>11.82</td>
<td>12.22</td>
<td>34.47</td>
</tr>
<tr>
<td>MPF</td>
<td>500</td>
<td>18.57</td>
<td>5.824</td>
<td>27.84</td>
<td>37.34</td>
<td>2.417</td>
<td>2.002</td>
<td>1.71</td>
</tr>
<tr>
<td>PF</td>
<td>1000</td>
<td>15.29</td>
<td>14.11</td>
<td>28.24</td>
<td>76.8</td>
<td>10.72</td>
<td>9.697</td>
<td>28.52</td>
</tr>
<tr>
<td>MPF</td>
<td>1000</td>
<td>17.72</td>
<td>5.328</td>
<td>26.26</td>
<td>28.68</td>
<td>3.261</td>
<td>1.851</td>
<td>2.264</td>
</tr>
</tbody>
</table>

because even with a smaller number of particles, the additional information from the CBV and CBF measurements provides a better posterior distribution coverage by updating the weighting function better and assigning importance to the particles.

Figure 4.36: $\tau_0$ estimates with decreasing number of particles: With fewer particles, the MPF estimates hold up quite well except for $N_S=50$. For the BPF, the estimates worsen gradually although the performance for $N_s=50$ is not as bad.
Figure 4.37: $\alpha$ estimates with decreasing number of particles: The MPF estimates’ variance increases gradually but the mean stays the same. For the BPF, the mean keeps worsening and the estimates for $N_s=50$ are poor - large variance and mean shifted from the true value.

Figure 4.38: $E_0$ estimates with decreasing number of particles: For the both BPF and acMPF the effect is quite similar - mean and variance are the same except for the $N_s=50$ case where the variance increases drastically.
Figure 4.39: $V_0$ estimates with decreasing number of particles: The BPF estimates worsen with fewer particles. The MPF estimates are consistent until $N_s=50$.

Figure 4.40: $\tau_s$ estimates with decreasing number of particles: The estimates for both BPF and MPF are quite consistent for $N_s=1000$ and 500. For $N_s=50$, the BPF estimates exhibit higher variance.
**Figure 4.41:** $\tau_f$ estimates with decreasing number of particles: The BPF estimates deteriorate quickly with decreasing $N_s$. Even though the mean is close to ground truth for $N_s=50$, the variance is quite high. The MPF estimates are also consistent for $N_s=1000$ and 500 but the variance increases for $N_s=50$.

**Figure 4.42:** $\epsilon$ estimates with decreasing number of particles: The BPF estimates have their mean shifted more from ground truth with decreasing particles. The variance for $N_s=50$ is really high. Comparatively, the MPF estimates are much more consistent form $N_s=1000$ to 50.
Chapter 5

Discussion

5.1 Overview of the Parameter Estimates

5.1.1 $E_0$

Of all the parameters, neither the CBV nor the CBF add any more information about $E_0$ than the BOLD signal. As expected there was no considerable improvement in the estimates of this parameter in the tests. Even for the prior sensitivity test, the influence of the prior on the $E_0$ estimate was the same for both BPF and MPF. The variance of this estimate with MPF does not increase as much as it does for the BPF when the $N_s = 50$. Again, this reduction is not significant enough to arrive at any conclusion.

5.1.2 $\tau_0$ and $\alpha$

$\alpha$ estimates have significantly reduced in the mean error ($\sim 4\%$) and variance. This can be accounted for by the fact that additional information about it enters the BOLD model (1.2) through the volume ($v$) and the deoxyhemoglobin content ($q$) of which we are measuring only $v$ through CBV.

$\tau_0$ is one parameter which did not show any improvement in the quality of the estimate - mean or variance - through all the tests except for marginally reduced and steady variance during noise tests and steady mean estimates with fewer particles. Additionally the steady trace plot for the MPF estimate indicated that the parameter had indeed converged although to a value quite different from ground truth.
5.1.3 \( V_0 \)

This parameter is the most sensitive to the nature of BOLD signal since it enters the model only through the output equation. With the decreased dependence of the MPF on the BOLD signal measurement to update the weights, this sensitivity is markedly decreased for the MPF parameter estimates considering that the actual value of this parameter (0.044) is almost a magnitude lower than the next lowest value (\( \alpha = 0.3 \)). In all the tests (except \( N_s = 50 \)), the error in the mean of the MPF estimates did not vary compared to the BPF.

5.1.4 \( \epsilon, \tau_s \text{ and } \tau_f \)

These 3 parameters are part of the rCBF component of the BOLD model which are estimated through the CBF alone and show marked improvement in their estimates using the MPF. Notably, the variance in the MPF estimates of these parameters was reduced quite sharply in comparison to the BPF estimates. The variance also did not deteriorate as much with increasing levels of noise and fewer particles.

5.2 Identifiability of Parameters

The model for the BOLD effect, first introduced by [53] and extended by [13] has come a long way in modeling the various aspects of the BOLD signal observed. Of these models, the Balloon-Windkessel Model proposed independently by [7] and [48] respectively and further refined by [22] to give model linking the input stimulus to the BOLD response seen forms the basis of most of the models used today. Though there have been several enhancements to this Balloon Model [6] which introduce various new parameters to better capture the dynamics of the BOLD signal, the sensitivity analysis done by Deneux and Faugeras [14] suggests that the newer BOLD models proposed are overparameterized and the model by Friston et al. [22] is sufficient to capture most of the necessary aspects. The parameter correlations seen by Chambers et al. [9] indicate that estimating parameters from this BOLD model is an ill-posed inverse problem. The trace plots of the parameter estimates exhibit slow convergence and trending which can be attributed to the correlations among parameters for an overparameterized model [57]. Using additional information about the model - volume \( (v) \) from the CBV \( w \) VASO [44] or VASO-FLAIR [17] and the blood flow \( (f) \) from the CBF \( w \) ASL [61] - the correlation between the parameters decreases and the trace plots of the estimates show better convergence.
5.3 Influence of Priors

In a Bayesian inference scheme like the PF, priors for the parameters influence the final estimates. It is viewed as a drawback but it is much more intuitive to make assumptions about the data by taking into account its nature or underlying distribution. In this work, the gamma priors for the parameters make sure that there are no negative values since they are meaningless for the physiological parameters. When a model reduction method is employed, the parameters will lose their physical meaning and the task of assigning priors to the new reduced set of parameters will be much more complicated. However, the importance of priors has to be considered [2] which is certainly more for an overparameterized model like the BOLD model. Using the same priors for different sets of ground truth values of the parameters might be a problem for a BPF scheme which requires some trial-and-error procedure to ensure optimal performance. This problem is handled much better in the MPF since it relies not only on the BOLD signal measurement to arrive at a better posterior distribution of the parameters but also uses the CBV and CBF measurements to update the particle weights and increase the robustness of the posterior density. However, even the MPF procedure is to a certain extent sensitive to the choice of prior and remains an important part of the design of the PF.

The influence of choice of the prior on parameter error also suggests that there might be one unique set of priors which gives an optimal solution to the parameter identification problem. Although this can be a cause for concern, with MPF this problem is mitigated and the dependence on finding the unique set is not crucial.

5.4 Effect of Noise

Noise in measurements leads to a reduction in the sensitivity of the contrasts. This, in turn, will lead to poorer estimates of the parameters. Usually the BOLD, CBF and CBV images are acquired between N1 and N2 noise levels. With these noise levels, the performance of both BPF and MPF is quite acceptable. The mean of a parameter estimate is the value which will generally be used to arrive at some conclusion about that parameter. BPF estimates start going off from the true value with increasing noise. The MPF estimates hold their ground better in this respect. The MPF estimates have better variance i.e. the lower variances indicate that the chance of a random error in estimation will be lower. This directly bears a relation to better convergence and overall estimation performance of the MPF.

5.5 Number of Particles

A particle in a PF contains all the information about the variable required to run it. The larger the number of particles, the closer the approximation will be to the actual density. However, the
computational complexity will increase drastically with the number of particles and more so with the dimensions of the model [11]. The choice of the number of particle \(N_s\) to be used is more of a trial and error process than a rule of thumb. It is seen that the MPF performance with even 100 particles is almost as good as that with 1000 particles - the mean estimation error not changing more than 5% and the variance also remaining the same. For the BPF, the mean estimation error increases accompanied by increased variance (uncertainty). Thus, with additional information about a model, the dimensionality curse of the PF can be mitigated by keeping the computational complexity in check with fewer particles and no significant effect of the estimates.

5.6 Future Work

5.6.1 Complex Models

The BOLD model (1.2) proposed by Friston et al. [22] accounts for most of the nonlinearities observed in the BOLD response [14]. More complicated models have been proposed to account for a few experimental observations that have not captured by the BOLD model described in (1.2). These models make the use of additional parameters like CMRO2, neural inhibition, inhibitory time constant, inhibitory gain factor etc. which will worsen the parameter identifiability. It is also to be noted that all these newer and complex models may not be correct. The method presented here can be used to validate and analyze the identifiability of these models. Combining field potential measurements like MEG [5] with CBV and CBF data can also be helpful in these analysis tasks [6].

5.6.2 Single Measurement

The main drawback of this method is the sequential measurements of BOLD, CBV and CBF. A 10 min (600s) measurement of each adds up to 30 mins which can be troublesome from a data collection point of view. Woolrich et al. [74] has proposed an approach which uses a nonlinear ASL signal model to infer changes in CBF, \(R^*_2\) (transverse relaxation) and \(M\) (static magnetization) in a Bayesian framework, where \(R^*_2\) relates to the blood oxygenation and volume changes via the BOLD contrast and percentage \(M\) changes can be in turn used to infer CBV changes with some assumptions. Although this technique has the potential to infer BOLD, CBV and CBF from a single modality and thus save time, there might be certain disadvantages associated with estimating hemodynamic parameters from this data as now there is inherent uncertainty in the BOLD, CBV and CBF estimates.

From Section 4.2.2, it was seen that the MPF estimates converge well before the end of the measurement process. Taking advantage of this, the measurement process can be shortened for each of the BOLD, the CBF, and the CBV measurements thus reducing the total measurement duration.
5.6.3 Variational Bayes

Among the various Bayesian methods, Variational Bayes (VB) is another method that is gaining popularity to solve nonlinear inverse problems [33, 12, 20, 10]. It will be interesting to see how this method performs compared to a PF since its performance is at par with a MCMC method but with less computational expense. Earlier (Sections 2.2.2) we mentioned that the RBPF scheme does not give any advantage over using a PF and might even add to the computational expense. Smidl and Quinn [65] have come up with a method that makes use of VB to accelerate the filtering process for a PF in a Rao-Blackwellised system. This is another potential solution that can be explored.

5.7 Conclusion

In this work, we have used a Multimodal Particle Filter to estimate the parameters of a nonlinear dynamic model - BOLD model and demonstrated the advantage in multimodal neuroimaging. This BOLD model is overparameterized and parameter identification is an ill-posed inverse problem. These parameter estimates exhibit correlation and are slow to converge. Instead of using just one measurement of the BOLD signal, additional information about the model - volume (\(v\)) from the \(\text{CBV}_w\) (VASO or VASO-FLAIR) and the blood flow (\(f\)) from the \(\text{CBF}_w\) (ASL) - improves the parameter identifiability of the BOLD model.
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