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Abstract

We consider the flow of nonlinear Maxwell fluids in the unsteady quasistatic case, where the effect of inertia is neglected. We study the well-posedness of the resulting PDE initial-boundary value problem. This well-posedness depends on the unique solvability of an elliptic boundary value problem. We first present results for the 3D case, locally and globally in time, with sufficiently small initial data, and for a simple shear flow problem, locally in time with arbitrary initial data; after that we extend our results to some 3D flow problems, locally in time, with large initial data. Additionally, we present results for models of White-Metzner type in 3D flow, locally and globally in time, with sufficiently small initial data.

We solve our problem using an iteration between elliptic and hyperbolic linear subproblems. The limit of the iteration provides the solution of our original problem.
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Viscoelastic fluids, such as egg whites, liquid soap, liquid polymers, oils etc., are classified as non-Newtonian fluids with memory. That is, in addition to the current velocity field, the extra stress also depends on the history of previous deformations \[29], [21], [25]. For linear viscoelasticity, Maxwell proposed a linear constitutive model by connecting in series linear viscous and elastic elements [21], [16]. The mathematical representation for this model is a linear differential equation relating the extra stress tensor with the velocity gradient. Many widely used models are based on adding nonlinear terms to the Maxwell model. We shall refer to these models as Maxwell-type differential constitutive equations [21], which are written in the following form:

\[
\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{V} \cdot \nabla) \mathbf{T} + \lambda \mathbf{T} = \mu \left( \nabla \mathbf{V} + (\nabla \mathbf{V})^T \right) + g(\nabla \mathbf{V}, \mathbf{T}),
\]

(0.1)

where \(g(\nabla \mathbf{V}, \mathbf{T})\) is a tensor valued mapping of second-order tensors.

These constitutive equations are laws describing the properties and behavior of the fluid, they are crucial for solving uniquely the balance of momentum equation

\[
\rho \left( \frac{\partial \mathbf{V}}{\partial t} + \mathbf{V} \cdot \nabla \mathbf{V} \right) = -\nabla p + \text{div} \mathbf{T} - \mathbf{f} \quad \text{in} \ \Omega \times [0, \tau], \ \tau > 0,
\]

(0.2)

with the incompressibility condition

\[
\text{div} \mathbf{V} = 0 \quad \text{in} \ \Omega \times [0, \tau],
\]

(0.3)

subject to the boundary condition

\[
\mathbf{V} = 0 \quad \text{on} \ \partial \Omega \times [0, \tau],
\]

(0.4)
and the initial conditions
\[
V(\cdot, 0) = 0 \text{ in } \Omega, \quad (0.5)
\]
\[
T(\cdot, 0) = T_0 \text{ in } \Omega. \quad (0.6)
\]

The problem of the equations (0.1)-(0.6) can be found in the literature with the name unsteady flow problem of viscoelastic Maxwell fluids, which has the unknown variables of extra stress tensor $T$, velocity field $V$, and pressure $p$. Many results of well-posedness are well known and have been established, see $[28, 10, 11, 23]$. The assumption of creeping flow is made for many classes of viscoelastic flow problems, especially in very viscous fluids where the inertial effects are very small compared to viscosity ones. Such flow problems, called quasistatic, are also known as very low Reynolds number flows $[8]$. The fluid inertia terms can be neglected and the left hand side of the equation (0.2) can be ignored. The balance of momentum equation is reduced, in this case, to the following equation:
\[
\text{div } T - \nabla p = f. \quad (0.7)
\]

We refer to the problem of the equations (0.7), (0.3) and (0.1) subject to the boundary condition (0.4) and the initial condition (0.6) as unsteady flow problem of a quasistatic viscoelastic Maxwell fluid. Our goal in this thesis is to examine the well-posedness of this problem. To prove the existence of the solution, we use an iterative method introduced by Renardy in $[26, 27, 29]$ for steady flow problems. This method transforms our problem to iterative linear subproblems. At each iteration we solve an elliptic problem and two hyperbolic problems. The limit of the iteration provides the solution of our original problem. Here we present the results for the following cases:

- Three-dimensional flow, in a bounded domain, locally and globally in time for sufficiently small initial data.
- Simple shear flow, i.e. a spatially one-dimensional problem, locally in time with arbitrary initial data.
- Some three-dimensional flow problems, in a bounded domain, locally in time with large initial data.
Also, we present results for models of White-Metzner type where the constants $\lambda$ and $\mu$ of the constitutive equation (0.1) are regarded as nonlinear functions depending on the term $\frac{1}{2} \left( \nabla V + (\nabla V)^T \right)^2$, in three-dimensional case, locally and globally in time, with sufficiently small initial data.

"It might seem that the quasistatic case should be easier; in fact some of the very first existence results for initial value problems in viscoelasticity were for quasistatic deformation of viscoelastic solids [3]. However, for large initial data, the local well-posedness of the initial value problem depends on the ellipticity and unique solvability of a nonlinear system of PDEs. While conditions for ellipticity are relatively easy to analyze, the unique solvability poses a challenge which, to our knowledge, remains unsolved for any model of viscoelastic flow." Michael Renardy

In our analysis below, we shall assume spatially uniform initial stresses; in this case, unique solvability follows from ellipticity.

This thesis is organized as follows:

We start with a preliminary chapter to provide important definitions, and briefly present the physical problem motivating the mathematical work presented in this thesis.

The second chapter is devoted to presenting a brief review of some of the mathematical concepts that will be used in this thesis.

The third chapter is motivated by a technique used in this thesis, a technique that reduces a quasi-linear problem to a sequence of Stokes and evolution problems. The first section of chapter three is devoted to stating the result concerning Stokes problem. In the second section, we state a result with the assumptions needed to solve an evolution problem in hyperbolic case. Then we apply this result to a particular case and establish estimates we use in the subsequent chapters.

In chapter four, we prove the existence and uniqueness of solutions for a three-dimensional unsteady flow problem of a quasistatic viscoelastic Maxwell fluid, locally and globally in time,
with sufficiently small initial data. The proof is based on the iterative method mentioned above.

In chapter five, we study the well-posedness for an unsteady simple shear flow problem, locally in time, in the case where the initial data are arbitrary.

In the sixth chapter, we present some results of existence and uniqueness for three-dimensional flow, locally in time, with arbitrary initial data.

In the seventh and final chapter, we present results for models of White-Metzner type in the three-dimensional case, locally and globally in time, with sufficiently small initial data.

We ultimately conclude our study, and offer additional perspectives for future research.
Chapter 1

Presentation of the problem

<table>
<thead>
<tr>
<th>Contents</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Some basic concepts of fluid dynamics</td>
<td>6</td>
</tr>
<tr>
<td>1.1.1 Representation of the motion</td>
<td>6</td>
</tr>
<tr>
<td>1.1.2 Three-, two- and one-dimensional flows</td>
<td>6</td>
</tr>
<tr>
<td>1.1.3 Velocity field</td>
<td>7</td>
</tr>
<tr>
<td>1.1.4 Steady and unsteady flow</td>
<td>7</td>
</tr>
<tr>
<td>1.1.5 Material derivative and fluid acceleration</td>
<td>8</td>
</tr>
<tr>
<td>1.2 Fundamental equations of fluid dynamics</td>
<td>8</td>
</tr>
<tr>
<td>1.2.1 Conservation of mass</td>
<td>8</td>
</tr>
<tr>
<td>1.2.2 Balance of momentum</td>
<td>9</td>
</tr>
<tr>
<td>1.2.3 Constitutive equations</td>
<td>10</td>
</tr>
<tr>
<td>1.2.4 Newtonian and non-Newtonian fluids</td>
<td>10</td>
</tr>
<tr>
<td>1.2.5 Boundary and initial conditions</td>
<td>10</td>
</tr>
<tr>
<td>1.3 Viscoelastic fluid flow</td>
<td>11</td>
</tr>
<tr>
<td>1.3.1 Quasistatic or creeping viscoelastic flow</td>
<td>11</td>
</tr>
</tbody>
</table>
1.1 Some basic concepts of fluid dynamics

Details for this section can be found in many references on fluid mechanics, see for instance [8], [25], [15].

A fluid such as liquids and gases is a material body that can flow and easily change its shape, which fills a domain \( \Omega_0 \) in the space \( \mathbb{R}^3 \) at reference time \( t = 0 \). At time \( t > 0 \), the particles of the fluid occupy a region denoted by \( \Omega \).

1.1.1 Representation of the motion

In fluid dynamics, the motion of a fluid can be described using two different methods. One is the Lagrangian method, which consists in following the movement of each particle. The other is the Eulerian method, which records the changes of velocity, acceleration, pressure and other characteristics at a fixed position.

1.1.2 Three-, two- and one-dimensional flows

For most problems of fluid mechanics, the flow is three-dimensional, where the mapping \( \phi \) that characterizes a property of the fluid is a three-dimensional valued function, and each of
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its components is a function of space variable $\mathbf{x} \equiv (x_1, x_2, x_3) \in \mathbb{R}^{3(1)}$ and time variable $t$ in unsteady case.
In two-dimensional flow, such as when a fluid is placed between two parallel plates, the mapping $\phi$ describing a property of the fluid is a function of the form

$$\phi \equiv (\phi_1(x_1, x_2, t), \phi_2(x_1, x_2, t)) \in \mathbb{R}^2, t \geq 0, x_1, x_2 \in \mathbb{R}.$$ 

One-dimensional flow, such as a fluid moving in a tube, is the simplest case of flows. All corresponding fluid properties are expressed only as scalar functions of one space variable $x \in \mathbb{R}$ and time variable $t$.

1.1.3 Velocity field

In the Langrangian description, the position vector at time $t$ of a fluid particle whose initial position $\mathbf{x}_0$, is expressed as a function $M(\mathbf{x}_0; t)$. In this description, the velocity field $V(\mathbf{x}_0; t)$ is given by the time partial derivative of $M(\mathbf{x}_0, t)$.

In the Eulerian description, at each time $t$, the fluid flow is characterized by the velocity field observed at a fixed domain. This description is preferred in many fluid flow problems, and it is used in our study as well.

1.1.4 Steady and unsteady flow

Fluid flow can be classified as steady or unsteady. In the Eulerian description, the flow is called steady if the velocity field at every fixed point in space is independent of time. If it changes with time, the flow is said to be unsteady. The dependence of the velocity field on time variable makes the study of unsteady flows, in general, more difficult than the steady ones.

(1) An alternative notation is often used $\mathbf{x} \equiv (x, y, z)$.
1.1.5 Material derivative and fluid acceleration

Suppose that $\phi = \phi(x, t), x \in \Omega \subset \mathbb{R}^3$ is a property (as density, pressure, ...) of a moving fluid with velocity $V$. The material derivative represents the time rate of change of the mapping $\phi$ and defined by

$$\frac{D\phi}{Dt} = \frac{\partial \phi}{\partial t} + V \cdot \nabla \phi.$$

The acceleration of a fluid particle is the change in velocity field over the change in time. In the case for which the mapping $\phi$ is the velocity field $V$, the material derivative expression is the acceleration in the Eulerian description.

$$a = \frac{DV}{Dt} \equiv \frac{\partial V}{\partial t} + V \cdot \nabla V.$$  

This expression is most commonly used in fluid mechanics. In the Lagrangian description, the acceleration is simply the partial derivative of the fluid velocity with respect to time variable.

1.2 Fundamental equations of fluid dynamics

In this section we present the basic equations describing the motion of a fluid. For more details on this subject, the reader is referred to books related to fluid mechanics, see for example [8], [25], [15].

1.2.1 Conservation of mass

The conservation of mass principle states that the total change of mass in a fixed material volume will remain unchanged over time. If $\rho(x, t)$ denotes the fluid mass density, the law of conservation of mass, which is called the continuity equation, can be expressed as

$$\frac{D\rho}{Dt} + \rho \nabla \cdot V = 0.$$

When the mass density remains unchanged during the fluid motion, the flow is called incompressible, and the continuity equation is reduced to the condition

$$\nabla \cdot V = 0 \text{ or } \text{div } V = 0,$$  \hspace{1cm} (1.1)
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which is known as the incompressibility condition.

1.2.2 Balance of momentum

The balance of momentum equation for fluids can be derived from Newton’s second law, which states that the time rate of change of the momentum is equal to the sum of forces acting on the fluid. It can be written as

$$\rho \frac{DV}{Dt} = \nabla \cdot \sigma - f,$$

where $\sigma$ is the 'total' stress tensor and $-f$ is the body force acting on the fluid. The stress tensor $\sigma$ can be split into a pressure part $-pI$ and an extra stress tensor $T$ due to viscous forces, of the form

$$\sigma = -pI + T,$$

where $p$ is the pressure of the fluid and $I$ denotes the identity tensor. The momentum equation can be rewritten as

$$\rho \frac{DV}{Dt} = -\nabla p + \nabla \cdot T - f.$$

An alternative form for this equation that is used is

$$\rho \left( \frac{\partial V}{\partial t} + V \cdot \nabla V \right) = -\nabla p + \text{div} \ T - f. \quad (1.2)$$

The extra stress tensor $T$ has the form

$$T = \begin{pmatrix} T_{11} & T_{12} & T_{13} \\ T_{21} & T_{22} & T_{23} \\ T_{31} & T_{32} & T_{33} \end{pmatrix}.$$
1.2.3 Constitutive equations

For incompressible fluids, where the density $\rho$ and the body forces $-\mathbf{f}$ are assumed to be given, the balance of momentum equation (1.2) with the conservation of mass equation (1.1) represent a system of four scalar equations for thirteen unknown scalar variables, of which only ten are independent due to symmetry of the tensor $\mathbf{T}$, which is required by the balance of angular momentum [31, Section 2.3]. It is thus necessary to complete this system with additional equations in order to have as many equations as unknowns, to be able to solve the problem. These supplementary equations, called constitutive equations or rheological equations of state [21, page 492], [22, Section 4.1], are laws describing the properties and behavior of the fluid. They relate the tensor $\mathbf{T}$ with the velocity $\mathbf{V}$. Constitutive equations are crucial for solving the balance equations uniquely. Many constitutive models are proposed for different types of fluids. In the next section we present some of the most popular constitutive viscoelastic models.

1.2.4 Newtonian and non-Newtonian fluids

Depending on the constitutive relationship relating the extra stress tensor $\mathbf{T}$ with the velocity $\mathbf{V}$, viscous fluids can be classified into two main types known as Newtonian and non-Newtonian fluids. In Newtonian fluids, the extra stress tensor is linearly dependent on the velocity gradient. However, when the velocity gradient and the extra stress tensor are related by a nonlinear mapping, the fluid is called non-Newtonian.

1.2.5 Boundary and initial conditions

In many fluid mechanics problems, particularly three-dimensional flows, we are interested in fluids flowing in a bounded domain $\Omega$. The assumptions that specify how the fluid behaves in the boundary $\partial \Omega$ are called boundary conditions. They are needed to determine some constants that appear when solving the balance and constitutive equations. The most common types of boundary conditions that can be imposed on $\partial \Omega$ are Neumann and Dirichlet conditions, or a combination of both. For a fluid bounded by a fixed solid, the velocity at
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the boundary is prescribed by homogeneous Dirichlet boundary condition

\[ V = 0 \text{ on } \partial \Omega. \]  

(1.3)

For unsteady flow problems, in addition to boundary conditions, we need to specify an additional condition, describing the state of the fluid throughout the domain \( \Omega \) at initial time \( t = 0 \), which is called initial condition.

1.3 Viscoelastic fluid flow

Fluids having both viscous and elastic properties, such as egg whites, liquid soap, liquid polymers, oils, glycerine etc., are called viscoelastic fluids. The main characteristic they have is the shape memory effect; that is, when a stress is applied on them, the original state is partially recovered after removing the stress.

For more details on the subject of this section, the reader can be referred to [29], [21], [25].

1.3.1 Quasistatic or creeping viscoelastic flow

In many classes of viscoelastic flow problems, the inertia effects are dominated by the ones of viscosity. Such flow problems, called quasistatic, are also known as very low Reynolds number or creeping flows [8]. The fluid inertia terms can be neglected and the left hand side of the equation (1.2) can be ignored. The balance of momentum equation is reduced, in this case, to the following equation:

\[ \text{div } T - \nabla p = f. \]  

(1.4)

1.3.2 Viscoelastic constitutive models

As we mentioned in the Subsection 1.2.3, the balance equations have to be completed by constitutive equations, which describe the fluid properties.

Viscoelastic fluids are classified as non-Newtonian fluids with memory. That is, in addition to the current velocity field, the extra stress also depends on the history of previous deforma-
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tions. For linear viscoelasticity, Maxwell proposed a linear constitutive model by connecting in series linear viscous and elastic elements. The mathematical representation for this model is a linear ordinary differential equation relating the extra stress tensor with the velocity gradient

$$\frac{\partial \mathbf{T}}{\partial t} + \lambda \mathbf{T} = \mu \left( \nabla \mathbf{V} + (\nabla \mathbf{V})^T \right),$$  \hspace{1cm} (1.5)

subject to an initial condition imposed the extra stress

$$\mathbf{T}(\mathbf{x},0) = \mathbf{T}_0(\mathbf{x}), \mathbf{x} \in \Omega \subset \mathbb{R}^3,$$  \hspace{1cm} (1.6)

where $\lambda \in \mathbb{R}, \mu > 0$ and $(\nabla \mathbf{V})^T$ represents the transpose tensor of $\nabla \mathbf{V}$.

Based on the linear viscoelastic Maxwell model, many models are derived by adding nonlinear terms. The new models constructed are called generalized Maxwell models, whose constitutive equations are written in the following form known as Maxwell-type differential constitutive equations [21].

$$\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{V} \cdot \nabla) \mathbf{T} + \lambda \mathbf{T} = \mu \left( \nabla \mathbf{V} + (\nabla \mathbf{V})^T \right) + g(\nabla \mathbf{V}, \mathbf{T}),$$  \hspace{1cm} (1.7)

where $g(\nabla \mathbf{V}, \mathbf{T})$ is a tensor valued mapping of second-order tensors.

We present here, the function $g$ for a list of the most common of those generalized models:

- Upper Convected Maxwell model (UCM)

  $$g(\nabla \mathbf{V}, \mathbf{T}) = (\nabla \mathbf{V}) \mathbf{T} + \mathbf{T} (\nabla \mathbf{V})^T.$$

- Lower Convected Maxwell model (LCM)

  $$g(\nabla \mathbf{V}, \mathbf{T}) = - (\nabla \mathbf{V})^T \mathbf{T} - \mathbf{T} (\nabla \mathbf{V}).$$

- Corotational Maxwell model (CRM)

  $$g(\nabla \mathbf{V}, \mathbf{T}) = \frac{1}{2} \left( \nabla \mathbf{V} - (\nabla \mathbf{V})^T \right) \mathbf{T} - \frac{1}{2} \mathbf{T} \left( \nabla \mathbf{V} - (\nabla \mathbf{V})^T \right).$$
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- Johnson-Segalman model (also called Interpolated Maxwell model)
  \[ g(\nabla V, T) = (\nabla V)T + T(\nabla V)^T - \frac{\nu}{2} \left[ (\nabla V + (\nabla V)^T)T + T(\nabla V + (\nabla V)^T) \right]. \]

Many other viscoelastic constitutive models that are nonlinear in the extra stress \( T \), expressed in the form of Maxwell-type (1.7) have been proposed [21], [29]:

- Phan-Thien Tanner model (PTT)
  \[ g(\nabla V, T) = (\nabla V)T + T(\nabla V)^T - \nu (tr T) T. \]

- Giesekus model
  \[ g(\nabla V, T) = (\nabla V)T + T(\nabla V)^T - \nu T^2. \]

For all above viscoelastic constitutive models, as well as several other models proposed in the literature, the corresponding mapping \( g \) is quadratic with no linear terms and has vanishing gradient at the origin.

**White-Metzner model**

Fluids of White-Metzner type are nonlinear models obtained by modifying the Maxwell-type constitutive equations, in such a way that the constants \( \lambda \) and \( \mu \) are regarded as nonlinear functions depending on the second invariant

\[ II_{Dv} = \frac{1}{2} \text{tr} \left( (D_V)^2 \right) \equiv \frac{1}{2} |D_V|^2 \]

of the rate of strain tensor

\[ D_V = \frac{1}{2} \left( \nabla V + (\nabla V)^T \right). \]

The quantity \( II_{Dv} \) is also called shear rate. Thus, White-Metzner models can be described by the constitutive equation [12], [33], [20]

\[ \frac{\partial T}{\partial t} + (V \cdot \nabla) T + \lambda (II_{Dv}) T = \mu (II_D) \left( \nabla V + (\nabla V)^T \right) + g(\nabla V, T). \quad (1.8) \]
Example of White-Metzner models. For a class of viscoelastic fluids, the functions \( \lambda (I_{Dv}) \) and \( \mu (I_{Dv}) \) are given by [7], [14]

\[
\begin{align*}
\lambda (I_{Dv}) &= \lambda_0 (1 + a I_{Dv})^\beta, \\
\mu (I_{Dv}) &= \mu_0 \left[ (1 + a I_{Dv})^{\beta - \alpha} + b I_{Dv} (1 + a I_{Dv})^{-\beta - \alpha} \right],
\end{align*}
\]

(1.9)

where \( \lambda_0, \mu_0, a, b, \alpha \) and \( \beta \) are constants characterizing the fluid.

1.3.3 Viscoelastic simple shear flow

Simple shear flow is a significant and simple type of flow. The fluid in this flow is placed between two parallel plates separated by a distance \( h \), see Figure 1.1.

![Simple shear flow diagram](image)

Figure 1.1: Simple shear flow: A fluid placed between two parallel plates.

The velocity of the fluid is only in the \( x \)-direction and changing only in the \( y \)-direction. Also, it depends on time \( t \) for fluids in unsteady flow.

\[
V = (u(y, t), 0, 0).
\]

(1.10)

The four components \( T_{13}, T_{23}, T_{31} \) and \( T_{32} \) of the extra stress tensor \( T \) are zero. Due to the symmetry of \( T \), only four non-zero independent components remain. Thus, \( T \) can be rewritten as

\[
T = \begin{pmatrix}
T_{11}(y, t) & T_{12}(y, t) & 0 \\
T_{12}(y, t) & T_{22}(y, t) & 0 \\
0 & 0 & T_{33}(y, t)
\end{pmatrix}.
\]

(1.11)
1.4 Statement of the problem

In this section, we briefly describe the physical model and formulate the corresponding mathematical problem, which is a set of partial differential equations.

1.4.1 Physical description of the problem

Consider the case of a quasistatic viscoelastic\(^{(1)}\) incompressible\(^{(2)}\) fluid flowing in a three-dimensional bounded domain \(\Omega\) with an impenetrable, fixed smooth boundary \(\partial \Omega\) and unit outward normal vector \(n\), see Figure 1.2.

![Figure 1.2: Fluid flow domain](image)

The velocity field \(V\) vanishes at the boundary \(\partial \Omega\) since it is impenetrable and fixed. The extra stress measured at initial time \(t = 0\) will be denoted by \(T_0(x), x \in \Omega\). The viscoelastic fluid flowing in \(\Omega\) is characterized by viscosity \(\eta\), elastic modulus \(\mu\), and the ratio of viscosity to elasticity \(\frac{\eta}{\mu}\), which is called relaxation time and denoted by \(\frac{1}{\lambda}\). We will restrict ourselves to unsteady\(^{(3)}\) flow case with constitutive models of Maxwell-type\(^{(4)}\) and White-Metzner type\(^{(5)}\).

\(^{(1)}\)See Section 1.3 page 11.
\(^{(2)}\)See Subsection 1.2.1 page 8.
\(^{(3)}\)See Subsection 1.1.4 page 7.
\(^{(4)}\)See Subsection 1.3.2, page 11.
\(^{(5)}\)See Subsection 1.3.2, page 13.
1.4. Statement of the problem

Our objective is to study the basic properties of the governing equations, which have the unknown variables of extra stress tensor $T(x, t)$, velocity field $V(x, t)$, and pressure $p(x, t)$ over $\Omega$ during the time interval $(0, \tau]$, $\tau > 0$.

1.4.2 Mathematical formulation

Based on the physical description presented in the previous subsection and on the set of partial differential equations (1.4), (1.1), (1.3), (1.7) and (1.6) derived from the fundamental equations of fluid dynamics, the model problem describing an unsteady flow of a quasistatic viscoelastic fluid in three-dimensional geometry can be stated as follows: Find a velocity vector field $V \equiv (V_1, V_2, V_3)$, an extra stress tensor $T \equiv (T_{ij})_{1\leq i,j\leq 3}$ and a scalar pressure $p$ satisfying the equations

$$\text{div} \ T - \nabla p = f \quad \text{in} \quad \Omega \times [0, \tau], \quad (1.12)$$
$$\text{div} \ V = 0 \quad \text{in} \quad \Omega \times [0, \tau], \quad (1.13)$$
$$V = 0 \quad \text{on} \quad \partial \Omega \times [0, \tau], \quad (1.14)$$
$$\frac{\partial T}{\partial t} + (V \cdot \nabla) T + \lambda T = \mu \left( \nabla V + (\nabla V)^T \right) + g(\nabla V, T) \quad \text{in} \quad \Omega \times [0, \tau], \quad (1.15)$$
$$T (\cdot, 0) = T_0 \quad \text{in} \quad \Omega, \quad (1.16)$$

where $g(\nabla V, T)$ is a tensor valued mapping of second-order tensors which is assumed to be smooth with vanishing gradient with respect to $(\nabla V, T)$ at $(0, 0)$. Recall that the equation (1.13) is known as incompressibility condition and (1.15) as constitutive equation, with constants $\lambda \in \mathbb{R}$ and $\mu > 0$. In White-Metzner models, $\lambda$ and $\mu$ are nonlinear functions of $\Pi_{D_v\nu}^{(1)}$.

**Remark 1.1** If substituting the initial value condition (1.16) into the equation (1.12) then taking curl operator and using the fact that $\text{curl} (\nabla p (\cdot, 0)) = 0$, this yields the constraint condition

$$\text{curl} \left( \text{div} \ (T_0) - f (\cdot, 0) \right) = 0. \quad (1.17)$$

\footnote{\textsuperscript{1}}See Subsection 1.3.2, page 13.
1.4. Statement of the problem

The objective of the work presented in this thesis is to study the existence and uniqueness of solutions for the system of the partial differential equations (1.12)-(1.16).
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The main aim of this chapter is to present a brief review of some of the mathematical concepts that will be used in this thesis. For more details on this subject, the reader is referred to references cited throughout this chapter.
2.1 Notations and definitions

We denote a vector in \( \mathbb{R}^m \) by \( \mathbf{x} = (x_1, x_2, \ldots, x_m) \). If \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_m) \) is \( m \)-dimensional multi-index, we set \( |\alpha| = \alpha_1 + \alpha_2 + \ldots + \alpha_m \), \( \alpha! = \alpha_1! \alpha_2! \ldots \alpha_m! \), and \( x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \ldots x_m^{\alpha_m} \). The partial derivatives are denoted as follows:

\[
D^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1 \partial x_2 \ldots \partial x_m}.
\]

We indicate by \( \Omega \) a bounded open set in \( \mathbb{R}^m \) with smooth boundary \( \partial \Omega \) and unit outward normal vector \( n \). \( C(\Omega) \) denotes the space of all continuous functions defined on \( \Omega \). For any integer \( k \geq 1 \) let

\[
C^k(\Omega) = \{ u \in C(\Omega); D^\alpha u \in C(\Omega) \text{ for } 1 < |\alpha| \leq k \}.
\]

and

\[
C^k_b(\Omega) = \{ u \in C^k(\Omega); D^\alpha u \text{ is bounded on } \Omega \text{ for } |\alpha| \leq k \}.
\]

The space \( C^k_b(\Omega) \) is a Banach space for the norm

\[
\|u\|_{C^k_b(\Omega)} = \max_{0 \leq |\alpha| \leq k} \sup_{x \in \Omega} |D^\alpha u(x)|.
\]

Let \( \mathcal{D}(\Omega) \) be the space of all infinitely-differentiable functions of compact support in \( \Omega \). The elements of \( \mathcal{D}(\Omega) \) are called test functions. We set

\[
\mathcal{D}(\Omega) = \{ \phi|_\Omega; \phi \in \mathcal{D}(\mathbb{R}^m) \}.
\]

2.1.1 Distributions

We present in this subsection the definition of distributions and some basic operations that apply to them. For more details we refer the reader, for instance, to [30], [1].

**Definition 2.1 (Distributions)** A distribution or generalized function on \( \Omega \) is a linear mapping \( f \) from the space of test functions \( \mathcal{D}(\Omega) \) to \( \mathbb{R} \), which is continuous in the sense that if \( \phi_n \to 0 \) in \( \mathcal{D}(\Omega) \), then \( (f, \phi_n) \to 0 \).

\(^{(1)}\)If \( m = 3 \), an alternative notation is often used \( \mathbf{x} = (x, y, z) \).

\(^{(2)}\)Alternative notation for \( \mathcal{D}(\Omega) \) is \( C^\infty_0(\Omega) \).
The set of all distributions is denoted by $\mathcal{D}'(\Omega)$. A sequence of distributions $(f_n)$ is said to converge in distributional sense to an element $f \in \mathcal{D}'(\Omega)$, if $(f_n, \phi) \to (f, \phi)$ for every test function $\phi \in \mathcal{D}(\Omega)$.

**Definition 2.2 (Derivatives)** If $f \in \mathcal{D}'(\Omega)$, the derivative of $f$ in the distributional sense with respect to $x$ is defined by

$$
(D^\alpha f, \phi) = (-1)^{|\alpha|} (f, D^\alpha \phi), \quad \phi \in \mathcal{D}(\Omega).
$$

**Theorem 2.3 (Sequential Completeness of Distributions)** Let $f_n$ be a sequence of distributions such that $(f_n, \phi)$ converges for every test function $\phi$. Then there exists $f$ in $\mathcal{D}'(\Omega)$ such that $f_n \to f$.

### 2.1.2 Sobolev spaces

Let $r$ be a real real number $\geq 1$. We denote by $L^r(\Omega)$ the class of all Lebesgue measurable functions $u$ defined on $\Omega$ and satisfying the condition

$$
\int_\Omega |u(x)|^r \, dx < \infty.
$$

It is well known that the space $L^r(\Omega)$ endowed with the norm

$$
\|u\|_{L^r(\Omega)} = \left( \int_\Omega |u(x)|^r \, dx \right)^{\frac{1}{r}},
$$

is a Banach space, and for $r = 2$ is a Hilbert space.

Let now $s$ be an integer $\geq 1$. We define the Sobolev space

$$
W^{s,r}(\Omega) = \{ u \in L^r(\Omega) ; D^\alpha u \in L^r(\Omega) \text{ for } |\alpha| \leq s \},
$$

where $D^\alpha u$ is the partial distributional derivative of $u$. The space $W^{s,r}(\Omega)$ is a Banach space for the norm

$$
\|u\|_{W^{s,r}(\Omega)} = \left\{ \sum_{|\alpha| \leq s} \|D^\alpha u\|_{L^r(\Omega)} \right\}^{\frac{1}{r}}.
$$
The closure of $D(\Omega)$ in $W^{s,r}(\Omega)$ is denoted by $W^{s,r}_0(\Omega)$. When $r = 2$, the notation $H^s(\Omega)$ is usually used for the space $W^{s,2}(\Omega)$, which is a separable Hilbert space for the inner product

$$(u,v) = \sum_{|a| \leq s} \int_{\Omega} D^a u(\mathbf{x}) D^a v(\mathbf{x}) \, d\mathbf{x}. \quad (2.10)$$

We define some other useful spaces

$$\mathcal{V} = \{ \phi \in (D(\Omega))^3, \, \text{div} \phi = 0 \} \quad (2.11)$$

and

$$\tilde{\mathcal{V}} \equiv \text{the closure of } \mathcal{V} \text{ in } H^1_0(\Omega) \quad (2.12)$$

$$L^2_0(\Omega) = \left\{ u \in L^2(\Omega), \int_{\Omega} u(\mathbf{x}) \, d\mathbf{x} = 0 \right\} \quad (2.13)$$

For real number $s > 0$, we set

$$H^s(\mathbb{R}^m) = \left\{ u \in L^2(\mathbb{R}^m); \left(1 + |\xi|^2\right)^{\frac{s}{2}} \hat{u}(\xi) \in L^2(\mathbb{R}^m_\xi) \right\}, \quad (2.14)$$

which is equipped with the norm

$$\|u\|_{H^s(\mathbb{R}^m)} = \left\| (1 + |\xi|^2)^{\frac{s}{2}} \hat{u} \right\|_{L^2(\mathbb{R}^m_\xi)} \quad (2.15)$$

and make it a Hilbert Space, where $\hat{u}$ denotes the Fourier transform of $u$. For the domain $\Omega$ and $s$ is real number $> 0$, we define

$$H^s(\Omega) = \left\{ u \in L^2(\Omega); \text{ there is } \hat{u} \in H^s(\mathbb{R}^m) \text{ such that } \hat{u}|_{\Omega} = u \right\}, \quad (2.16)$$

endowed with the norm

$$\|u\|_{H^s(\Omega)} = \inf_{\hat{u} \in H^s(\mathbb{R}^m), \hat{u}|_{\Omega} = u} \|\hat{u}\|_{H^s(\mathbb{R}^m)}. \quad (2.17)$$

Note that if $s$ is an integer and the boundary $\partial \Omega$ is smooth enough, then the definition (2.16) coincides with the definition in (2.8) for $H^s(\Omega)$, see next section.

We use the same notation for scalar and tensor valued Sobolev Spaces $W^{s,r}(\Omega) \equiv \{W^{s,r}(\Omega)\}^l$, $l = 1, 2, \ldots$.

Let now $\tau$ be a nonnegative real number. We denote the space of continuous Sobolev-spaces-valued functions defined on $[0, \tau]$ by $C\left( [0, \tau]; W^{s,r}(\Omega) \right)$, and if $r = 2$ by $C\left( [0, \tau]; H^s(\Omega) \right)$. We
use the same notation for tensor valued spaces $H^s (\Omega) \equiv \{ H^s (\Omega) \}^m$ and $C_b ([0, T] ; H^s (\Omega)) \equiv C_b ([0, T] ; \{ H^s (\Omega) \}^m)$, $m \in \{3, 9\}$. When there is no ambiguity about the domain $\Omega$, we denote $\| \cdot \|_{H^s}$ and $\| \cdot \|_{C([0,T];H^s)}$ the norms in the spaces $H^s (\Omega)$ and $C ([0,T] ; H^s (\Omega))$, respectively.

### 2.2 Basic results on Sobolev spaces

In this section we present some of the main results concerning Sobolev spaces.

#### 2.2.1 Approximation by smooth functions

The so called "density argument" is usually used to extend results established for smooth functions to some large spaces. Now we present some density results which can be found in [1], [9] and [30]:

- The space $\mathcal{D} (\Omega)$ is dense in $\mathcal{D}' (\Omega)$.
- The space $\mathcal{D} (\Omega)$ is dense in $L^r (\Omega)$ for $1 \leq r < \infty$.
- The space $C^\infty (\Omega) \cap W^{s,r} (\Omega)$ is dense in $W^{s,r} (\Omega)$ for any integer $s \geq 1$ and $1 \leq r < \infty$.
- The space $\mathcal{D} (\overline{\Omega})$ is dense in $W^{s,r} (\Omega)$ for any integer $s \geq 1$ and $1 \leq r < \infty$.
- The space $\mathcal{D} (\mathbb{R}^m)$ is dense in $W^{s,r} (\mathbb{R}^m)$ for any integer $s \geq 1$ and $1 \leq r < \infty$.

#### 2.2.2 Trace and extension theorems

Let $\Gamma = \partial \Omega$ be the boundary of $\Omega$ which is supposed to be smooth enough so that $\Gamma$ can be identified with a $m - 1$ dimensional submanifold of $\mathbb{R}^m$. Let $(\mathcal{O}_j)_{1 \leq j \leq J}$ be a set of open bounded domains in $\mathbb{R}^m$ covering $\Gamma$ and let $\Phi_j : \mathcal{O}' \subset \mathbb{R}^{m-1} \rightarrow \Gamma \cap \mathcal{O}_j$ the mapping associated. Then we set the following definition (see [9]).
Definition 2.4 (of $W^{s,r}(\Gamma)$) The space $W^{s,r}(\Gamma)$ is the set of all distributions $u$ on $\Gamma$ such that $u \circ \Phi \in W^{s,r}(\tilde{\mathcal{O}}' \cap \tilde{\Phi}^{-1}(\Gamma \cap \mathcal{O}_j))$ for all possible $\Phi$ and $\mathcal{O}_j$.

Now, let $u$ be a function in the space $\mathcal{D}(\tilde{\Omega})$ and let the mapping $\gamma : \mathcal{D}(\tilde{\Omega}) \to \{\mathcal{D}(\Gamma)\}^s$ be defined by
\[
\gamma u \equiv (\gamma_0 u, \gamma_1 u, ..., \gamma_{s-1} u) = \begin{pmatrix} u|_\Gamma, \frac{\partial u}{\partial n}|_\Gamma, ..., \frac{\partial^{s-1} u}{\partial n^{s-1}}|_\Gamma \end{pmatrix},
\] (2.18)

where $\frac{\partial^j u}{\partial n^j}|_\Gamma$ is the normal derivative of order $j$ on $\Gamma$, oriented toward the interior of $\Omega$.

Theorem 2.5 (Trace theorem [30], [9]) Let $\Omega$ be of class $C^s$ and let $\Gamma$ be bounded. The mapping $\gamma$ defined by (2.18) has a unique linear continuous extension, still denoted $\gamma$, of $H^s(\Omega) \to \prod_{j=0}^s H^{s-j-\frac{1}{2}}(\Gamma)$. Moreover, the mapping $\gamma$ is surjective, has a bounded right inverse and $\ker(\gamma) = H^s_0(\Omega)$.

Some results concerning Sobolev spaces are easy to prove in $W^{s,r}(\mathbb{R}^m)$. Many of these results still valid for the domain $\Omega$ if the functions of $W^{s,r}(\Omega)$ can be extended to $W^{s,r}(\mathbb{R}^m)$. Obviously functions of $L^r(\Omega)$ can be extended by zero to $L^r(\mathbb{R}^m)$. However, the following theorem is concerned with the extension of the functions of Sobolev spaces $W^{s,r}(\Omega)$ to $W^{s,r}(\mathbb{R}^m)$.

Theorem 2.6 (Extension theorem [1]; see also [30, Theorem 7.60 page 225]) Suppose that $\Omega \subset \mathbb{R}^m$ is a bounded domain with a boundary $\Gamma$ of class $C^s$. Then, for any real $r \geq 1$, there exists a linear bounded extension operator from $W^{s,r}(\Omega)$ into $W^{s,r}(\mathbb{R}^m)$. Conversely, the space $W^{s,r}(\Omega)$ coincides with the class of restrictions to $\Omega$ of the functions of $W^{s,r}(\mathbb{R}^m)$.

2.2.3 Divergence theorem

Let $V$ be a continuously differentiable vector field defined on a neighborhood of $\Omega$. In physics, the divergence theorem is a result which states that the total outward flux of the vector field $V$ through the closed boundary $\Gamma$ is the same as the integral of the divergence of the vector field $V$ on $\Omega$. The mathematical statement of this theorem is given by the following formula:
\[
\int_\Omega \text{div} V \, dx = \int_{\partial \Omega} V \cdot n dS,
\] (2.19)
which is a form of the fundamental theorem of calculus in three-dimensions, where $n$ is the unit outward normal vector of the surface $\partial \Omega$ and $dS$ is the surface area element.

Now, let $u$ be a continuously differentiable scalar function defined on a neighborhood of $\Omega$. By using the identity

$$\text{div} (uV) = V \cdot \nabla u + u \text{div} V \quad (2.20)$$

and applying the divergence theorem (2.19), we obtain the following identity:

$$\int_{\Omega} u \text{div} V \, dx = \int_{\partial \Omega} uV \cdot ndS - \int_{\Omega} V \cdot \nabla u \, dx, \quad (2.21)$$

which can be extended to the case where $u, V \in H^s (\Omega), s \geq 1$ using density arguments. It also can be generalized to the case where $M$ is a square matrix and $U$ is a vector field.

$$\int_{\Omega} (\text{div} M) \cdot Ud\mathbf{x} = \int_{\partial \Omega} U^T M \cdot ndS - \int_{\Omega} M : (\nabla U)^T \, d\mathbf{x},$$

where ":;:" denotes the double dot product of matrices $M : N = \sum_{i,j=1}^{m} M_{ij} N_{ji}$.

### 2.2.4 Sobolev embedding theorem

In this subsection, we state the theorem that is concerned with embedding Sobolev spaces into other spaces of functions.

**Theorem 2.7** (Sobolev embedding theorem [1]) Assume that $\Omega$ has the cone property, see [1, page 66]. Let $r, r' \in \mathbb{R}$ be real numbers $\geq 1$. Let $s$ be an integer $\geq 1$ and $j$ be positive integer. Then we have the following embeddings:

$$W^{j+s,r} (\Omega) \hookrightarrow W^{j,r'} (\Omega) \quad \text{if} \quad sr < m \text{ and } r \leq r' \leq \frac{mr}{m-sr},$$

$$W^{s,r} (\Omega) \hookrightarrow L^{r'} (\Omega) \quad \text{if} \quad sr = m \text{ and } r \leq r' < \infty,$$

$$W^{j+s,1} (\Omega) \hookrightarrow C^j_b (\Omega) \quad \text{if} \quad s = m,$$

$$W^{j+s,r} (\Omega) \hookrightarrow C^j_b (\Omega) \quad \text{if} \quad s > \frac{m}{r}.$$

The following useful result follows from the Sobolev embedding theorem, see [35, Corollary 21.78 page 295] and [1, Theorem 5.23 page 115].
2.2. Basic results on Sobolev spaces

**Proposition 2.8** Let $r$ be real number $\geq 1$, let $s$ be an integer with $sr > m$, and let $l$ be positive integer. Then for all $u_1, u_2, \ldots, u_l \in W^{s,r}(\Omega)$, we have

$$D^{\alpha_1}u_1D^{\alpha_2}u_2\ldots D^{\alpha_l}u_l \in L^r(\Omega) \quad \text{for} \quad \sum_{i=1}^{l} |\alpha_i| \leq s$$

(2.22)

and

$$u_1u_2\ldots u_l \in W^{s,r}(\Omega).$$

(2.23)

**2.2.5 Chain rule**

The chain rule formula for the composition of multivariable smooth functions is known as multivariate Faà di Bruno’s formula [5], which can be stated as follows.

Let $u(y)$ be a scalar-valued function of class $C^s$ on a domain $\mathcal{O} \subset \mathbb{R}^d$. Let $v(x)$ be a $\mathcal{O}$-valued function of class $C^s$ defined on the domain $\Omega \subset \mathbb{R}^m$. Then, for any $m$-dimensional multi-index $\alpha$ with $|\alpha| \leq s$, the partial derivative $D^\alpha_x (u \circ v)(x)$ is given by

$$D^\alpha_x (u \circ v)(x) = \sum_{1 \leq |\beta| \leq |\alpha|} D^\beta_y u(v(x)) \sum_{r=1}^{\alpha_r} \sum_{\sigma_r(\beta)} (\alpha!) \prod_{l=1}^{r} \left[ \frac{D^{\eta_l} v(x)}{\eta_l!} \right]^{\kappa_l |\kappa_l|}$$

(2.24)

where, $\nu_l$ is $m$-dimensional multi-index, $\beta, \kappa_l$ are $d$-dimensional multi-indices and

$$\sigma_r(\beta) = \left\{ (\kappa_1, \ldots, \kappa_r; \nu_1, \ldots, \nu_r) \middle| |\kappa_l| \geq 1, 0 < \nu_1 < \ldots < \nu_r, \sum_{l=1}^{r} \kappa_l = \beta \text{ and } \sum_{l=1}^{r} |\kappa_l| \nu_l = \alpha \right\}.$$  

Note that we use here the convention $0^0 = 1$.

By the density of $C^s(\Omega) \cap W^{s,r}(\Omega)$ in $W^{s,r}(\Omega)$, the identity (2.24) can be extended to $v \in W^{s,r}(\Omega)$, provided that the product in the left hand side exists in the distributional sense.

As an application of the above chain rule formula, we have the following proposition.

**Proposition 2.9** Assume that $\Omega \subset \mathbb{R}^m$ bounded domain with boundary $\Gamma = \partial \Omega$ smooth enough. Let $u : \mathbb{R}^d \to \mathbb{R}$ be a function of class $C^s$, $s > \frac{m}{2}$. Then, the function $u$ maps continuously $(H^s(\Omega))^d$ into $H^s(\Omega)$.  
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**Proof.** Let $v \in (H^s(\Omega))^d$. Since $u \in C^s(\mathbb{R}^d)$ and $v \in (H^s(\Omega))^d \hookrightarrow (C^b(\Omega))^d$, then for any $d$-dimensional multi-index $\beta$ with $1 \leq |eta| \leq s$, $D^\beta_y u (v)$ is bounded on $\Omega$. On the other hand, by the formula (2.22), for all integer $r \geq 1$, we have $\prod_{l=1}^r \frac{[D^\alpha_x v(x)]^{\alpha_l}}{(x_l)^{\alpha_l}|\alpha_l|} \in L^2(\Omega)$. Thus, the function $D^\alpha_x (u \circ v) \in L^2(\Omega)$ for all $|\alpha| \leq s$. It follows that $u(v) \in H^s(\Omega)$. Using the same argument and by the continuity of the embedding $H^s(\Omega) \hookrightarrow C^b(\Omega)$, we prove the continuity of $u : (H^s(\Omega))^d \to H^s(\Omega)$. ■

**Corollary 2.10** If the function $u$ is of class $C^{s+2}$, $s > \frac{m}{2}$ with vanishing gradient at the origin, then $u$ and its derivatives up to order 2 map continuously $(H^s(\Omega))^d \to H^s(\Omega)$ and the composite function $u(v(x)), v \in (H^s(\Omega))^d$, satisfies a local Lipschitz condition of order 2 at the origin, in the sense that for given $c \geq 0$, we have

$$
\|u(v) - u(0)\|_{H^s} \leq L \|v\|_{(H^s)^d}^2
$$

for all $v \in (H^s(\Omega))^d$ with $\|v\|_{(H^s)^d} \leq c$, where $L$ is a constant $> 0$.

**Proof.** By the previous proposition, for all $|\beta| \leq 2$, $D^\beta_y u$ map continuously $(H^s(\Omega))^d \to H^s(\Omega)$. To establish the estimate (2.25), we use Taylor’s formula with Lagrange’s remainder in Banach Spaces.

$$
u(v) - u(0) = D^1_y u(0) [v]^1 + \frac{1}{2} D^2_y u (hv) [v]^2.
$$

If $\|v\|_{(H^s)^d} \leq c$, $D^k_y D^k_y u (hv), k \leq s$ have a bound $L \geq 0$ depending only on $c$, then since $\nabla_y u (0) = 0$, we have

$$
\|u(v) - u(0)\|_{H^s} \leq L \left\| \sum_{1 \leq i,j \leq d} v_i v_j \right\|_{H^s}.
$$

Since $\|v_i v_j\|_{H^s} \leq \|v_i\|_{H^s} \|v_j\|_{H^s} \leq \frac{1}{2} (\|v_i\|_{H^s}^2 + \|v_j\|_{H^s}^2)$ for every $v_i, v_j$ in $H^s(\Omega)$, we obtain the estimate required. ■

### 2.3 Implicit function theorem

In this section we state the inverse function theorem and its generalized form, which is called implicit function theorem. These theorems are useful in solving many nonlinear equations.
Theorem 2.11 (Inverse function theorem). Let $E$ and $F$ be Banach spaces, let $x_0$ be an interior point of an open set $U$ in $E$, and let $f: U \rightarrow F$ be a $C^r$ mapping, $r = 1, 2, \ldots$. Suppose that $Df(x_0)$ is an invertible linear operator in $E$. Then there exists an open neighborhood $V$ of $x_0$ in $E$ such that the restriction of $f$ to $V$ is one-to-one and the inverse function $\phi$ is $C^r$ diffeomorphism on the open set $W = f(V)$. If $x \in V$ and $y = f(x)$, then the following formula holds for the derivatives of $\phi$ at $y$:

$$D\phi(y) = (Df(x))^{-1}.$$  \hfill (2.26)

Theorem 2.12 (Implicit function theorem). Let $E, F$ and $G$ be Banach spaces, let $U_0 \subseteq E, V_0 \subseteq F$ be open sets and let $f: U_0 \times V_0 \rightarrow G$ be a function of class $C^r$, $r = 1, 2, \ldots$. Suppose that $(x_0, y_0) \in U_0 \times V_0$ with $f(x_0, y_0) = 0$ and $D_y f(x_0, y_0): F \rightarrow G$ has a bounded inverse operator, then there exist an open neighborhood $U \subseteq E$ of $x_0$, an open neighborhood $V \subseteq F$ of $y_0$, and a unique $C^r$ diffeomorphism $\phi: U \rightarrow V$ such that $f(x_\phi(x)) = 0$ for all $x \in U$. Moreover, we have the following formula for the derivatives of $\phi$:

$$D\phi(x) = -(D_y f(x, \phi(x)))^{-1} \circ D_x f(x, \phi(x)) \quad \text{for all } x \in U.$$ \hfill (2.27)

The above two theorems have different versions and their proof can be found in many books, see for example [30, Section 10.1.1].

Theorem 2.13 (Global inverse function theorem) Let $f: \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a map of class $C^r$, $r = 1, 2, \ldots$. Then $f$ is a $C^r$ diffeomorphism if and only if

a) $Df(x)$ is an invertible linear operator in $\mathbb{R}^n$ for all $x \in \mathbb{R}^n$.

b) $\lim_{\|x\| \rightarrow \infty} \|f(x)\| = \infty$.

For the proof of this theorem see [34].
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This chapter is motivated by a technique used in this thesis, it is about a technique that reduces a quasi-linear problem to a sequence of Stokes and evolution problems. The first section of this chapter is devoted to stating the result concerning Stokes problem. In the second section, we state a result with the assumptions needed to solve an evolution problem in hyperbolic case. Then we apply this result to a particular case and establish some estimates we will use throughout this work.

3.1 Stokes problem

Let $\Omega$ be a bounded open set in $\mathbb{R}^m$ ($m = 3$) with smooth boundary $\partial \Omega = \Gamma$ and unit outward normal vector $n$.

The Stokes problem consists in finding a velocity vector $V$ of the fluid and a scalar function
3.2. Evolution problem

$q$ representing the pressure that satisfy the following equations and boundary condition.

\[-\mu \Delta V + \nabla q = f \quad \text{in } \Omega, \quad (3.1)\]
\[\text{div } V = 0 \quad \text{in } \Omega, \quad (3.2)\]
\[V = 0 \quad \text{on } \partial \Omega, \quad (3.3)\]

where $\mu > 0$ is the viscosity of the fluid.

**Proposition 3.1** [19], [32].

If $f \in H^{s}(\Omega)$, then the problem (3.1)-(3.3) has a unique solution $(V, q)$ in the space $(\tilde{V} \cap H^{s+2}(\Omega)) \times (L_{0}^{2}(\Omega) \cap H^{s+1}(\Omega))$, and the solution obeys the following estimate:

\[\|V\|_{H^{s+2}} + \|q\|_{H^{s+1}} \leq C\|f\|_{H^{s}}, \quad C > 0. \quad (3.4)\]

The following is another result related to the curl operator.

**Proposition 3.2** [9].

Assume that the domain $\Omega$ is simply connected. Let $g$ be in $H^{s}(\Omega)$, then the function $g$ satisfies the condition $\text{curl } g = 0$ in $\Omega$ if and only if $g$ is a gradient of a unique function $q \in L_{0}^{2}(\Omega) \cap H^{s+1}(\Omega)$.

3.2 Evolution problem

Let $E$ be a separable Banach space, and $F$ a subspace embedded continuously and densely in $E$. For every $t \in [0, \tau]$ let $A(t)$ be a closed linear operator defined on $E$ with domain $D(A(t))$ and resolvent set $\rho(A(t))$. We assume that the family $\{A(t)\}_{t \in [0, \tau]}$ satisfies the following assumptions:

(i) There exist constants $M \geq 1$ and $\omega \in \mathbb{R}$ such that $\rho(A(t)) \supset (-\infty, -\omega)$ for all $t \in [0, \tau]$ and

\[\left\| \prod_{j=1}^{n} (\delta + A(t_{j}))^{-1} \right\| \leq \frac{M}{(\delta - \omega)^{n}}, \quad \text{for } \delta > \omega \quad (3.5)\]

and every finite sequence $\{t_{j}\}_{j=1}^{n}$ with $0 \leq t_{1} < t_{2}, ..., t_{n} \leq \tau$ for $n \in \mathbb{N}$. 

29
3.2. Evolution problem

(ii) There is a family \( \{ S(t) \}_{t \in [0,T]} \) of isomorphisms of \( F \) onto \( E \) such that for every \( p \in F \), the map \( t \to S(t)p \in E \) is continuously differentiable on \([0,T]\) and \( S(t) A(t) S(t)^{-1} = A(t) + B(t), \quad t \in [0,T] \),

where \( B(t) \) is a linear bounded operator in \( E \) and for each \( p \in E \), the map \( t \to B(t)p \) is continuous in \( E \) on \([0,T]\).

(iii) The subspace \( F \) is contained in \( D(A(t)) \), \( A(t) : F \to E \) is a bounded operator for all \( t \in [0,T] \), and the mapping \( t \to A(t) \in B(F,E) \) is norm continuous.

Consider the non-autonomous inhomogeneous initial value problem (or evolution problem)

\[
\frac{d}{dt} p(t) + A(t)p(t) = f(t) \quad t \in [0,T],
\]

\[ p(0) = p_0, \]

where the function \( f : [0,T] \to E \).

**Theorem 3.3** [24, Theorem 5.5.2 page 146]

Under the assumptions (i), (ii) and (iii) listed above, if \( f \in C([0,T];F) \) then for every \( p_0 \in F \), there exists a unique solution

\[ p \in C([0,T];F) \cap C^1((0,T];E) \]

of the initial value problem (3.6).

We will now consider the operator \( A(t) \) defined by

\[
A(t) : H^s(\mathbb{R}^3) \longrightarrow H^s(\mathbb{R}^3)
\]

\[ p \quad \mapsto \quad A(t)p = (U(t) \cdot \nabla)p + \lambda p, \]

where \( U \in C([0,T];H^{s+2}(\mathbb{R}^3)) \) and \( \lambda \in \mathbb{R} \). The domain \( D(A(t)) \) of the operator \( A(t) \) contains \( H^{s+1}(\mathbb{R}^3) \) which is dense in \( H^s(\mathbb{R}^3) \). The operator \( A(t) \) from \( H^{s+1}(\mathbb{R}^3) \) into \( H^s(\mathbb{R}^3) \) is bounded and the mapping \( t \to A(t) \) is continuous in \( B(H^{s+1}(\mathbb{R}^3), H^s(\mathbb{R}^3)) \) norm, since \( t \to U(t) \in H^{s+2}(\mathbb{R}^3) \) is continuous. Hence the assumption (iii) is satisfied.
Next, we show that the assumption \((i)\) is satisfied. Let \(\delta\) be in \(\mathbb{R}\), let \(q\) be in \(H^s(\mathbb{R}^3)\) and \(p\) in \(H^{s+1}(\mathbb{R}^3)\).

The equation \(\delta p + A(t)p = q\) is equivalent to

\[
(\delta + \lambda)p + (U(t) \cdot \nabla)p = q. \tag{3.8}
\]

Multiplying this equation by \(p\) and integrating over \(\mathbb{R}^3\), we have

\[
(\delta + \lambda) \int_{\mathbb{R}^3} p^2 dx + \frac{1}{2} \int_{\mathbb{R}^3} (U(t) \cdot \nabla)p^2 dx = \int_{\mathbb{R}^3} pq dx. \tag{3.9}
\]

By divergence theorem and Sobolev embeddings

\[
\left| \int_{\mathbb{R}^3} U(t) \cdot \nabla p^2 dx \right| = \left| - \int_{\mathbb{R}^3} p^2 \text{div} U(t) \, dx \right| \leq c_s \int_{\mathbb{R}^3} p^2 dx,
\]

\(c_s = \sup_{t \in [0,T]}\|U(t)\|_{H^{s+2}}\), then the equation (3.9) becomes after applying Cauchy-Schwarz inequality

\[
(\delta + \lambda)\|p\|_{L^2(\mathbb{R}^3)}^2 \leq \frac{1}{2} c_s \|p\|_{L^2(\mathbb{R}^3)}^2 + \|p\|_{L^2(\mathbb{R}^3)} \|q\|_{L^2(\mathbb{R}^3)}. \tag{3.10}
\]

Similarly, by differentiating (3.8) with respect to \(x^\alpha\), \(|\alpha| \leq s\) and using Leibniz formula we have

\[
(\delta + \lambda) D^\alpha p + U(t) \cdot \nabla (D^\alpha p) + \sum_{0 < \beta \leq \alpha} \binom{\alpha}{\beta} D^\beta (U(t)) \cdot \nabla (D^{\alpha-\beta} p) = D^\alpha q,
\]

multiplying by \(D^\alpha p\), then integrating over \(\mathbb{R}^3\), we get

\[
(\delta + \lambda) \int_{\mathbb{R}^3} (D^\alpha p)^2 dx + \frac{1}{2} \int_{\mathbb{R}^3} (U(t) \cdot \nabla) (D^\alpha p)^2 dx + \sum_{0 < \beta \leq \alpha} \binom{\alpha}{\beta} \int_{\mathbb{R}^3} D^\alpha p D^\beta U(t) \cdot \nabla (D^{\alpha-\beta} p) \, dx = \int_{\mathbb{R}^3} D^\alpha q D^\alpha p dx. \tag{3.11}
\]

Again, by divergence theorem and Sobolev embeddings

\[
\left| \int_{\mathbb{R}^3} (U(t) \cdot \nabla) (D^\alpha p)^2 dx \right| = \left| - \int_{\mathbb{R}^3} (D^\alpha p)^2 \text{div} U(t) \, dx \right| \leq c_s \|D^\alpha p\|_{L^2(\mathbb{R}^3)}^2, \tag{3.12}
\]

and by Sobolev embeddings, there is a constant \(k_\alpha \geq 0\) such that

\[
\left| \sum_{0 < \beta \leq \alpha} \binom{\alpha}{\beta} \int_{\mathbb{R}^3} D^\alpha p D^\beta U(t) \cdot \nabla (D^{\alpha-\beta} p) \, dx \right| \leq c_s k_\alpha \|p\|_{H^{|\alpha|}(\mathbb{R}^3)}^2. \tag{3.13}
\]
Combining the inequalities (3.12) and (3.13) with the equality (3.11) and applying Cauchy-Schwarz inequality we obtain
\[
\left( \delta + \lambda - \frac{1}{2}c_s \right) \| D^\alpha p \|_{L^2(\mathbb{R}^3)}^2 \leq c_\alpha k_c \| p \|_{H^{\omega_1}(\mathbb{R}^3)}^2 + \| D^\alpha q \|_{L^2(\mathbb{R}^3)} \| D^\alpha p \|_{L^2(\mathbb{R}^3)}.
\]
Taking the sum over all \( \alpha, |\alpha| \leq s \) we see that
\[
\| p \|_{H^s(\mathbb{R}^3)} \leq \frac{1}{\delta - (k_s c_s - \lambda)} \| q \|_{H^r(\mathbb{R}^3)}, \quad k_s > 0,
\]
which is equivalent to
\[
\| (\delta + A(t))^{-1} q \|_{H^s(\mathbb{R}^3)} \leq \frac{1}{\delta - (k_s c_s - \lambda)} \| q \|_{H^r(\mathbb{R}^3)}.
\]
It follows that the family \( \{ A(t) \} \) satisfies the assumption (i) with \( M = 1 \) and \( \omega = k_s c_s - \lambda \).

Now, we show that (ii) is satisfied with the family of isomorphisms \( S(t) = S = (I - \Delta)^{1/2} \) of \( H^{s+1}(\mathbb{R}^3) \) onto \( H^s(\mathbb{R}^3) \) and the operators, see [17, page 256]
\[
B(t) = (SU(t) - U(t)S) \cdot \nabla S^{-1}.
\]
(3.14)

Note that \( U(t) \) is the operator of multiplication by the function \( U(t) \). The operator \( SU(t) - U(t)S \) is called the commutator of \( S \) and \( U(t) \), which can be extended to an operator defined on \( H^s(\mathbb{R}^3) \) into \( H^s(\mathbb{R}^3) \) [17]. This implies that \( B(t) \) is a bounded operator on \( H^s(\mathbb{R}^3) \) and for each \( p \in H^s(\mathbb{R}^3) \), the map \( t \to B(t)p \) is continuous in \( H^s(\mathbb{R}^3) \) on \([0, T]\).

It remains to show that \( S(t)A(t)S(t)^{-1} = A(t) + B(t) \) on \( D(A(t) + B(t)) = D(A(t)) \). If \( p \in H^{s+1}(\mathbb{R}^3) \), then since \( \nabla \) and \( S \) commute on \( H^{s+2}(\mathbb{R}^3) \), we have
\[
S(t)A(t)S(t)^{-1}p = S((U(t) \cdot \nabla) + \lambda) S^{-1}p
= A(t)p + S((U(t) \cdot \nabla)) S^{-1}p - U(t) \cdot (S\nabla) S^{-1}p
= (A(t) + B(t))p.
\]

Now, let \( p \in D(A(t)) \), there exists a sequence \( (p_n) \) of functions in \( H^{s+1}(\mathbb{R}^3) \) which converges to \( p \) in \( H^s(\mathbb{R}^3) \). Since \( A(t) \) is closed,
\[
A(t)S^{-1}p = \lim_{n \to \infty} A(t)S^{-1}p_n = \lim_{n \to \infty} S^{-1}(A(t) + B(t))p_n
= S^{-1}(A(t) + B(t))p \in H^{s+1}(\mathbb{R}^3).
\]
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Then, since \( S : H^{s+1}(\mathbb{R}^3) \to H^s(\mathbb{R}^3) \) is an isomorphism, we have

\[
SA(t)S^{-1}p = (A(t) + B(t))p.
\]

Hence the assumption \( (ii) \) holds, so we could apply Theorem 3.3 to conclude the following proposition.

**Proposition 3.4** For each \( p_0 \in H^{s+1}(\mathbb{R}^3) \), the problem (3.6) with \( A(t) \) defined in (3.7) has a unique solution

\[
p \in C\left([0, \tau] ; H^{s+1}(\mathbb{R}^3)\right) \cap \dot{C}^1\left((0, \tau] ; H^s(\mathbb{R}^3)\right).
\]

Next, we extend this result to the bounded domain \( \Omega \) with smooth boundary \( \partial\Omega \) by using the extension theorem (Theorem 2.6).

Let \( V(t) \in (H^{s+2}(\Omega))^3, \lambda \in \mathbb{R} \) and consider the problem

\[
\begin{align*}
\frac{d}{dt}b(t) + (V(t) \cdot \nabla + \lambda) p(t) &= f(t) & t \in [0, \tau], \\
p(0) &= p_0.
\end{align*}
\] (3.15)

As a consequence of the above results, we have the following proposition.

**Proposition 3.5** For every \( p_0 \in H^{s+1}(\Omega) \), there exists a solution

\[
p \in C\left([0, \tau] ; H^{s+1}(\Omega)\right) \cap \dot{C}^1\left((0, \tau] ; H^s(\Omega)\right)
\]

of the initial value problem (3.15).

**Proof.** By Theorem 2.6 we can extend \( p_0 \) to \( p_{0e} \in H^{s+1}(\mathbb{R}^3) \), \( f(t) \) to \( f_e(t) \in H^s(\mathbb{R}^3) \) and \( V(t) \) to \( U(t) \in H^{s+2}(\mathbb{R}^3) \). Then, applying Proposition 3.4, there exists a solution \( p_e \in C\left([0, \tau] ; H^{s+1}(\mathbb{R}^3)\right) \cap \dot{C}^1\left((0, \tau] ; H^s(\mathbb{R}^3)\right) \) of the problem (3.6) with extended operator \( (U(t) \cdot \nabla) + \lambda \) and extended functions \( p_{0e} \) and \( f_e(t) \). Since the restriction of an extension of a function is the function itself, then the restriction of \( p_e \) to \( \Omega \) is a solution for the problem (3.15). \( \blacksquare \)

Proposition 3.5 can be also obtained from the results of [4].
3.2. Evolution problem

**Remark 3.6** Because of non-uniqueness of extended function, we need the assumption that the normal component is vanishing on the boundary, to guarantee the uniqueness.

Before proving uniqueness, we need the following lemmas.

**Lemma 3.7** Case $T < \infty$, $\lambda \in \mathbb{R}$:

Let $f \in C([0, T]; H^s(\Omega))$ and $p \in C([0, T]; H^s(\Omega))$ satisfying the differential inequality

$$
\frac{d}{dt} \|p(t)\|_{H^s} + \lambda \|p(t)\|_{H^s} \leq \|f(t)\|_{H^s},
$$

with $p(0) = p_0$. Then the following estimate holds:

$$
\|p\|_{C([0, T]; H^s)} \leq C_1(\lambda, T) \|p_0\|_{H^s} + C_2(\lambda, T) \|f\|_{C([0, T]; H^s)},
$$

where $C_1(\lambda, T) = \max_{0 \leq t \leq T} e^{-\lambda t}$, $C_2(\lambda, T) = \frac{1 - e^{-\lambda T}}{\lambda}$.

**Proof.** We rewrite the differential inequality (3.16) as

$$
\frac{d}{dt} (e^{\lambda t} \|p(t)\|_{H^s}) \leq e^{\lambda t} \|f(t)\|_{H^s},
$$

then integrate with respect to $t$ over the interval $[0, t]$, $t \leq T$. We obtain the following inequality:

$$
\|p(t)\|_{H^s} \leq e^{-\lambda t} \|p_0\|_{H^s} + \int_0^t e^{\lambda(\tau-t)} \|f(\tau)\|_{H^s} d\tau.
$$

Next, we take the supremum over the time interval $[0, T]$

$$
\|p\|_{C([0, T]; H^s)} \leq C_1(\lambda, T) \|p_0\|_{H^s} + C_2(\lambda, T) \|f\|_{C([0, T]; H^s)},
$$

where $C_1(\lambda, T) = \max_{0 \leq t \leq T} e^{-\lambda t}$ and $C_2(\lambda, T) = \frac{1 - e^{-\lambda T}}{\lambda}$.

**Lemma 3.8** Case $T = \infty$, $\lambda > 0$:

Let $f \in C_b([0, \infty); H^s(\Omega))$ and let $p \in C([0, \infty); H^s(\Omega))$ satisfies

$$
\frac{d}{dt} \|p(t)\|_{H^s} + \lambda \|p(t)\|_{H^s} \leq \|f(t)\|_{H^s}, \quad p(0) = p_0.
$$

Then, we have

$$
\|p\|_{C_b([0, \infty); H^s)} \leq \|p_0\|_{H^s} + \frac{1}{\lambda} \|f\|_{C_b([0, \infty); H^s)}.
$$
Proof. The proof of this lemma is similar to the case \( t < \infty, \lambda \in \mathbb{R} \). (see Lemma 3.7). ■

Next, we establish the estimates for the problem (3.15).

Lemma 3.9 Let \( p_0 \in H^{s+1} (\Omega), f \in C_b ([0, \tau]; H^{s+1} (\Omega)) \) and assume that \( \text{div} \ V (t) = 0 \) in \( \Omega, V (t) \equiv 0 \) on \( \partial \Omega \). Then the following estimates hold for any solution \( p \) of the problem (3.15).

For \( t < \infty, \lambda \in \mathbb{R} \) and \( \| p \|_{C_b ([0, T]; H^{s+1})} \leq \varepsilon \) for an arbitrary \( \varepsilon > 0 \) we have

\[
\| p \|_{C_b ([0, T]; H^{s+1})} \leq C_1 (\lambda, t) \| p_0 \|_{H^{s+1}} + C_2 (\lambda, t) \| f \|_{C_b ([0, T]; H^{s+1})},
\]

where \( C_1 (\lambda, t) = \max_{0 \leq t \leq T} e^{-(\lambda - C_s) t}, C_2 (\lambda, t) = \frac{1 - e^{-(\lambda - C_s) t}}{\lambda - C_s \varepsilon}, C_s > 0 \).

For \( t = \infty, \lambda > 0 \) and \( \| p \|_{C_b ([0, \infty); H^{s+1})} \leq \varepsilon \) with \( \varepsilon \) sufficiently small:

\[
\| p \|_{C_b ([0, \infty); H^{s+1})} \leq \| p_0 \|_{H^{s+1}} + \frac{1}{\lambda - C_s \varepsilon} \| f \|_{C_b ([0, \infty); H^{s+1})}, C_s > 0.
\]

Proof. Multiplying the first equation of the problem (3.15) by \( p (t) \), and integrating over the domain \( \Omega \), we get

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} (p (t))^2 \, dx + \frac{1}{2} \int_{\Omega} (V (t) \cdot \nabla) (p (t))^2 \, dx + \lambda \int_{\Omega} (p (t))^2 \, dx = \int_{\Omega} f (t) p (t) \, dx. \tag{3.24}
\]

Since \( \text{div} \ V (t) = 0 \) in \( \Omega \times [0, \tau] \) and \( V (t) = 0 \) on \( \partial \Omega \), then applying the divergence theorem we see that

\[
\int_{\Omega} (V (t) \cdot \nabla) (p (t))^2 \, dx = 0.
\]

We use Cauchy-Schwarz inequality to estimate the right hand side of (3.24), then we get

\[
\frac{1}{2} \frac{d}{dt} \| p (t) \|^2_{L^2} + \lambda \| p (t) \|^2_{L^2} \leq \| f (t) \|_{L^2} \| p (t) \|_{L^2}. \tag{3.25}
\]

Next, if we differentiate with respect to \( x^\alpha, |\alpha| \leq s + 1 \) the first equation of (3.15) and use Leibniz formula to rewrite \( D^\alpha [(V (t) \cdot \nabla) p (t)] \), then multiply the obtained equation by \( D^\alpha p (t) \) and integrate over \( \Omega \), we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} (D^\alpha p (t))^2 \, dx + \frac{1}{2} \int_{\Omega} (V (t) \cdot \nabla) (D^\alpha p (t))^2 \, dx + \lambda \int_{\Omega} (D^\alpha p (t))^2 \, dx + \sum_{0 < \beta \leq s} \binom{\alpha}{\beta} \int_{\Omega} D^\alpha p (t) D^\beta V (t) \cdot \nabla (D^{\alpha-\beta} p (t)) \, dx = \int_{\Omega} D^\alpha f (t) D^\alpha p (t) \, dx. \tag{3.26}
\]
Applying divergence theorem and using the fact that \( \text{div} \ V(t) = 0 \) in \( \Omega \times [0, \tau] \) and \( V(t) = 0 \) on \( \partial \Omega \times [0, \tau] \), we get
\[
\int_\Omega (V(t) \cdot \nabla) (D^\alpha p(t))^2 = 0.
\]
By Sobolev embedding theorem, there exists \( C_\alpha > 0 \) such that
\[
\left| \sum_{0 < \beta \leq \alpha} \binom{\alpha}{\beta} \int_\Omega D^\alpha p(t) \ D^\beta V(t) \cdot \nabla (D^{\alpha-\beta} p(t)) \right| \leq C_\alpha \| V(t) \|_{H^{s+2}} \| p \|_{H^{|\alpha|}}^2
\]
and by Cauchy-Schwarz inequality
\[
\left| \int_\Omega D^\alpha f(t) D^\alpha p(t) \, dx \right| \leq \| D^\alpha f(t) \|_{L^2} \| D^\alpha p(t) \|_{L^2}.
\]
With the above estimates, the equation (3.26) gives
\[
\frac{1}{2} \frac{d}{dt} \| D^\alpha p(t) \|_{L^2}^2 + \lambda \| D^\alpha p(t) \|_{L^2}^2 \leq C_\alpha \| V(t) \|_{H^{s+2}} \| p \|_{H^{|\alpha|}}^2 + \| D^\alpha f(t) \|_{L^2} \| D^\alpha p(t) \|_{L^2}.
\]
We take the sum over all \( 0 \leq \alpha \leq s+1 \) and noting that
\[
\frac{1}{2} \frac{d}{dt} \| p(t) \|_{H^{s+1}}^2 = \| p(t) \|_{H^{s+1}}^2 - \frac{d}{dt} \| p(t) \|_{H^{s+1}},
\]
we obtain
\[
\frac{d}{dt} \| p(t) \|_{H^{s+1}} + \lambda \| p(t) \|_{H^{s+1}} \leq C_s \| V(t) \|_{H^{s+2}} \| p(t) \|_{H^{s+1}} + \| f(t) \|_{H^{s+1}}.
\]
We now apply the Lemmas 3.7 and 3.8 to establish the estimates (3.22) and (3.23). □

**Corollary 3.10** If \( \text{div} \ V(t) = 0 \) in \( \Omega \) and \( V(t) \equiv 0 \) on \( \partial \Omega \) with \( \| V(t) \|_{H^{s+2}} \leq \varepsilon \), then for every \( p_0 \in H^{s+1}(\Omega) \), the evolution problem (3.15) has a unique solution \( p \).

If \( \tau < \infty \), \( \lambda \in \mathbb{R} \) and \( \varepsilon \) arbitrary \( > 0 \), then
\[
p \in C([0, \tau] ; H^{s+1}(\Omega)) \cap C^1((0, \tau] ; H^s(\Omega))
\]
and satisfies the estimate (3.22).

If \( \tau = \infty \), \( \lambda > 0 \) and \( \varepsilon \) sufficiently small, then
\[
p \in C_0((0, \infty) ; H^{s+1}(\Omega)) \cap C^1((0, \infty) ; H^s(\Omega))
\]
and satisfies the estimate (3.23).
Proof. Let $p_1$ and $p_2$ be two solutions of (3.15) with $p_1(0) = p_2(0) = p_0$, then $p_1 - p_2$ is a solution of the homogeneous problem with initial value $(p_1 - p_2)(0) = 0$. Hence the estimates (3.22) and (3.23) can ensure the uniqueness of the solution. ■
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Three-dimensional flow with small initial data
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In this chapter, we prove the existence and uniqueness of solutions for the problem of the equations (1.12)-(1.16) with sufficiently small initial data, which physically represents a three-dimensional problem of an unsteady flow of a quasistatic viscoelastic fluid. The proof is based on an iterative method introduced by Renardy [26], [29].
4.1 Preliminaries and main result

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^3 \) with smooth boundary \( \partial \Omega \) and unit outward normal vector \( n \). Let \( \tau \) be in the interval \( (0, \infty) \). We consider the problem of the equations (1.12)-(1.16), describing an unsteady flow of a quasistatic viscoelastic fluid in three-dimensional geometry. Recall that the body force \( f \) and the initial extra stress tensor \( T_0 \) are given and assumed to be sufficiently small in their appropriate norms. The unknowns are: The velocity vector field \( V = (V_1, V_2, V_3) \), the pressure force \( p \), and the extra stress tensor \( T = (T_{ij})_{1 \leq i,j \leq 3} \). The mapping \( g \) in the left hand side of equation (1.15),

\[
g : \mathbb{R}^{3 \times 3} \times \mathbb{R}^{3 \times 3} \rightarrow \mathbb{R}^{3 \times 3} \quad (M, N) \mapsto g(M, N),
\]

is a tensor valued function of second-order tensors and is assumed to be of class \( C^{s+3} \) on \( \mathbb{R}^{3 \times 3} \times \mathbb{R}^{3 \times 3} \) with \( g \) and its gradient with respect to \( (M, N) \) vanish at \( (0, 0) \), with constants \( \lambda \in \mathbb{R} \) and \( \mu > 0 \). Where \( s \) is an integer \( \geq 1 \) so that by Sobolev embedding theorem we have \( H^{s+1} (\Omega) \hookrightarrow C^{s-1}_{b} (\bar{\Omega}) \) and \( \prod_{i=1}^{r} D^{\alpha_i} u_i \in L^2 (\Omega) \), \( \prod_{i=1}^{r} u_i \in H^{s+1} (\Omega) \) for every \( (u_i)_{1 \leq i \leq r} \) in \( H^{s+1} (\Omega) \) with \( \sum_{i=1}^{r} |\alpha_i| \leq s + 1 \), see [35, Corollary 21.78 page 295] and [1, Theorem 5.23 page 115].

**Proposition 4.1** Under the previous assumptions, the function \( g \) and its derivatives up to order 2 map \( H^{s+1} (\Omega) \times H^{s+1} (\Omega) \) into \( H^{s+1} (\Omega) \) and the composite function \( g (\nabla V, T) \) satisfies a local Lipschitz condition of order 2 at \( (\nabla V, T) = (0, 0) \), in the sense that for given \( c > 0 \), we have

\[
\| g (\nabla V, T) \|_{H^{s+1}} \leq L \left( \| V \|_{H^{s+2}}^2 + \| T \|_{H^{s+1}}^2 \right) \tag{4.1}
\]

for all \( (V, T) \) in \( H^{s+2} (\Omega) \times H^{s+1} (\Omega) \) with \( \| V \|_{H^{s+2}} \leq c \) and \( \| T \|_{H^{s+1}} \leq c \). The constant \( L = L (c) > 0 \).

**Proof.** The proof is an application of Corollary 2.10. ■

The main result of this section is the following theorem.
4.2 Reduction to a sequence of Stokes and evolution problems

**Theorem 4.2** Let $s$ be an integer $\geq 1$. Suppose there is $\varepsilon > 0$ sufficiently small such that

$$
\|T_0\|_{H^{s+1}} + \|f\|_{C_b([0,T);H^{s+1})} + \left\| \frac{\partial}{\partial t} f \right\|_{C_b([0,T);H^{s+1})} \leq \varepsilon, 
$$

subject to the constraint that $\operatorname{div}(T_0) - f(\cdot,0)$ is a gradient. Then there exists a unique triplet $(V,p,T)$, belonging to the space

$$
C_b([0,T);H^{s+2}(\Omega)) \times C_b([0,T);H^{s+1}(\Omega) \cap L_0^2(\Omega)) \times C_b([0,T);H^{s+1}(\Omega)),
$$
solution to problem (1.12)-(1.16).

In what follows, we assume that there exists $\varepsilon > 0$ sufficiently small such that the estimate (4.2) is satisfied.

4.2 Reduction to a sequence of Stokes and evolution problems

A solution of the problem (1.12)-(1.16) can be obtained by constructing a sequence of three subproblems whose solutions converge to a solution of the problem (1.12)-(1.16). At each iteration we need to solve a Stokes problem and two evolution problems. This method is introduced by Renardy in [26], [27], [29] for steady flow problems. The basic idea of this method consists of taking the divergence operator on both sides of the constitutive equation (1.15)

$$
\frac{\partial}{\partial t} \operatorname{div} T + (V \cdot \nabla) \operatorname{div} T + \sum_{j=1}^3 \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) T_{ij} + \lambda \operatorname{div} T = \mu (\Delta V + \nabla (\operatorname{div} V)) + \operatorname{div} (g (\nabla V, T)).
$$

(4.3)

From the equation (1.13) $\operatorname{div} V = 0$, and from the equation (1.12), we can substitute $\operatorname{div} T$ by $\nabla p + f$

$$
\frac{\partial}{\partial t} \nabla p + (V \cdot \nabla) \nabla p + \lambda \nabla p + \sum_{j=1}^3 \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) T_{ij} = \mu \Delta V + \operatorname{div} (g (\nabla V, T)) - \frac{\partial f}{\partial t} - (V \cdot \nabla) f - \lambda f.
$$

(4.4)
Using the properties of nabla operator, \((V \cdot \nabla) \nabla p\) can be rewritten as

\[
(V \cdot \nabla) \nabla p = \nabla \left( ((V \cdot \nabla) p) - (\nabla V)^T \nabla p \right). \tag{4.5}
\]

Substituting in (4.4) we have

\[
\nabla \left( \frac{\partial}{\partial t} + V \cdot \nabla + \lambda \right) p - (\nabla V)^T \nabla p + \sum_{j=1}^{3} \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) T_{ij}
\]

\[
= \mu \Delta V + \text{div} \left( g (\nabla V, T) \right) - \frac{\partial f}{\partial t} - (V \cdot \nabla) f - \lambda f. \tag{4.6}
\]

We now introduce a new function \(q\),

\[
q = \left( \frac{\partial}{\partial t} + V \cdot \nabla + \lambda \right) p. \tag{4.7}
\]

Using this new function, the problem (1.12)-(1.16) can be reformulated as follows: Find a velocity vector field \(V\), an extra stress tensor \(T\), a scalar pressure \(p\) and a scalar function \(q\) satisfying the equations

\[
q = \left( \frac{\partial}{\partial t} + V \cdot \nabla + \lambda \right) p \quad \text{in} \quad \Omega \times [0, \tau), \tag{4.8}
\]

\[
-\mu \Delta V + \nabla q = - \sum_{j=1}^{3} \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) T_{ij} + (\nabla V)^T \nabla p
\]

\[
+ \text{div} \left( g (\nabla V, T) \right) - \frac{\partial f}{\partial t} - (V \cdot \nabla) f - \lambda f \quad \text{in} \quad \Omega \times [0, \tau), \tag{4.9}
\]

\[
\text{div} V = 0 \quad \text{in} \quad \Omega \times [0, \tau), \tag{4.10}
\]

\[
V = 0 \quad \text{on} \quad \partial \Omega \times [0, \tau), \tag{4.11}
\]

\[
\frac{\partial T}{\partial t} + (V \cdot \nabla) T + \lambda T = \mu \left( \nabla V + (\nabla V)^T \right) + g (\nabla V, T) \quad \text{in} \quad \Omega \times [0, \tau), \tag{4.12}
\]

\[
T (\cdot, 0) = T_0 \quad \text{in} \quad \Omega. \tag{4.13}
\]

We note that by Proposition 3.2, the constraint condition (1.17) guarantees the existence of a unique \(p_0 (x) \in L^2_0 (\Omega) \cap H^{s+1} (\Omega)\), satisfying the equation (1.12) in \(\Omega\) at \(t = 0\),

\[
\nabla p_0 = \text{div} T_0 - f (\cdot, 0). \tag{4.14}
\]
4.2. Reduction to a sequence of Stokes and evolution problems

We now construct the sequence of the three subproblems we mentioned in the beginning of this section. As in numerical iterative methods, to initialize a scheme we need an initial guess for our expected solution. It is obvious to start with the boundary condition value for $V$ and initial values for $T$ and $p$.

$$V^0(x, t) = 0, \quad T^0(x, t) = T_0(x), \quad p^0(x, t) = p_0(x). \quad (4.15)$$

In the next iteration, we solve the following Stokes problem for the vector field $V^{n+1}$ and the scalar $q^{n+1}$

$$-\mu \Delta V^{n+1} + \nabla q^{n+1} = - \sum_{j=1}^{3} \left( \frac{\partial V^n}{\partial x_j} \cdot \nabla \right) T^n_{ij} + (\nabla V^n)^T \nabla p^n + \text{div} \left( g(V^n, T^n) \right)$$

$$\begin{cases}
\text{div} V^{n+1} = 0 & \text{in } \Omega \times [0, T), \\
V^{n+1} = 0 & \text{on } \partial \Omega \times [0, T). 
\end{cases} \quad (4.16)$$

We assume that the solution of this problem is already known. To determine $T^{n+1}$ and $p^{n+1}$, we solve the following evolution problem for $p^{n+1}$:

$$\begin{cases}
\frac{\partial}{\partial t} p^{n+1} + (V^{n+1} \cdot \nabla) p^{n+1} + \lambda p^{n+1} = q^{n+1} & \text{in } \Omega \times [0, T), \\
p^{n+1}(\cdot, 0) = p_0 & \text{in } \Omega, 
\end{cases} \quad (4.17)$$

and a similar problem for $T^{n+1}$:

$$\begin{cases}
\frac{\partial T^{n+1}}{\partial t} + (V^{n+1} \cdot \nabla) T^{n+1} + \lambda T^{n+1} = \mu \left( \nabla V^{n+1} + (\nabla V^{n+1})^T \right) \\
+ g(V^{n+1}, T^n) & \text{in } \Omega \times [0, T), \\
T^{n+1}(\cdot, 0) = T_0 & \text{in } \Omega. 
\end{cases} \quad (4.18)$$

If we assume that the prior two problems (4.17) and (4.18) have solutions, then we continue the process to construct a sequence $(V^n, q^n, p^n, T^n)$. The goal of the next section is to prove the existence and the convergence of this sequence to a solution of the problem (4.8)-(4.13) in suitable spaces of functions.
4.3 Construction of the sequence \((V^n, q^n, p^n, T^n)\)

4.3.1 Existence and uniqueness

We prove the existence and uniqueness of the solutions for problems (4.16), (4.17) and (4.18) in the following lemmas.

**Lemma 4.3** Let \( T \in (0, \infty) \). If \( V^n \in C_b([0, T); H^{s+2}(\Omega)) \), \( p^n \in C_b([0, T); H^{s+1}(\Omega)) \) and \( T^n \in C_b([0, T); H^{s+1}(\Omega)) \), then the problem (4.16) has a unique solution
\[
(V^{n+1}, q^{n+1}) \in C_b([0, T); H^{s+2}(\Omega)) \times C_b([0, T); H^{s+1}(\Omega) \cap L^2_0(\Omega)) .
\]

Moreover, there exist \( \varepsilon_1 > 0 \) and \( \varepsilon_2 > 0 \) such that the following stability condition holds if
\[
\|V^n\|_{C_b((0, T); H^{s+2})} \leq \varepsilon_1 \text{ and } \|T^n\|_{C_b((0, T); H^{s+1})} \leq \varepsilon_2;
\]
\[
\|V^{n+1}\|_{C_b((0, T); H^{s+2})} + \|q^{n+1}\|_{C_b((0, T); H^{s+1})} \leq C_1 \left( \|V^n\|^2_{C_b((0, T); H^{s+2})} + \|p^n\|^2_{C_b((0, T); H^{s+1})} + \|T^n\|^2_{C_b((0, T); H^{s+1})} + \varepsilon \right), 
\]
where \( C_1 \) is a non-negative constant independent of \( n \) and \( \varepsilon \) is the bound defined in the inequality (4.2).

**Proof.** Existence and uniqueness follow from Proposition 3.1. We note that the solution of the Stokes problem depends continuously on \( t \) if the right hand side of the equation does. Moreover, the following estimate holds for some constant \( C \) independent of \( n \) and \( t \):
\[
\|V^{n+1}\|_{H^{s+2}} + \|q^{n+1}\|_{H^{s+1}} \leq C \|\mathcal{M}(V^n, p^n, T^n, f)\|_{H^s} ,
\]
where \( \mathcal{M}(V^n, p^n, T^n, f) \) denotes the right hand side of the first equation of (4.16).

By Sobolev embedding theorem, there exists \( C_0 > 0 \) such that
\[
\left\| \sum_{j=1}^3 \left( \frac{\partial V^n}{\partial x_j} \cdot \nabla \right) T^n_{ij} \right\|_{H^s} \leq C_0 \|V^n\|_{H^{s+2}} \|T^n\|_{H^{s+1}} ,
\]
\[
\left\| (\nabla V^n)^T \nabla p^n \right\|_{H^s} \leq C_0 \|V^n\|_{H^{s+2}} \|p^n\|_{H^{s+1}} .
\]
4.3. Construction of the sequence \((V^n, q^n, p^n, T^n)\)

Using the inequality \(\|\text{div}(g(V^n, T^n))\|_{H^s} \leq \|g(V^n, T^n)\|_{H^{s+1}}\) and the fact that \(g\) satisfies the condition (4.1), we shall get

\[
\|\text{div}(g(V^n, T^n))\|_{H^s} \leq C \left(\|V^n\|_{H^{s+2}}^2 + \|T^n\|_{H^{s+1}}^2\right),
\]

where the constant \(C\) is independent of \(n\) whenever

\[
\|V^n\|_{H^{s+2}} \leq \varepsilon_1 \quad \text{and} \quad \|T^n\|_{H^{s+1}} \leq \varepsilon_2.
\]

Finally,

\[
\left\|\frac{\partial}{\partial t}f + (V^n \cdot \nabla)f + \lambda f\right\|_{H^s} \leq C\varepsilon.
\]

Combining the inequalities (4.20), (4.21), (4.22), (4.23) and (4.24), we have the following estimate:

\[
\|V^{n+1}\|_{H^{s+2}} + \|q^{n+1}\|_{H^{s+1}} \leq C_1 \left(\|V^n\|_{H^{s+2}}^2 + \|p^n\|_{H^{s+1}}^2 + \|T^n\|_{H^{s+1}}^2 + \varepsilon\right).
\]

Then we take the supremum over \(t\) to obtain the inequality required. 

**Lemma 4.4** Let \(t\) be in \((0, \infty]\). Assume that \(p_0 \in H^{s+1}(\Omega), q^{n+1} \in C_b([0, t); H^{s+1}(\Omega))\) and \(V^{n+1} \in C_b([0, t); H^{s+2}(\Omega))\) with \(\text{div} V^{n+1} = 0\) in \(\Omega \times [0, t), V^{n+1} = 0 \text{ on } \partial\Omega \times [0, t)\) and \(\|V^{n+1}\|_{C_b([0, t); H^{s+2}} \leq \varepsilon_1\) for a sufficiently small \(\varepsilon_1 > 0\). Then there exists a unique \(p^{n+1} \in C_b([0, t); H^{s+1}(\Omega))\) satisfying the problem (4.17) and the following estimate holds:

\[
\|p^{n+1}\|_{C_b([0, t); H^{s+1})} \leq C_2 \left(\|p_0\|_{H^{s+1}} + \|q^{n+1}\|_{C_b([0, t); H^{s+1})}\right).
\]

The constant \(C_2 > 0\) is independent of \(n\).

**Proof.** Existence and uniqueness of \(p^{n+1}\) are an immediate consequence of Proposition 3.5. To show the estimate (4.26), just apply Lemma 3.9. 

Recall that the function \(g\) is assumed to satisfy a local Lipschitz condition in \((\nabla V, T)\) of order 2, see inequality (4.1).

**Lemma 4.5** Let \(t \in (0, \infty]\). Assume that \(V^{n+1}\) is in the space \(C_b([0, t); H^{s+2}(\Omega))\), \(T^n\) in \(C_b([0, t); H^{s+1}(\Omega))\) with \(\text{div} V^{n+1}(t) = 0\) in \(\Omega\), \(V^{n+1}(t) = 0 \text{ on } \partial\Omega\) and \(\|V^{n+1}\|_{C_b([0, t); H^{s+2}} \leq \)
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\(\varepsilon_1, \|T^n\|_{C_b([0,T];H^{s+1})} \leq \varepsilon_2\) for \(\varepsilon_1, \varepsilon_2\) sufficiently small. Then there exists a unique solution \(T^{n+1} \in C_b([0,T); H^{s+1}(\Omega))\) of the problem (4.18).

Furthermore, the following stability condition holds:

\[
\|T^{n+1}\|_{C_b([0,T];H^{s+1})} \leq C_3 \left( \|T_0\|_{H^{s+1}} + \|V^{n+1}\|_{C_b([0,T];H^{s+2})} + \|T^n\|_{C_b([0,T];H^{s+1})}^2 \right),
\]

(4.27)

where \(C_3\) is a non-negative constant independent of \(n\).

**Proof.** The proof of existence and uniqueness is an application of Proposition 3.5. It remains to establish the estimate (4.27). Using Lemma 3.9, we have

\[
\|T^{n+1}\|_{C_b([0,T];H^{s+1})} \leq C \left( \|T_0\|_{H^{s+1}} + C \|\mu(\nabla V^{n+1} + (\nabla V^{n+1})^T) + g(\nabla V^{n+1}, T^n)\|_{C_b([0,T];H^{s+1})} \right).
\]

(4.28)

Then, we use the fact that \(g\) satisfies the local Lipschitz condition (4.1) to get the following estimate for \(\varepsilon_1 \leq 1\):

\[
\|g(\nabla V^{n+1}, T^n)\|_{C_b([0,T];H^{s+1})} \leq L \left( \|V^{n+1}\|_{C_b([0,T];H^{s+2})}^2 + \|T^n\|_{C_b([0,T];H^{s+1})}^2 \right)
\]

(4.29)

\[
\leq L \left( \|V^{n+1}\|_{C_b([0,T];H^{s+2})} + \|T^n\|_{C_b([0,T];H^{s+1})}^2 \right).
\]

We also have

\[
\left\| \nabla V^{n+1} + (\nabla V^{n+1})^T \right\|_{C_b([0,T];H^{s+1})} \leq 2 \left\| V^{n+1} \right\|_{C_b([0,T];H^{s+2})}.
\]

(4.30)

Now combining the above inequalities we obtain the estimate (4.27). \(\square\)

In the next lemma we show that if the initial value \(T_0\) and the body force are sufficiently small, then the sequence \((V^n, q^n, p^n, T^n)\) is bounded independently of \(n\).

**Lemma 4.6** Let \(T \in (0, \infty]\). Assume that there exists \(\varepsilon > 0\) sufficiently small such that

\[
\|T_0\|_{H^{s+1}} + \|f\|_{C_b([0,T];H^{s+1})} + \|\frac{\partial}{\partial t} f\|_{C_b([0,T];H^s)} \leq \varepsilon,
\]

and so \(\|p_0\|_{H^{s+1}}\) is also \(\leq \varepsilon\). Then, there is \(C > 0\) independent of \(n\) such that the sequence \((V^n, q^n, p^n, T^n)\) is bounded by \(C\varepsilon\) in the space

\[
C_b([0,T); H^{s+2}(\Omega)) \times C_b([0,T); H^{s+1}(\Omega)) \times C_b([0,T); H^{s+1}(\Omega)) \times C_b([0,T); H^{s+1}(\Omega)).
\]
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**Proof.** Let \(\alpha_n, \beta_n, \gamma_n\) and \(\lambda_n\) be bounds at iteration \(n\) for \(\|V^n\|_{C_b([0,T];H^{s+2})}, \|q^n\|_{C_b([0,T];H^{s+1})}, \|p^n\|_{C_b([0,T];H^{s+1})}\), \(\|T^n\|_{C_b([0,T];H^{s+1})}\), respectively. Let \(\sigma_n = \alpha_n + \gamma_n + \lambda_n\).

From the estimates (4.19), (4.26) and (4.27), we find that

\[
\alpha_{n+1} + \beta_{n+1} \leq C_1 (\alpha_n^2 + \gamma_n^2 + \lambda_n^2 + \varepsilon),
\]

\[
\gamma_{n+1} \leq C_2 (\varepsilon + \beta_{n+1}),
\]

\[
\lambda_{n+1} \leq C_3 (\varepsilon + \alpha_{n+1} + \lambda_n^2),
\]

where \(C_1, C_2\) and \(C_3\) are non-negative constants and all independent of \(n\).

Multiplying the inequality (4.31) by \(1 + C_3\) and (4.32) by \(1 + \frac{1+C_3}{C_2}\), and then adding them together to (4.33), leads to

\[
\sigma_{n+1} \leq a \varepsilon + b \sigma_n^2,
\]

where

\[
a = \frac{1 + 2C_3 + C_1 + C_1 C_3}{\min \left\{1, \frac{1+C_3}{C_2}\right\}}, \quad b = \frac{C_1 (1 + C_3) + C_3}{\min \left\{1, \frac{1+C_3}{C_2}\right\}}.
\]

Since \(\sigma_0 \leq (1 + |\lambda|) \varepsilon\), then if \(C > \max \{1 + |\lambda|, a\}\), we have \(\sigma_0 \leq C \varepsilon\) and for

\[
\varepsilon \leq \frac{C - a}{bC^2}
\]

we can show by the principle of induction that

\[
\sigma_n \leq C \varepsilon \text{ for all } n \in \mathbb{N}.
\]

Therefore, from the inequalities (4.32) and (4.36), there exists \(C > 0\) independent of \(n\) such that

\[
\|V^n\|_{C_b([0,T];H^{s+2})} + \|q^n\|_{C_b([0,T];H^{s+1})} + \|p^n\|_{C_b([0,T];H^{s+1})} + \|T^n\|_{C_b([0,T];H^{s+1})} \leq C \varepsilon.
\]

4.3.2 Convergence

Let us consider the sequence \((\tilde{V}^n, \tilde{q}^n, \tilde{p}^n, \tilde{T}^n)\) formed by the difference between two successive iterations

\[
(\tilde{V}^n, \tilde{q}^n, \tilde{p}^n, \tilde{T}^n) = (V^n - V^{n-1}, q^n - q^{n-1}, p^n - p^{n-1}, T^n - T^{n-1}).
\]
4.3. Construction of the sequence \((V^n, q^n, p^n, T^n)\)

We subtract the equations obtained at iteration \(n\) in problems (4.16), (4.17) and (4.18) from the equations obtained at iteration \(n + 1\). We note the following identity:

\[
(V^{n+1} \cdot \nabla) p^{n+1} - (V^n \cdot \nabla) p^n = (V^{n+1} \cdot \nabla) \tilde{p}^{n+1} + \left(V^{n+1} \cdot \nabla\right) p^n,
\]

and similar identities for such terms as

\[
(V^{n+1} \cdot \nabla) T^{n+1} - (V^n \cdot \nabla) T^n,
\]

\[
\left(\frac{\partial V^{n+1}}{\partial x_j} \cdot \nabla\right) T^{n+1}_{ij} - \left(\frac{\partial V^n}{\partial x_j} \cdot \nabla\right) T^n_{ij},
\]

\[
(\nabla V^{n+1})^T \nabla p^{n+1} - (\nabla V^n)^T \nabla p^n.
\]

The new sequence \((\tilde{V}^{n+1}, \tilde{q}^{n+1}, \tilde{p}^{n+1}, \tilde{T}^{n+1})\) satisfies the problems (4.16), (4.17) and (4.18) with different right hand side in their first equations and different initial conditions. The problem satisfied by \((\tilde{V}^{n+1}, \tilde{q}^{n+1})\) is

\[
-\mu \Delta \tilde{V}^{n+1} + \nabla \tilde{q}^{n+1} = -\sum_{j=1}^3 \left[ \left(\frac{\partial V^n}{\partial x_j} \cdot \nabla\right) \tilde{T}^n_{ij} + \left(\frac{\partial \tilde{V}^n}{\partial x_j} \cdot \nabla\right) T^{n-1}_{ij} \right] + (\nabla V^n)^T \cdot \nabla \tilde{p}^n + \left(\nabla \tilde{V}^n\right)^T \cdot \nabla p^{n-1} - \left(V^n \cdot \nabla\right) f + \text{div} (g(\nabla V^n, T^n)) - \text{div} (g(\nabla V^{n-1}, T^{n-1})),
\]

\[
\text{div} \tilde{V}^{n+1} = 0 \quad \text{in } \Omega \times [0, t),
\]

\[
\tilde{V}^{n+1} = 0 \quad \text{on } \partial \Omega \times [0, t).
\]

In the same way, we obtain the problem satisfied by \(\tilde{p}^{n+1}\)

\[
\frac{\partial}{\partial t} \tilde{p}^{n+1} + (V^{n+1} \cdot \nabla) \tilde{p}^{n+1} + \lambda \tilde{p}^{n+1} = \tilde{q}^{n+1} - \left(V^{n+1} \cdot \nabla\right) p^n,
\]

\[
\tilde{p}^{n+1} (\cdot, 0) = 0 \quad \text{in } \Omega,
\]

and the problem satisfied by \(\tilde{T}^{n+1}\)

\[
\frac{\partial}{\partial t} \tilde{T}^{n+1} + (V^{n+1} \cdot \nabla) \tilde{T}^{n+1} + \lambda \tilde{T}^{n+1} = -\left(\tilde{V}^{n+1} \cdot \nabla\right) T^n + \mu \left(\nabla \tilde{V}^{n+1} + \left(\nabla \tilde{V}^{n+1}\right)^T\right) + g(\nabla V^{n+1}, T^n) - g(\nabla V^n, T^{n-1}),
\]

\[
\tilde{T}^{n+1} (\cdot, 0) = 0 \quad \text{in } \Omega.
\]
Using the estimates obtained in the Lemmas 4.3, 4.4 and 4.5, and the result in Lemma 4.6, we obtain the estimates

\[
\begin{align*}
\| \tilde{V}^{n+1} \|_{C_b([0,T];H^{s+1})} + \| \tilde{q}^{n+1} \|_{C_b([0,T];H^s)} & \leq K_1 \varepsilon \left( \| \tilde{V}^n \|_{C_b([0,T];H^{s+1})} + \| \tilde{p}^n \|_{C_b([0,T];H^s)} + \| \tilde{T}^n \|_{C_b([0,T];H^s)} \right), \\
\| \tilde{p}^{n+1} \|_{C_b([0,T];H^s)} & \leq K_2 \left( \| \tilde{q}^{n+1} \|_{C_b([0,T];H^s)} + \varepsilon \| \tilde{V}^{n+1} \|_{C_b([0,T];H^{s+1})} \right), \\
\| \tilde{T}^{n+1} \|_{C_b([0,T];H^s)} & \leq K_3 \left( \| \tilde{V}^{n+1} \|_{C_b([0,T];H^{s+1})} + \varepsilon \| \tilde{T}^n \|_{C_b([0,T];H^s)} \right),
\end{align*}
\]

(4.43) (4.44) (4.45)

where \( K_1, K_2 \) and \( K_3 \) are non-negative constants independent of \( n \), and \( \varepsilon > 0 \) is sufficiently small.

Combining the inequalities (4.43), (4.44) and (4.45), leads to the following estimate for some \( K > 0 \):

\[
\begin{align*}
\| \tilde{V}^{n+1} \|_{C_b([0,T];H^{s+1})} + \| \tilde{q}^{n+1} \|_{C_b([0,T];H^s)} + \| \tilde{T}^{n+1} \|_{C_b([0,T];H^s)} & \leq K \varepsilon \left( \| \tilde{V}^n \|_{C_b([0,T];H^{s+1})} + \| \tilde{p}^n \|_{C_b([0,T];H^s)} + \| \tilde{T}^n \|_{C_b([0,T];H^s)} \right).
\end{align*}
\]

(4.46)

If we choose \( \varepsilon \) so that \( K \varepsilon < 1 \), we deduce from the previous inequality and estimate (4.43) that the sequence \((V^n, q^n, T^n, p^n)\) is a Cauchy sequence in a bounded subset of the space

\[
L^\infty(0, T; H^{s+2}(\Omega)) \times L^\infty(0, T; H^{s+1}(\Omega)) \times L^\infty(0, T; H^{s+1}(\Omega)) \times L^\infty(0, T; H^{s+1}(\Omega)),
\]

(4.47)

equipped with the norm of

\[
C_b(0, T; H^{s+1}(\Omega)) \times C_b(0, T; H^{s}(\Omega)) \times C_b(0, T; H^{s}(\Omega)) \times C_b(0, T; H^{s}(\Omega)),
\]

and hence converges to a limit \((V, q, T, p)\), satisfying the equations (4.8)-(4.13). Moreover, by the estimate (4.37), this limit has norm bounded by a constant times \( \varepsilon \). Although the contraction argument guarantees only that the limit is in the space given by (4.47), continuity in time follows in a standard fashion from the fact that the limit function satisfies the differential equation.

The results obtained above can be summarized in the following theorem.
4.3. Construction of the sequence \((V^n, q^n, p^n, T^n)\)

**Theorem 4.7** Let \(r \in (0, \infty)\) and let \(\varepsilon > 0\) be sufficiently small.

If

\[
\|T_0\|_{H^{s+1}} + \|f\|_{C_b([0,T), H^{s+1})} + \|\frac{\partial}{\partial t} f\|_{C_b([0,T), H^{s+1})} \leq \varepsilon,
\]

with the condition that \(\text{div}(T_0) - f(\cdot, 0)\) is a gradient, then there exists a unique solution \((V, q, T, p)\) of the problem (4.8)-(4.13) in the space

\[
C_b([0, r); H^{s+2}(\Omega)) \times C_b([0, r); H^{s+1}(\Omega) \cap L^2_0(\Omega)) \\
\times C_b([0, r); H^{s+1}(\Omega)) \times C_b([0, r); H^{s+1}(\Omega) \cap L^2_0(\Omega)).
\]

**Corollary 4.8** Under same conditions in Theorem 4.7, there exists a unique solution \((V, p, T)\) for the problem (1.12)-(1.16) in the following space:

\[
C_b([0, r); H^{s+2}(\Omega)) \times C_b([0, r); H^{s+1}(\Omega) \cap L^2_0(\Omega)) \times C_b([0, r); H^{s+1}(\Omega)).
\]
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We propose to study in this chapter the existence and uniqueness of solutions for an unsteady simple shear flow problem in the case where the initial data are arbitrary.

5.1 Problem formulation

We consider a simple shear flow problem in the unsteady type, where the velocity of the fluid is only in the $x$-direction and changing only in the $y$-direction, see Section 1.3.3.

$$V = (u(y, t), 0, 0). \quad (5.1)$$
5.1. Problem formulation

The velocity gradient has only one nonzero component, the shear rate

\[ \kappa (y, t) = \frac{\partial u}{\partial y} (y, t). \]  

(5.2)

The extra stress tensor \( T \) has four independent components, and is written as follows:

\[ T = \begin{pmatrix} T_{11} (y, t) & T_{12} (y, t) & 0 \\ T_{12} (y, t) & T_{22} (y, t) & 0 \\ 0 & 0 & T_{33} (y, t) \end{pmatrix}. \]  

(5.3)

Hence the divergence of \( T \) is

\[ \text{div} \ T = \begin{pmatrix} \frac{\partial T_{12}}{\partial y} (y, t), \frac{\partial T_{22}}{\partial y} (y, t), 0 \end{pmatrix}^\top. \]

The equation of the balance of momentum becomes \( \text{div} \ T - \nabla p = 0 \), is reduced to

\[ T_{12} (y, t) = a_{12} (t) y + b_{12} (t), \]  

(5.4)

\[ p \equiv p (x, y, t) = a_{12} (t) x + T_{22} (y, t) + c (t). \]  

(5.5)

We consider an unsteady simple shear flow problem, where the fluid is placed between two parallel plates separated by a distance \( h \), and the velocity on each plate is prescribed to be zero. The flow is driven by a pressure gradient, and the total flow rate \( F \) is prescribed. The problem can be stated as follows: Find a velocity \( u (y, t) \) and extra stress tensor \( T (y, t) \) of the form given in (5.3), satisfying the equations

\[ -\mu \frac{\partial u}{\partial y} (y, t) + \frac{\partial}{\partial t} T_{12} (y, t) + \lambda T_{12} (y, t) = g_{12} \left( \frac{\partial u}{\partial y} (y, t), T_n (y, t), T_{12} (y, t) \right) \]  

in \( (0, h) \times [0, \tau], \tau \in (0, \infty) \),

(5.6)

\[ u (0, t) = u (h, t) = 0, \int_0^h u (y, t) \, dy = F \]  

in \( [0, \tau] \),

(5.7)

\[ T_{12} (y, 0) = a_{12}^0 y + b_{12}^0, \]  

in \( (0, h) \),

(5.8)

\[ \frac{\partial T_n}{\partial t} (y, t) + \lambda T_n (y, t) = g_n \left( \frac{\partial u}{\partial y} (y, t), T_n (y, t), T_{12} (y, t) \right) \]  

in \( (0, h) \times [0, \tau] \),

(5.9)

\[ T_n (y, 0) = T_n^0 (y) \]  

in \( (0, h) \),

(5.10)
where $T_n(y,t)$ denotes the diagonal components of the extra stress tensor $\mathbf{T}$, which are called normal extra stresses

$$T_n(y,t) = (T_{11}(y,t), T_{22}(y,t), T_{33}(y,t)),$$

and

$$g_n = (g_{11}, g_{22}, g_{33}).$$

The functions $g_{11}, g_{22}, g_{33}, g_{12} : (\kappa, N) \in \mathbb{R} \times \mathbb{R}^{3+1} \rightarrow \mathbb{R}$ are assumed to be of class $C^{s+3}$ on $\mathbb{R} \times \mathbb{R}^{3+1}$, $s$ is an integer $\geq 0$. In this case they map $H^{s+1}(0,h) \times (H^{s+1}(0,h))^{3+1}$ into $H^{s+1}(0,h)$.

Introducing the new functions

$$q(t) = \frac{d}{dt}a_{12}(t) + \lambda a_{12}(t),$$

$$w(t) = \frac{d}{dt}b_{12}(t) + \lambda b_{12}(t),$$

the equations (5.6) and (5.7) can be rewritten as

$$-\mu \kappa (y,t) + q(t)y + w(t) = g_{12}(\kappa(y,t), T_n(y,t), T_{12}(y,t)) \quad \text{in} \quad (0,h) \times [0,\tau],$$

$$\int_0^h \kappa(y,t) \, dy = 0, \int_0^h y \kappa(y,t) \, dy = -F \quad \text{in} \quad [0,\tau].$$

The problem of finding a solution $(\kappa(y,0), q(0), w(0))$ of the equations (5.15)-(5.16) at the initial time $t = 0$ may be ill-posed for some models. However, for most popular models, such a solution exists for any given initial extra stress tensor $T^0(y)$.

We shall formulate a condition that guarantees the existence and uniqueness of solutions to problem (5.15)-(5.16) at initial time $t = 0$. For each $y \in [0,h]$, we assume the strict monotonicity (increasing) of the functions

$$\mathbb{R} \rightarrow \mathbb{R}$$

$$\kappa \rightarrow \mu \kappa + g_{12}(\kappa, T_n^0(y), T_{12}^0(y)).$$

From this and the assumption that $g_{12}$ is of class $C^{s+3}$ on $\mathbb{R} \times \mathbb{R}^{3+1}$, we have

$$\mu + \frac{\partial g_{12}}{\partial \kappa}(\kappa, T_n^0(y), T_{12}^0(y)) > 0, \quad \text{for all} \quad y \in [0,h] \quad \text{and} \quad \kappa \in \mathbb{R}.$$  

In addition, we assume that

$$\lim_{|\kappa| \rightarrow \infty} |\mu \kappa + g_{12}(\kappa, T_n^0(y), T_{12}^0(y))| = \infty \quad \text{for all} \quad y \in [0,h].$$
Lemma 5.1 Let $s \geq 0$ and $T_n^0, T_{12}^0 \in H^s([0, h])$. Under the assumptions of strict monotonicity and the condition (5.19), the problem (5.15)-(5.16) at $t = 0$ has a unique solution

$$(\kappa(y, 0), q(0), w(0)) \in H^{s+1}([0, h]) \times \mathbb{R} \times \mathbb{R}.$$ 

For simplicity in writing some of the formulas, the following notations will be used

$$\kappa^0(y) := \kappa(y, 0), \quad q^0 := q(0) \quad \text{and} \quad w^0 := w(0).$$

Proof. Since the function $g_{12}$ satisfies the conditions (5.18) and (5.19), then the global inverse function theorem (see Section 2.3, Theorem 2.13) can be applied to rewrite $\kappa^0(y)$ as a function of $q^0, w^0$ and $y$ in the form

$$\kappa^0(y) = \phi(q^0y + w^0, T_n^0(y), T_{12}^0(y)), \quad y \in [0, h], \quad (5.20)$$

where $\phi$ denotes the inverse function of $\kappa \mapsto \varphi = \mu \kappa + g_{12}(\kappa, T_n^0(y), T_{12}^0(y))$. The function $\phi$ inherits the assumptions (5.18) and (5.19), so we have

$$\frac{\partial \phi}{\partial \varphi}(\varphi, T_n^0(y), T_{12}^0(y)) = \frac{1}{\mu + \frac{\partial g_{12}}{\partial \kappa}(\kappa, T_n^0(y), T_{12}^0(y))} > 0$$

for all $y \in [0, h]$ and $\varphi \in \mathbb{R}$,

$$\lim_{|\varphi| \to \infty} |\phi(\varphi, T_n^0(y), T_{12}^0(y))| = \infty \quad \text{for all} \quad y \in [0, h]. \quad (5.22)$$

We note that, since $\phi$ is increasing, $\phi$ will have the same sign as $\varphi$ if $|\varphi|$ is large. Now, applying the conditions (5.16) at $t = 0$, we obtain

$$f_1(q^0, w^0) := \int_0^h \phi(q^0y + w^0, T_n^0(y), T_{12}^0(y)) \, dy = 0,$$

$$f_2(q^0, w^0) := \int_0^h y \phi(q^0y + w^0, T_n^0(y), T_{12}^0(y)) \, dy = -F.$$ 

The Jacobian matrix corresponding to this system is

$$J_{(f_1, f_2)}(q^0, w^0) = \begin{bmatrix}
J_{11}(q^0, w^0) & J_{12}(q^0, w^0) \\
J_{21}(q^0, w^0) & J_{22}(q^0, w^0)
\end{bmatrix},$$

where

$$J_{11}(q^0, w^0) = J_{22}(q^0, w^0) := \int_0^h y \xi^0(y) \, dy,$$

$$J_{12}(q^0, w^0) := \int_0^h \xi^0(y) \, dy, \quad J_{21}(q^0, w^0) := \int_0^h y^2 \xi^0(y) \, dy.$$
The Jacobian determinant can be rewritten in the following way:

\[
\xi_0 (y) := \frac{\partial \phi}{\partial \mathbf{x}} (q^0 y + w^0, T_n^0 (y), T_{12}^0 (y)).
\]

Therefore, the Jacobian determinant is

\[
\det \left( J_{(f_1,f_2)} (q^0, w^0) \right) = [J_{11} (q^0, w^0)]^2 - J_{21} (q^0, w^0) J_{12} (q^0, w^0).
\]

Note that the following inequalities hold for all \( q^0, w^0 \in \mathbb{R} \):

\[
\frac{J_{11} (q^0, w^0)}{J_{12} (q^0, w^0)} \leq h, \quad \frac{J_{21} (q^0, w^0)}{J_{12} (q^0, w^0)} \leq h^2, \quad \frac{J_{21} (q^0, w^0)}{J_{11} (q^0, w^0)} \leq h.
\]  
(5.23)

The Jacobian determinant can be rewritten in the following way:

\[
\det \left( J_{(f_1,f_2)} (q^0, w^0) \right) = -\int_0^h \left( y \sqrt{J_{12} (q^0, w^0)} - \frac{J_{11} (q^0, w^0)}{\sqrt{J_{12} (q^0, w^0)}} \right)^2 \xi_0 (y) \, dy,
\]  
(5.24)

which shows that it is non-positive for all \( q^0, w^0 \in \mathbb{R} \) since \( \xi_0 (y) > 0 \).

Next, we show that

\[
\lim_{\| (q^0, w^0) \| \to \infty} \| (f_1 (q^0, w^0), f_2 (q^0, w^0)) \| = \infty.
\]  
(5.25)

Multiplying \( f_1 (q^0, w^0) \) by \( w^0 \) and \( f_2 (q^0, w^0) \) by \( q^0 \) we get

\[
w^0 f_1 (q^0, w^0) + q^0 f_2 (q^0, w^0) := \int_0^h (q^0 y + w^0) \phi (q^0 y + w^0, T_n^0 (y), T_{12}^0 (y)) \, dy.
\]

By Cauchy-Schwarz inequality we have

\[
\sqrt{[f_1 (q^0, w^0)]^2 + [f_2 (q^0, w^0)]^2} \geq \frac{|w^0 f_1 (q^0, w^0) + q^0 f_2 (q^0, w^0)|}{\sqrt{(q^0)^2 + (w^0)^2}}.
\]  
(5.26)

Using polar coordinates, \( q^0 = r \cos \theta, w^0 = r \sin \theta \), we see that

\[
\frac{w^0 f_1 + q^0 f_2}{\sqrt{(q^0)^2 + (w^0)^2}} = \int_0^h (y \cos \theta + \sin \theta) \phi \left( r (y \cos \theta + \sin \theta), T_n^0 (y), T_{12}^0 (y) \right) \, dy.
\]

For \( \tan \theta \notin [-h, 0] \) we have \( |y \cos \theta + \sin \theta| > 0 \) for all \( y \in [0, h] \). Hence, if \( r \) is large enough, then

\[
(y \cos \theta + \sin \theta) \phi \left( r (y \cos \theta + \sin \theta), T_n^0 (y), T_{12}^0 (y) \right) \geq 0 \text{ for all } y \in [0, h].
\]
5.2 Reduction to iterative subproblems

If \( \tan \theta \in [-h, 0] \), then for \( \varepsilon > 0 \) there exists \( r_{\varepsilon} \) such that for \( r \geq r_{\varepsilon} \) we have

\[
\int_{-\tan \theta - \varepsilon}^{-\tan \theta + \varepsilon} (y \cos \theta + \sin \theta) \phi \left( r \left( y \cos \theta + \sin \theta \right), T^0_n (y), T^0_{12} (y) \right) \, dy \geq 0,
\]

and

\[
(y \cos \theta + \sin \theta) \phi \left( r \left( y \cos \theta + \sin \theta \right), T^0_n (y), T^0_{12} (y) \right) \geq 0
\]

for all \( y \in [0, h] \setminus [-\tan \theta - \varepsilon, -\tan \theta + \varepsilon] \).

It follows that for \( \varepsilon > 0 \), there exists an interval \( I_{\varepsilon} \subset [0, h] \) and \( r_{\varepsilon} > 0 \) such that if \( r \geq r_{\varepsilon} \), then

\[
\frac{w^{0} f_1 + q^{0} f_2}{\sqrt{(q^{0})^2 + (w^{0})^2}} \geq \int_{I_{\varepsilon}} \left| (y \cos \theta + \sin \theta) \phi \left( r \left( y \cos \theta + \sin \theta \right), T^0_n (y), T^0_{12} (y) \right) \right| \, dy,
\]

with \( |y \cos \theta + \sin \theta| \geq \varepsilon \) for all \( y \in I_{\varepsilon} \).

This shows that

\[
\lim_{\| (q^{0}, w^{0}) \| \to \infty} \frac{|w^{0} f_1 (q^{0}, w^{0}) + q^{0} f_2 (q^{0}, w^{0})|}{\sqrt{(q^{0})^2 + (w^{0})^2}} = \infty.
\]

Thus, from the inequality (5.26), the limit in (5.25) holds. Consequently, using the global inverse function theorem (Theorem 2.13), the constants \( q^{0} \) and \( w^{0} \) can be determined uniquely.

This finishes the proof of the lemma. \( \blacksquare \)

5.2 Reduction to iterative subproblems

To prove the existence result for the problem (5.6)-(5.10), we adopt the method we used in the three-dimensional case. We reduce our problem to a sequence of subproblems whose solutions form a sequence converging to a solution for the problem (5.6)-(5.10). The sequence of the subproblems will be constructed in such a way that the solutions of earlier problems will be used to solve the later ones.

We initialize the scheme starting with

\[
\kappa^0 (y, t) = \kappa (y, 0), T^0_{12} (y, 0) = a^0_{12} y + b^0_{12} \text{ and } T^0_n (y, t) = T_n (y, 0).
\]
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Then, keeping $y$ fixed in the interval $[0, h]$, we solve the following problem for $\kappa^{n+1}(y, t)$, $q^{n+1}(t)$ and $w^{n+1}(t)$:

$$
\begin{align*}
\mu \kappa^{n+1}(y, t) + g_{12}(\kappa^{n+1}(y, t), T^n(y, t), T^n_{12}(y, t)) &= q^{n+1}(t) y + w^{n+1}(t) \quad \text{in } (0, h) \times [0, \tau], \\
\int_0^h \kappa^{n+1}(y, t) \, dy = 0, \int_0^h y\kappa^{n+1}(y, t) \, dy = 0 \quad \text{in } [0, \tau].
\end{align*}
$$

(5.28)

Note that

$$
\kappa^{n+1}(y, t) = \int_0^y \kappa^{n+1}(y_1, t) \, dy_1.
$$

(5.29)

For now, let us assume that the problem (5.28) has a solution $(\kappa^{n+1}, q^{n+1}, w^{n+1})$ in some appropriate space. Next, we solve for $a^{n+1}_{12}$ and $b^{n+1}_{12}$ the following differential equations:

$$
\begin{align*}
\frac{d}{dt} a^{n+1}_{12}(t) + \lambda a^{n+1}_{12}(t) &= q^{n+1}(t) \quad t \in [0, \tau], \\
a^{n+1}_{12}(0) &= a^0_{12},
\end{align*}
$$

(5.30)

$$
\begin{align*}
\frac{d}{dt} b^{n+1}_{12}(t) + \lambda b^{n+1}_{12}(t) &= w^{n+1}(t) \quad t \in [0, \tau], \\
b^{n+1}_{12}(0) &= b^0_{12},
\end{align*}
$$

(5.31)

and for $T^{n+1}_n$ the evolution problem:

$$
\begin{align*}
\frac{\partial T^{n+1}_n}{\partial t}(y, t) + \lambda T^{n+1}_n(y, t) &= g_n(\kappa^{n+1}(y, t), T^n(y, t), T^n_{12}(y, t)) \quad \text{in } (0, h) \times [0, \tau], \\
T^{n+1}_n(y, 0) &= T^0_n(y) \quad \text{in } (0, h).
\end{align*}
$$

(5.32)

5.3 Existence and uniqueness

We establish the existence and uniqueness of solutions to the scheme that we have already constructed in the last section.

Lemma 5.2 Let $\tau \in (0, \infty)$; let $s$ be an integer $\geq 0$. Assume that $T^n_n, T^n_{12}$ are in the space $C([0, \tau], H^{s+1}(0, h))$, and they are close enough to the initial extra stress tensors $T^0_n, T^0_{12}$,
respectively. Then there exists a unique solution \((\kappa^{n+1}, q^{n+1}, w^{n+1})\) to the problem (5.28), such that

\[
(\kappa^{n+1}, q^{n+1}, w^{n+1}) \in C([0, \tau], H^{n+1}(0, h)) \times C([0, \tau]) \times C([0, \tau]),
\]

and satisfies the estimates

\[
\|q^{n+1} - q^0\|_{C([0, \tau])} + \|w^{n+1} - w^0\|_{C([0, \tau])} \leq C_1 \|T^n - T^0\|_{C([0, \tau], H^{n+1})}, \tag{5.33}
\]

\[
\|\kappa^{n+1} - \kappa^0\|_{C([0, \tau], H^{n+1})} \leq C_1 \|T^n - T^0\|_{C([0, \tau], H^{n+1})}, \tag{5.34}
\]

where \(C_1\) is a non-negative constant depending on the small bound for \(\|T^n - T_0\|\), but otherwise independent of \(n\) and \(\tau\).

**Proof.** Since the function \(g_{12}\) is assumed to satisfy the conditions (5.18) and (5.19), by applying the global inverse function theorem (Theorem 2.13), \(\kappa^{n+1}\) can be expressed in terms of \(q^{n+1} y + w^{n+1}\).

\[
\kappa^{n+1}(y, t) = \phi(q^{n+1}(t) y + w^{n+1}(t), T^n(y, t), T^{n}_{12}(y, t)), \tag{5.35}
\]

where \(\phi\) is as defined in Lemma 5.1, denotes the inverse function of \(\kappa \mapsto \kappa = \mu \kappa + g_{12}(\kappa, T^n, T^{n}_{12})\).

The conditions of the problem (5.28), therefore, can be rewritten in the form

\[
f_1(q^{n+1}, w^{n+1}) := \int_0^h \phi(q^{n+1}(t) y + w^{n+1}(t), T^n(y, t), T^{n}_{12}(y, t)) \ dy = 0, \tag{5.36}
\]

\[
f_2(q^{n+1}, w^{n+1}) := \int_0^h \phi(q^{n+1}(t) y + w^{n+1}(t), T^n(y, t), T^{n}_{12}(y, t)) \ dy = 0. \tag{5.37}
\]

By the proof of Lemma 5.1, the system (5.36)-(5.37) at the initial time \(t = 0\) has a unique solution \((q^0, w^0)\), and the corresponding Jacobian determinant does not vanish at any point.

It follows from the implicit function theorem that this system has a unique solution in a small neighborhood of \((T^n_1(y), T^n_2(y))\), expressed in terms of \(T^n_1(y, t)\) and \(T^n_2(y, t)\),

\[
q^{n+1} = \phi_1(T^n_1(y, t), T^{n}_{12}(y, t)), \quad w^{n+1} = \phi_2(T^n(y, t), T^{n}_{12}(y, t)). \tag{5.38}
\]

Hence, for \((T^n_1, T^n_2)\) close enough to \((T^n_1, T^n_2)\), the problem (5.28) has a unique solution \((\kappa^{n+1}, q^{n+1}, w^{n+1})\). Next, we show that this solution satisfies the estimates (5.33) and (5.34).

Using the derivative formula (2.27) we get

\[
D_{T^n}(\phi_1, \phi_2) = - (J_{(f_1, f_2)}(q^{n+1}, w^{n+1}))^{-1} \circ D_{T^n}(f_1, f_2),
\]
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where

\[ D_{<f_1, f_2>} (T^n) (S) = - \int_0^h \zeta^{n+1} (y, t) \frac{\partial g_{12}}{\partial \kappa^n} (\kappa^{n+1} (y, t), T^n (y, t)) S (y) \, dy, \]

\[ D_{<f_1, f_2>} (T^n) (S) = - \int_0^h y \zeta^{n+1} (y, t) \frac{\partial g_{12}}{\partial \kappa^n} (\kappa^{n+1} (y, t), T^n (y, t)) S (y) \, dy, \]

\[ S \in L^2 (0, h), \]

\[ \frac{J_{f_1, f_2} (q^{n+1}, w^{n+1})}{\partial \zeta^{n+1} (y, t) \, dy} = \left[ \begin{array}{c} \int_0^h y \zeta^{n+1} (y, t) \, dy \\ \int_0^h y^2 \zeta^{n+1} (y, t) \, dy \\ \int_0^h y \zeta^{n+1} (y, t) \, dy \end{array} \right], \]

with

\[ \zeta^{n+1} (y, t) = 1 / \left( \mu + \frac{\partial g_{12}}{\partial \kappa} (\kappa^{n+1} (y, t), T^n (y, t), T^n (y, t)) \right). \]

Since \( g_{12} \) satisfies the condition (5.18), then there exists a constant \( a_1 \) such that

\[ 0 < \zeta^{n+1} (y, t) \leq a_1, \]

and proceeding as in the proof of Lemma 5.1, we see that

\[ 0 < -1 / \det (J_{f_1, f_2} (q^{n+1}, w^{n+1})) \leq a_2, \]

where \( a_2 \) is a constant > 0 and

\[ \det (J_{f_1, f_2} (q^{n+1}, w^{n+1})) = \left( \int_0^h y \zeta^{n+1} (y, t) \, dy \right)^2 - \left( \int_0^h y^2 \zeta^{n+1} (y, t) \, dy \right) \left( \int_0^h \zeta^{n+1} (y, t) \, dy \right). \]

Consequently, we see for \( T^n \) in the neighborhood of \( T^0 \) that

\[ \| D_{<f_1, f_2>} (\phi_1, \phi_2) (T^n) \|_{L^2 (0, h), \kappa} \leq C, \ C > 0. \]

Therefore, by mean value theorem, we get

\[ |\phi_1 (T^n) - \phi_1 (T^0)| + |\phi_2 (T^n) - \phi_2 (T^0)| \leq C \| T^n - T^0 \|_{L^2}. \]

Hence, it follows that

\[ |q^{n+1} - q^0| + |w^{n+1} - w^0| \leq C \| T^n - T^0 \|_{L^2}. \]  

(5.39)

Again, by mean value theorem, we have

\[ \left( \mu + \frac{\partial g_{12}}{\partial \kappa} (\kappa_{n_{12}}^{n+1}, T^n_{n_{12}^1}, T^n_{n_{12}^2}) \right) (\kappa^{n+1} - \kappa^0) = (q^{n+1} - q^0) y + (w^{n+1} - w^0). \]
Combining with (5.39) we obtain

\[ \| \kappa^{n+1} - \kappa^0 \|_{H^{s+1}} \leq C_1 \| T^n - T^0 \|_{H^{s+1}}, \quad C_1 > 0. \]

\[\square\]

**Lemma 5.3** Let \( \tau \) be in \((0, \infty)\) and let \( s \) be an integer \( \geq 0 \). If \( q^{n+1}, w^{n+1} \in C([0, \tau]) \), then the problems (5.30) and (5.31) have a unique solution \( a^{n+1}_{12} \in C([0, \tau]) \) and \( b^{n+1}_{12} \in C([0, \tau]) \), respectively. Moreover, the following estimates hold:

\[ \| a^{n+1}_{12} - a^0_{12} \|_{C([0, T])} \leq C_T \left( \| q^{n+1} - q^0 \|_{C([0, T])} + |q^0 - \lambda a^0_{12}| \right), \quad (5.40) \]

\[ \| b^{n+1}_{12} - b^0_{12} \|_{C([0, T])} \leq C_T \left( \| w^{n+1} - w^0 \|_{C([0, T])} + |w^0 - \lambda b^0_{12}| \right), \quad (5.41) \]

where

\[ C_T = \frac{1 - e^{-\lambda T}}{\lambda}. \quad (5.42) \]

**Proof.** The proof follows from the basic results on ordinary differential equations. \( \square \)

Recall that \( T^{n+1}_{12}(y, t) = a^{n+1}_{12}(t) y + b^{n+1}_{12}(t) \), see formula (5.4). Hence, multiplying the equation in problem (5.30) by \( y \) and adding the equation in problem (5.31), then using the estimates obtained in Lemma 5.3 and combining with (5.33), yields

\[ \| T^{n+1}_{12} - T^0_{12} \|_{C([0, T], H^{s+1})} \leq C_T C_1 \left( \| T^n - T^0 \|_{C([0, T], H^{s+1})} + \varphi_1(T^0) \right), \quad (5.43) \]

where \( C_T \) is as defined above in (5.42), whereas \( C_1 \) is a non-negative constant independent of \( n \) and \( T \), and \( \varphi_1(T^0) \) is a positive constant depending on \( T^0 \). Also, \( \varphi_1(T^0) \) is independent of \( n \) and \( T \).

**Lemma 5.4** Let \( \tau \) be in \((0, \infty)\), \( s \) be an integer \( \geq 0 \) and suppose that \( T^0_n \in H^{s+1}(0, h) \), \( \kappa^{n+1}, T^n_n, T^n_{12} \in C([0, \tau], H^{s+1}(0, h)) \). Then the problem (5.32) has a unique solution \( T^{n+1}_n \in C([0, \tau], H^{s+1}(0, h)) \). Moreover, there exist constants \( K_1, K_2 > 0 \), such that if

\[ \| \kappa^{n+1} - \kappa^0 \|_{C([0, T], H^{s+1})} \leq K_1, \quad \| T^n - T^0 \|_{C([0, T], H^{s+1})} \leq K_2, \]
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then the following estimate holds:

\[ \|T_{n+1}^n - T_0^0\|_{C([0,T],H^{s+1})} \leq C_T C_2 \left( \|\kappa^{n+1} - \kappa^0\|_{C([0,T],H^{s+1})} + \|T_n^n - T_0^0\|_{C([0,T],H^{s+1})} + \varphi_2(T^0) \right) , \]  

(5.44)

where \( C_T \) is as defined in Lemma 5.3, \( C_2 \) is non-negative constant and \( \varphi_2(T^0) \) is a positive constant depending on \( T^0 \). Additionally \( C_2 \) and \( \varphi_2(T^0) \) are both independent of \( n \) and \( T \).

**Proof.** We rewrite the problem (5.32) in the form

\[
\begin{aligned}
\frac{\partial S_{n+1}^n}{\partial t} + \lambda S_{n+1}^n &= g_n(\kappa^{n+1}, T^n) - g_n(\kappa^0, T^0) + (g_n(\kappa^0, T^0) - \lambda T_0^0) \\
S_{n+1}^n(y, 0) &= 0 \quad \text{in } (0,h),
\end{aligned}
\]

where

\[ S_{n+1}^n(y, t) = T_{n+1}^n(y, t) - T_n^0(y) . \]

Then we proceed as in the proof of Lemma 4.5. □

Next, we show that for sufficiently small time interval \([0, \tau]\), the sequence \((\kappa^n - \kappa^0, T^n - T^0)\) we have already constructed is bounded independently of \( n \) by small bounds in the space \( C([0, \tau], H^{s+1}(0, h)) \times C([0, \tau], H^{s+1}(0, h)) \).

**Lemma 5.5** Let \( s \) be an integer \( \geq 0 \). For \( \tau \) sufficiently small, there exist constants \( K_3, K_4 \) independent of \( n \) and \( \tau \) such that

\[
\begin{aligned}
\|T^n - T^0\|_{C([0,T],H^{s+1})} &\leq K_3 C_T, \\
\|\kappa^n - \kappa^0\|_{C([0,T],H^{s+1})} &\leq K_4 C_T, \text{ for all } n \in \mathbb{N}.
\end{aligned}
\]  

(5.45)

Recall that \( C_T = \frac{1 - e^{-\lambda T}}{\lambda} \), see formula (5.42).

**Proof.** Combining the estimates (5.43) and (5.44) with (5.34), we obtain

\[ \|T_{n+1}^n - T_0^0\|_{C([0,T],H^{s+1})} \leq C_T C_3 \left( \|T^n - T^0\|_{C([0,T],H^{s+1})} + \varphi_3(T^0) \right) , \]  

(5.46)
5.4. Convergence of the scheme

where $C_3$ and $\varphi_3 \left( T^0 \right)$ are non-negative constants independent of $n$ and $t$.

Now, if we choose $\tau$ so that $C_T C_3 \leq c < 1$, then for $K_3 = \frac{C_3 \varphi_3 \left( T^0 \right)}{1-c}$ we have

$$C_T C_3 \left( K_3 C_T + \varphi_3 \left( T^0 \right) \right) \leq K_3 C_T.$$

Thus, by the principle of induction, we see that the sequence $T^n - T^0$ is bounded in the space $C \left( [0, \tau] ; H^{s+1} (0, h) \right)$ by $K_3 C_T$. Consequently, according to the formula (5.34), $\kappa^n - \kappa^0$ should be bounded in the same space by $K_3 C_1 C_T$. □

5.4 Convergence of the scheme

In the following, we will prove the convergence of the scheme we have constructed previously. Let $\left( \tilde{\kappa}^n, \tilde{T}^n \right)$ be the sequence obtained by subtracting the solution $(\kappa^{n-1}, T^{n-1})$ of the scheme at iteration $n - 1$ from that at iteration $n$

$$\left( \tilde{\kappa}^n, \tilde{T}^n \right) = \left( \kappa^n - \kappa^{n-1}, T^n - T^{n-1} \right).$$

Similarly, we define $\tilde{q}^n, \tilde{w}^n, \tilde{a}_{12}^n$ and $\tilde{b}_{12}^n$. Now, we subtract the problems (5.28)$_{n-1}$, (5.30)$_{n-1}$, (5.31)$_{n-1}$ and (5.32)$_{n-1}$ from the problems (5.28)$_n$, (5.30)$_n$, (5.31)$_n$ and (5.32)$_n$, respectively. The new sequences satisfy the following problems:

$$-\mu \tilde{\kappa}^{n+1} (y, t) + \tilde{q}^{n+1} (t) y + \tilde{w}^{n+1} (t) = g_{12} \left( \kappa^{n+1}, T^n \right) - g_{12} \left( \kappa^n, T^{n-1} \right)$$

$$\int_0^h \tilde{\kappa}^{n+1} (y, t) \, dy = 0, \quad \int_0^h y \tilde{\kappa}^{n+1} (y, t) \, dy = 0 \quad \text{in} \ (0, \tau) \times [0, \tau],$$

$$\frac{d}{dt} \tilde{a}_{12}^{n+1} (t) + \lambda \tilde{a}_{12}^{n+1} (t) = \tilde{q}^{n+1} (t) \quad t \in [0, \tau],$$

$$\tilde{a}_{12}^n (0) = 0,$$

$$\frac{d}{dt} \tilde{b}_{12}^{n+1} (t) + \lambda \tilde{b}_{12}^{n+1} (t) = \tilde{w}^{n+1} (t) \quad t \in [0, \tau],$$

$$\tilde{b}_{12}^n (0) = 0,$$  

$$\frac{\partial \tilde{T}_n^{n+1}}{\partial t} (y, t) + \lambda \tilde{T}_n^{n+1} (y, t) = g_n \left( \kappa^{n+1}, T^n \right) - g_n \left( \kappa^n, T^{n-1} \right)$$

$$\quad \text{in} \ (0, \tau) \times [0, \tau],$$

$$\tilde{T}_n^{n+1} (y, 0) = 0 \quad \text{in} \ (0, h).$$
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**Lemma 5.6** The sequences $\tilde{\kappa}^n, \tilde{q}^n, \tilde{w}^n$ defined above satisfy the following estimates:

\[
\left\| \tilde{q}^{n+1} \right\|_{C([0,T])} + \left\| \tilde{w}^{n+1} \right\|_{C([0,T])} \leq C_4 \left\| \tilde{\mathbf{T}}^n \right\|_{C([0,T],H^{s+1})},
\]

\[
\left\| \tilde{\kappa}^{n+1} \right\|_{C([0,T],H^{s+1})} \leq C_5 \left\| \tilde{\mathbf{T}}^n \right\|_{C([0,T],H^{s+1})},
\]

where $C_4$ and $C_5$ are non-negative constants independent of $n$ and $T$.

**Proof.** By the mean value theorem, the equation of problem (5.47) can be rewritten as

\[
-\tilde{\kappa}^{n+1} + \tilde{q}^{n+1} (t) y \xi_c + \tilde{w}^{n+1} (t) \xi_c = \xi_c D_T g_{12} (\kappa_c, T_c) \cdot \tilde{\mathbf{T}}^n,
\]

where

\[
\xi_c (y, t) = \frac{1}{\alpha + \frac{\partial g_{12}}{\partial \kappa} (\kappa_c (y, t), T_c (y, t))},
\]

with

\[
\left\| \kappa_c - \kappa^0 \right\|_{C([0,T],H^{s+1})} \leq K_4 C_T, \quad \left\| \mathbf{T}_c - \mathbf{T}^0 \right\|_{C([0,T],H^{s+1})} \leq K_3 C_T.
\]

Now, we integrate the equation (5.53) with respect to $y$ over $(0, h)$, and since $\int_0^h \tilde{\kappa}^{n+1} (y, t) \, dy = 0$, we obtain

\[
\tilde{q}^{n+1} (t) \int_0^h y \xi_c \, dy + \tilde{w}^{n+1} (t) \int_0^h \xi_c \, dy = \int_0^h \xi_c D_T g_{12} (\kappa_c, T_c) \cdot \tilde{\mathbf{T}}^n \, dy.
\]

Similarly, we multiply (5.53) by $y$ then integrate, thus yielding

\[
\tilde{q}^{n+1} (t) \int_0^h y^2 \xi_c \, dy + \tilde{w}^{n+1} (t) \int_0^h y \xi_c \, dy = \int_0^h y \xi_c D_T g_{12} (\kappa_c, T_c) \cdot \tilde{\mathbf{T}}^n \, dy.
\]

Since $g_{12}$ satisfies the condition (5.18), then if we proceed as in the proof of Lemma 5.1 when rewriting the Jacobian determinant as in formula (5.24), there exists a constant $a_3 > 0$ such that

\[
0 < -1 \left( \left( \int_0^h y \xi_c \, dy \right)^2 - \left( \int_0^h y^2 \xi_c \, dy \right) \left( \int_0^h \xi_c \, dy \right) \right) \leq a_3.
\]

Thus, from the system of equations (5.54) and (5.55), $(\tilde{q}^{n+1} (t), \tilde{w}^{n+1} (t))$ can be expressed in terms of $\tilde{\mathbf{T}}^n$ and satisfy the following estimates for some constant $C > 0$ independent of $n$ and $T$.

\[
\left\| \tilde{q}^{n+1} \right\|_{C([0,T])} \leq C \left\| \tilde{\mathbf{T}}^n \right\|_{C([0,T],H^{s+1})}, \quad \left\| \tilde{w}^{n+1} \right\|_{C([0,T])} \leq C \left\| \tilde{\mathbf{T}}^n \right\|_{C([0,T],H^{s+1})}.
\]
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Consequently, the estimate (5.52) can be easily obtained from (5.53).

Now, we apply the estimates obtained in Lemmas 5.3, 5.4 and 5.5 to the problems (5.48) (5.49) and (5.50) to deduce the following estimate:

$$\|\tilde{T}^{n+1}\|_{C([0,T],H^{s+1})} \leq C_T C_6 \|\tilde{T}^n\|_{C([0,T],H^{s+1})},$$

(5.56)

for some non-negative constant $C_6$ independent of $n$ and $T$. Recall that $C_T = \frac{1 - e^{-\lambda T}}{\lambda}$.

If $T$ is chosen sufficiently small so that $C_T C_6 < 1$, then from (5.52) and (5.56) we conclude that the sequence $(u^n, T^n)$ converges in the space

$$C([0, t], H^{s+1}) \times C([0, t], H^{s+1}).$$

As an immediate consequence of the above results, we have the following theorem.

**Theorem 5.7** Let $s$ be an integer $\geq 0$ and let $\tau > 0$ be chosen sufficiently small. If $T_0^n \in H^{s+1}(0, h)$, then the problem (5.6)-(5.10) has a unique solution

$$(u, T) \in C([0, t], H^{s+2}) \times C([0, t], H^{s+1}),$$

which can be obtained by the iterative scheme introduced previously.
In this chapter, we present some results of existence and uniqueness for three-dimensional flow with arbitrary initial data. The initial data $T_0$ and the body force $f$ that acting on the fluid are, respectively, functions in the spaces $H^{s+1}$ and $C_b([0, \tau]; H^{s+1}) \cap C^1([0, \tau]; H^s)$,
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$s \geq 1$, $T$ sufficiently small. The norms $\|T_0\|_{H^{s+1}}$, $\|f\|_{C_b([0,T];H^{s+1})}$ and $\|\frac{\partial f}{\partial t}\|_{C_b([0,T];H^s)}$ are not assumed to be small. The function $g$ is assumed to be of the form

$$g(V,T) = g_1(V,T) + g_2(T),$$

where $g_1(V,T)$ is linear with respect to both $V$ and $T$, i.e. bilinear, and satisfies the estimate

$$\|g_1(V,T)\|_{H^{s+1}} \leq C \|V\|_{H^{s+2}} \|T\|_{H^{s+1}}, \ C > 0, \ s \geq 1,$$

and $g_2(T)$ is quadratic functions of $T$, and satisfy the estimate

$$\|g_2(T)\|_{H^{s+1}} \leq C \|T\|_{H^{s+1}}^2, \ C > 0, \ s \geq 1.$$

6.1 Assumptions on the initial data $T_0$

Let $\mathbb{V}$ be the space of divergence free functions in $H^1_0(\Omega)^3$

$$\mathbb{V} = \{ V \in H^1_0(\Omega)^3; \text{div} \ V = 0 \}.$$

We define the real valued function $F$ in the space $H^1_0(\Omega)^3$ by

$$F(V) = \frac{\sum_{i,j=1}^3 \int_\Omega [g_1(V,T_0) - (V \cdot \nabla) T_0]_{ij} \frac{\partial V_{ij}}{\partial x_j} dx}{\|V\|_{L^2}^2} \text{ if } V \neq 0. \quad (6.1)$$

Let $\theta_m$ and $\theta_M$ be, respectively, the infimum and the supremum of $\mu + F$ over $\mathbb{V}/\{0\}$

$$\theta_m = \mu + \inf_{V \in \mathbb{V}/\{0\}} F(V), \ \theta_M = \mu + \sup_{V \in \mathbb{V}/\{0\}} F(V). \quad (6.2)$$

By the Poincaré inequality, the function $F$ is bounded. Hence, $\theta_m$ and $\theta_M$ are finite numbers. We will make the following assumption on the initial data $T_0$:

$$0 \notin [\theta_m, \theta_M] \text{ i.e. either } \theta_m > 0 \text{ or } \theta_M < 0. \quad (6.3)$$

A simple case where this assumption is satisfied, when $T_0$ is a constant function and the operator $-\mu \Delta V - \text{div} (g_1(V,T_0))$ is uniformly elliptic. Now, we will give a characterization of the assumption (6.3) for Johnson-Segalman model.
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6.1.1 Johnson-Segalman model with constant initial data $T_0$

The function $g_1$ for Johnson-Segalman model is

$$g_1(\nabla V, T) = \left(1 - \frac{\nu}{2}\right)(\nabla V)^T T - \frac{\nu}{2}(\nabla V)^T - \frac{1}{2}(1 - \frac{\nu}{2}) T (\nabla V)^T - \frac{\nu}{2} T (\nabla V).$$  \hspace{1cm} (6.4)

**Proposition 6.1** Let $\Lambda_{0i}, i = 1, 2, 3$ be the eigenvalues of the initial extra stress tensor $T_0$. Let $\alpha_m$ and $\alpha_M$ be defined by

$$\alpha_m = \mu + \min_{1 \leq i,j \leq 3} \left\{ -\frac{\nu}{2} \Lambda_{0i} + \left(1 - \frac{\nu}{2}\right) \Lambda_{0j} \right\},$$

$$\alpha_M = \mu + \max_{1 \leq i,j \leq 3} \left\{ -\frac{\nu}{2} \Lambda_{0i} + \left(1 - \frac{\nu}{2}\right) \Lambda_{0j} \right\}.$$

If $\alpha_m > 0$ or $\alpha_M < 0$, then the assumption (6.3) is satisfied.

We remark that only the case $\alpha_m > 0$ is physically relevant.

First, we show that

$$\int_{\Omega} (\text{div } [(\nabla V)^T T_0]) \cdot V d\mathbf{x} = 0,$$

$$\int_{\Omega} (\text{div } [T_0 (\nabla V)^T]) \cdot V d\mathbf{x} = 0.$$  \hspace{1cm} (6.5)

By applying the divergence theorem, we have

$$\int_{\Omega} (\text{div } [(\nabla V)^T T_0]) \cdot V d\mathbf{x} =$$

$$\int_{\partial \Omega} (V^T (\nabla V)^T T_0) \cdot n dS - \sum_{i,j=1}^{3} \int_{\Omega} [(\nabla V)^T T_0]_{ij} \frac{\partial V_i}{\partial x_j} d\mathbf{x},$$

where $n$ is the unit outward normal vector of the surface $\partial \Omega$ and $dS$ is the surface area element. Then, since $V = 0$ on $\partial \Omega$, we obtain

$$\int_{\Omega} (\text{div } [(\nabla V)^T T_0]) \cdot V d\mathbf{x} = - \sum_{i,j=1}^{3} \int_{\Omega} [(\nabla V)^T T_0]_{ij} \frac{\partial V_i}{\partial x_j} d\mathbf{x}$$

$$= \sum_{i,j,k=1}^{3} \int_{\Omega} \frac{\partial V_k}{\partial x_i} T_{0kij} \frac{\partial V_i}{\partial x_j} d\mathbf{x}.$$
For constant initial data $T_0$, we have
\[
\sum_{i,j,k=1}^{3} \int_{\Omega} \frac{\partial V_k}{\partial x_i} T_{0kj} \frac{\partial V_j}{\partial x_j} \, dx = \sum_{j,k=1}^{3} T_{0kj} \int_{\Omega} \sum_{i=1}^{3} \frac{\partial V_k}{\partial x_i} \frac{\partial V_i}{\partial x_j} \, dx = \sum_{j,k=1}^{3} T_{0kj} \int_{\Omega} (\nabla V_k) \cdot \frac{\partial V}{\partial x_j} \, dx.
\]

Again, by applying the divergence theorem
\[
\int_{\Omega} (\nabla V_k) \cdot \frac{\partial V}{\partial x_j} \, dx = \int_{\partial \Omega} V_k \frac{\partial V}{\partial x_j} \cdot ndS - \int_{\Omega} V_k \frac{\partial (\text{div} \, V)}{\partial x_j} \, dx.
\]

Since $\text{div} \, V = 0$ in $\Omega$ and $V = 0$ on $\partial \Omega$, then by combining the above equations we obtain
\[
\int_{\Omega} (\text{div} \, [(\nabla V)^T \, T_0]) \cdot V \, dx = 0.
\]

Similarly, we prove the second equality of the equation (6.5). Thus
\[
\int_{\Omega} [- \text{div} \, (g_1 (\nabla V, T_0))] \cdot V \, dx = \int_{\Omega} V_k \frac{\partial V}{\partial x_j} \cdot ndS - \int_{\Omega} V_k \frac{\partial (\text{div} \, V)}{\partial x_j} \, dx.
\]

By spectral decomposition, the symmetric tensor $T_0$ can be decomposed into
\[
T_0 = S_0 \Lambda_0 S_0^T.
\]

where $S_0$ is an orthogonal $3 \times 3$ matrix and $\Lambda_0$ is a $3 \times 3$ diagonal matrix formed from the eigenvalues of $T_0$.

Using the properties of the divergence and gradient operators, we easily show the following identities:
\[
(\text{div} \, [(\nabla V) \, T_0]) \cdot V = (\text{div} \, [(\nabla (S_0^T V))] \cdot (S_0^T V),
\]
\[
(\text{div} \, [T_0 (\nabla V)]) \cdot V = (\text{div} \, [\Lambda_0 (\nabla (S_0^T V))] \cdot (S_0^T V),
\]
\[
(\text{div} \, [\nabla V]) \cdot V = (\text{div} \, [(\nabla (S_0^T V))] \cdot (S_0^T V).
\]

Combining the identities (6.8), (6.9) and (6.10) with the equation (6.6), we obtain
\[
\int_{\Omega} [- \text{div} \, (g_1 (\nabla V, T_0))] \cdot V \, dx = \int_{\Omega} V_k \frac{\partial V}{\partial x_j} \cdot ndS - \int_{\Omega} V_k \frac{\partial (\text{div} \, V)}{\partial x_j} \, dx
\]
\[
- \int_{\Omega} \left( (\text{div} \, [-\frac{\nu}{2} \Lambda_0 (\nabla W) + (1 - \frac{\nu}{2}) (\nabla W) \, T_0]) \right) \cdot W \, dx.
\]
6.1. Assumptions on the initial data $T_0$

where

$$W = S_0^T V.$$  

(6.12)

Since $V = 0$ on $\partial \Omega$, so is $W$. Then by applying the divergence theorem

$$- \int_\Omega \left( \nabla \left( -\frac{\nu}{2} \Lambda_0 (\nabla V) \right) \right) \cdot W \, dx = \sum_{i,j=1}^3 \int_\Omega \left( -\frac{\nu}{2} \Lambda_0 \right)_{ij} \frac{\partial W_i}{\partial x_j} \, dx$$

$$= \sum_{i,j,k=1}^3 \int_\Omega \left( -\frac{\nu}{2} \Lambda_0 \right)_{ik} \frac{\partial W_i}{\partial x_j} \frac{\partial W_k}{\partial x_j} \, dx,$$

which can be rewritten as

$$- \int_\Omega \left( \nabla \left( -\frac{\nu}{2} \Lambda_0 (\nabla W) \right) \right) \cdot W \, dx = \sum_{i=1}^3 \int_\Omega \left( \nabla W_i \right)^T \left( -\frac{\nu}{2} \Lambda_0 \right) (\nabla W_i) \, dx. \quad (6.13)$$

Similarly we obtain

$$- \int_\Omega \left( \nabla \left[ (\nabla W) T_0 \right] \right) \cdot W \, dx = \sum_{i=1}^3 \int_\Omega \left( \nabla W_i \right)^T T_0 (\nabla W_i) \, dx. \quad (6.14)$$

Combining the two formulas above, the equation (6.11) becomes

$$\int_\Omega \left[ - \nabla \left( g_1 (\nabla V, T_0) \right) \right] \cdot V \, dx =$$

$$\sum_{i=1}^3 \int_\Omega \left( \nabla W_i \right)^T \left[ -\frac{\nu}{2} \Lambda_0 I + \left( 1 - \frac{\nu}{2} \right) T_0 \right] (\nabla W_i) \, dx,$$

(6.15)

where $I$ is the $3 \times 3$ identity matrix. Again, using spectral decomposition $T_0 = S_0 \Lambda_0 S_0^T$, we see that

$$\sum_{i=1}^3 \left( S_0^T \nabla W_i \right)^T \left[ -\frac{\nu}{2} \Lambda_0 I + \left( 1 - \frac{\nu}{2} \right) T_0 \right] (S_0^T \nabla W_i) =$$

$$\sum_{i=1}^3 \left( S_0^T \nabla W_i \right)^T \left[ -\frac{\nu}{2} \Lambda_0 I + \left( 1 - \frac{\nu}{2} \right) \Lambda_0 \right] (S_0^T \nabla W_i).$$

Since $(S_0^T \nabla W_i)_j = (S_0^T (\nabla V) S_0)_{ij}$, the formula (6.15) can be rewritten as

$$\int_\Omega \left[ - \nabla \left( g_1 (\nabla V, T_0) \right) \right] \cdot V \, dx = \sum_{i,j=1}^3 \left[ -\frac{\nu}{2} \Lambda_0 + \left( 1 - \frac{\nu}{2} \right) \Lambda_0 \right] \int_\Omega (U_{ij})^2 \, dx,$$

(6.16)

where

$$U = S_0^T (\nabla V) S_0.$$
Applying the divergence theorem to left-hand side of the formula (6.16) and since \( \| \nabla V \|_{L^2} = \| U \|_{L^2} \), the functional \( F \) defined on (6.1) can be given simply by the following expression:

\[
F(V) = \frac{\sum_{i,j=1}^{3} \left[ -\frac{\nu}{2} \Lambda_{0i} + (1 - \frac{\nu}{2}) \Lambda_{0j} \right] \int_{\Omega} (U_{ij})^2 \, dx}{\| U \|_{L^2}^2}.
\]

Therefore, if \( \alpha_m > 0 \) or \( \alpha_M < 0 \), then the assumption (6.3) is satisfied, and this completes the proof of Proposition (6.1).

**Upper Convected Maxwell model (UCM)**

The function \( g_1 \) for UCM model is \((\nu = 0)\)

\[
g_1(\nabla V, T) = (\nabla V) T + T (\nabla V)^T.
\]

For UCM model the assumption (6.3) is satisfied if either \( \mu + \min_{1 \leq i \leq 3} \{ \Lambda_{0i} \} > 0 \) or \( \mu + \max_{1 \leq i \leq 3} \{ \Lambda_{0i} \} < 0 \).

**Lower Convected Maxwell model (LCM)**

The function \( g_1 \) for LCM model is \((\nu = 2)\)

\[
g_1(\nabla V, T) = - (\nabla V)^T T - T (\nabla V).
\]

For LCM model the assumption (6.3) is satisfied if either \( \mu - \max_{1 \leq i \leq 3} \{ \Lambda_{0i} \} > 0 \) or \( \mu - \min_{1 \leq i \leq 3} \{ \Lambda_{0i} \} < 0 \).

### 6.2 ’Modified’ Stokes problem

We consider the following ’modified’ Stokes problem:

\[
-\mu \Delta V - \text{div} \left( g_1(\nabla V, T_0) \right) + \text{div} \left( (V \cdot \nabla) T_0 \right) + \nabla q = f \quad \text{in } \Omega, \tag{6.17}
\]

\[
\text{div} \, V = 0 \quad \text{in } \Omega, \tag{6.18}
\]

\[
V = 0 \quad \text{on } \partial \Omega. \tag{6.19}
\]
Proposition 6.2 If the assumption (6.3) is satisfied, then for \( f \in H^s(\Omega) \), \( s \geq 1 \), the problem (6.17)-(6.19) has a unique solution \((V, q)\) in the space
\[
(\nabla \cap H^{s+2}(\Omega))^3 \times (L^2_0(\Omega) \cap H^{s+1}(\Omega))
\]
and this solution satisfies the estimate
\[
\|V\|_{H^{s+2}} + \|q\|_{H^{s+1}} \leq C \|f\|_{H^s}, \quad C > 0.
\]

Proof. Under the assumption (6.3), the bilinear mapping that represents the variational formulation of the problem (6.17)-(6.19) satisfies the coercivity condition of Lax-Milgram lemma. The rest of the proof is similar to that of Stokes problem. For example, see [32, Chapter 1, Section 2]. □

6.3 Problem reformulation

We use the method introduced by Renardy in [26] to split the problem (1.12)-(1.16) into three subproblems. First, we define
\[
\left( \tilde{T}, \tilde{p}, \tilde{f} \right) = \left( T - T_0, p - p_0, f - f_0 \right),
\]
where \( f_0 \) and \( p_0 \) denote respectively the values of \( f \) and \( p \) at \( t = 0 \). With the new functions \( \tilde{T}, \tilde{p} \) and \( \tilde{f} \) introduced above, the equations (1.12), (1.15) and (1.16) become
\[
\text{div} \tilde{T} - \nabla \tilde{p} = \tilde{f} \quad \text{in } \Omega \times [0, \tau],
\]
\[
\frac{\partial \tilde{T}}{\partial t} + (V \cdot \nabla) \tilde{T} + \lambda \tilde{T} = \mu (\nabla V + (\nabla V)^T) - (V \cdot \nabla) T_0 - \lambda T_0
+ g \left( \nabla V, \tilde{T} + T_0 \right) \quad \text{in } \Omega \times [0, \tau],
\]
\[
\tilde{T}(\cdot, 0) = 0 \quad \text{in } \Omega.
\]

Next, by applying the divergence operator to both sides of the equation (6.23), we obtain
\[
\frac{\partial}{\partial t} \text{div} \tilde{T} + (V \cdot \nabla) \text{div} \tilde{T} + \sum_{j=1}^3 \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) \tilde{T}_{ij} + \lambda \text{div} \tilde{T} = -\lambda \text{div} T_0
+ \mu (\Delta V + \nabla (\text{div} V)) - \text{div} ((V \cdot \nabla) T_0) + \text{div} \left( g \left( \nabla V, \tilde{T} + T_0 \right) \right).
\]
We use the equations (6.22) and (1.13) to replace \( \text{div} \mathbf{T} \) and \( \text{div} V \), respectively, by \( \nabla \tilde{p} + \tilde{f} \) and 0. In the equation obtained, we substitute \((V \cdot \nabla) \nabla \tilde{p}\) using the identity
\[
(V \cdot \nabla) \nabla \tilde{p} = \nabla ((V \cdot \nabla) \tilde{p}) - (\nabla V)^T \nabla \tilde{p}.
\]
Thus, the equation (6.25) becomes
\[
\begin{align*}
-\mu \Delta V & - \text{div} (g_1 (\nabla V, T_0)) + \text{div} ((V \cdot \nabla) T_0) + \nabla q \\
& = (\nabla V)^T \nabla \tilde{p} - \sum_{j=1}^{3} \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) \mathbf{T}_{ij} - (V \cdot \nabla) \tilde{f} - \left( \frac{\partial}{\partial t} \tilde{f} + \lambda \tilde{f} \right) \\
& - \lambda \text{div} T_0 + \text{div} \left[ g_1 \left( \nabla V, \mathbf{T} \right) + g_2 \left( \mathbf{T} + T_0 \right) \right],
\end{align*}
\]
where
\[
q = \frac{\partial}{\partial t} \tilde{p} + (V \cdot \nabla) \tilde{p} + \lambda \tilde{p}.
\]
If the assumption (6.3) holds, then by Proposition 6.2 there exists a unique \((V^0, q^0) \in (\nabla \cap H^{s+2} (\Omega)^3) \times (L^2_0 (\Omega) \cap H^{s+1} (\Omega))\), satisfying the following equation:
\[
\begin{align*}
-\mu \Delta V^0 & - \text{div} (g_1 (\nabla V^0, T_0)) + \text{div} ((V^0 \cdot \nabla) T_0) + \nabla q^0 \\
& = - \left( \frac{\partial}{\partial t} \tilde{f} + \lambda \tilde{f} \right) - \lambda \text{div} T_0 + \text{div} (g_2 (T_0)).
\end{align*}
\]
Now, we define \((\tilde{V}, \tilde{q}) \equiv (V - V^0, q - q^0)\). Subtracting the equation (6.28) from (6.26), we see that \(\tilde{V}\) and \(\tilde{q}\) satisfy
\[
\begin{align*}
-\mu \Delta \tilde{V} & - \text{div} \left( g_1 \left( \nabla \tilde{V}, T_0 \right) \right) + \text{div} \left( \left( \tilde{V} \cdot \nabla \right) T_0 \right) + \nabla \tilde{q} = (\nabla V)^T \nabla \tilde{p} - (V \cdot \nabla) \tilde{f} \\
& - \sum_{j=1}^{3} \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) \mathbf{T}_{ij} + \text{div} \left( g_1 \left( \nabla V, \mathbf{T} \right) \right) + \text{div} \left[ g_2 \left( \mathbf{T} + T_0 \right) - g_2 \left( T_0 \right) \right].
\end{align*}
\]
The problem (1.12)-(1.16) can be reformulated as follows: Find a vector field \(\tilde{V}\), a tensor \(\mathbf{T}\) and two scalar functions \(\tilde{p}\) and \(\tilde{q}\) satisfying the following subproblems:
\[
\begin{align*}
\frac{\partial \tilde{p}}{\partial t} + (V \cdot \nabla) \tilde{p} + \lambda \tilde{p} = \tilde{q} + q^0 & \quad \text{in } \Omega \times [0, T], \\
\tilde{p}(\cdot, 0) = 0 & \quad \text{in } \Omega.
\end{align*}
\]
6.3. Problem reformulation

\[
\begin{aligned}
\text{Equation (6.29),} \\
\operatorname{div} \tilde{V} = 0 \quad &\text{in } \Omega \times [0, \tau], \\
\tilde{V} = 0 \quad &\text{on } \partial \Omega \times [0, \tau], \\
V = \tilde{V} + V^0. \\
\end{aligned}
\]

(6.31)

\[
\begin{aligned}
\text{Equation (6.23),} \\
\tilde{T}(\cdot, 0) = 0 \quad &\text{in } \Omega. \\
\end{aligned}
\]

(6.32)

6.3.1 Reduction to iterative subproblems

As in the last two chapters, we transform our problem to iterative linear subproblems. Then, we construct a sequence of solutions for those iterative subproblems, converging to a solution for our original problem.

At \( t = 0 \) the value of all the quantities \( \tilde{T}, \tilde{V}, \tilde{p} \) and \( \tilde{q} \) is zero. So, it is obvious to initialize the scheme by choosing

\[
\tilde{T}^0 = 0, \tilde{V}^0 = 0, \tilde{p}^0 = 0, \tilde{q}^0 = 0.
\]

In subsequent iterations, we solve successively the following 'modified' Stokes problem for \( \tilde{V}^{n+1} \) and \( \tilde{q}^{n+1} \):

\[
\begin{aligned}
-\mu \Delta \tilde{V}^{n+1} &- \operatorname{div} \left( g_1 \left( \nabla \tilde{V}^{n+1}, \mathbf{T}_0 \right) \right) + \operatorname{div} \left( \left( \tilde{V}^{n+1} \cdot \nabla \right) \mathbf{T}_0 \right) + \nabla \tilde{q}^{n+1} \\
&= \left( \nabla V^n \right)^T \left( \operatorname{div} \tilde{T}^n - \tilde{f} \right) - \left( V^n \cdot \nabla \right) \tilde{f} - \sum_{j=1}^{3} \left( \frac{\partial V^n}{\partial x_j} \cdot \nabla \right) \tilde{T}_{ij} \\
&+ \operatorname{div} \left[ g_1 \left( \nabla V^n, \tilde{T}^n \right) + g_2 \left( \tilde{T}^n + \mathbf{T}_0 \right) - g_2 \left( \mathbf{T}_0 \right) \right] \quad \text{in } \Omega \times [0, \tau],
\end{aligned}
\]

(6.33)

\[
\begin{aligned}
\operatorname{div} \tilde{V}^{n+1} = 0 &\quad \text{in } \Omega \times [0, \tau], \\
\tilde{V}^{n+1} = 0 &\quad \text{on } \partial \Omega \times [0, \tau], \\
V^n = \tilde{V}^n + V^0.
\end{aligned}
\]
Also, we solve two evolution problems, one for $\tilde{T}^{n+1}$

\[
\frac{\partial \tilde{T}^{n+1}}{\partial t} + (V^{n+1} \cdot \nabla) \tilde{T}^{n+1} + \lambda \tilde{T}^{n+1} = \mu (\nabla V^{n+1} + (\nabla V^{n+1})^T) - \lambda T_0 - (V^{n+1} \cdot \nabla) T_0 + g_1 (\nabla V^{n+1}, \tilde{T}^n + T_0) + g_2 (\tilde{T}^n + T_0) \text{ in } \Omega \times [0, T],
\]

\[
V^{n+1} = \tilde{V}^{n+1} + V^0,
\]

\[
\tilde{T}^{n+1} (\cdot, 0) = 0 \quad \text{in } \Omega.
\]

and another one for $\tilde{p}^{n+1}$

\[
\frac{\partial \tilde{p}^{n+1}}{\partial t} + \left( \left( \tilde{V}^n + V^0 \right) \cdot \nabla \right) \tilde{p}^{n+1} + \lambda \tilde{p}^{n+1} = \tilde{q}^{n+1} + q^0 \quad \text{in } \Omega \times [0, T],
\]

\[
\tilde{p}^{n+1} (\cdot, 0) = 0 \quad \text{in } \Omega.
\]

6.4 Construction of the solution

In this section, we show that the problem (1.12)-(1.16) has a unique local solution in time which can be constructed from the iterative scheme (6.33)-(6.35).

6.4.1 Existence

In the following three lemmas, we present results of existence and uniqueness for the iterative subproblems (6.33)-(6.35). We also give some estimates that will be useful in the proof of convergence.

Lemma 6.3 If $\tilde{f}, \tilde{T}^n \in C_b (0, t; H^{s+1} (\Omega))$ and $\tilde{V}^n \in C_b (0, t; H^{s+2} (\Omega))$, then the problem (6.33) has a unique solution

\[
\left( \tilde{V}^{n+1}, \tilde{q}^{n+1} \right) \in C_b \left( 0, t; H^{s+2} (\Omega) \right) \times C_b \left( 0, t; H^{s+1} (\Omega) \cap L^2_0 (\Omega) \right).
\]

Moreover, for small time interval $[0, T]$, there exist $\varepsilon_1, \varepsilon_2 > 0$ such that the following estimate holds if $\| V^n \|_{C_b (0, T; H^{s+2})} \leq \varepsilon_1$ and $\| \tilde{T}^n \|_{C_b (0, T; H^{s+1})} \leq \varepsilon_2$:

\[
\| \tilde{V}^{n+1} \|_{C_b (0, T; H^{s+2})} + \| \tilde{q}^{n+1} \|_{C_b (0, T; H^{s+1})} \leq C_1 \left( \| \tilde{f} \|_{C_b (0, T; H^{s+1})} + \| \tilde{T}^n \|_{C_b (0, T; H^{s+1})} \right),
\]

(6.36)
where $C_1$ is a non-negative constant independent of $n$.

The proof of this lemma is an application of Proposition 6.2.

**Lemma 6.4** Assume that $\tilde{T}^n \in C_b(0, T; H^{s+1}(\Omega))$ and $\tilde{V}^{n+1} \in C_b(0, T; H^{s+2}(\Omega))$ with $\text{div} \tilde{V}^{n+1}(t) = 0$ in $\Omega$, $\tilde{V}^{n+1}(t) = 0$ on $\partial\Omega$ and $\|\tilde{V}^{n+1}\|_{C_b(0, T; H^{s+2})} \leq \varepsilon_1$, $\varepsilon_1 > 0$. Then there exists a unique solution $\tilde{T}^{n+1} \in C_b(0, T; H^{s+1}(\Omega))$ of the problem (6.34). Furthermore, for small time interval $[0, \tau]$, there exists a constant $\varepsilon_2 > 0$ such that the following estimate holds whenever $\|\tilde{T}^n\|_{C_b(0, T; H^{s+1})} \leq \varepsilon_2$:

$$\|\tilde{T}^{n+1}\|_{C_b(0, T; H^{s+1})} \leq T \left( C_2 \|\tilde{V}^{n+1}\|_{C_b(0, T; H^{s+2})} + C_3 \right),$$

(6.37)

where $C_2$ and $C_3$ are non-negative constants independent of $n$.

**Lemma 6.5** Assume that $\tilde{q}^{n+1} \in C_b(0, T; H^{s+1}(\Omega))$ and $\tilde{V}^n \in C_b(0, T; H^{s+2}(\Omega))$ with $\text{div} \tilde{V}^n = 0$ in $\Omega \times [0, \tau]$, $\tilde{V}^n = 0$ on $\partial\Omega \times [0, \tau]$ and $\|\tilde{V}^n\|_{C_b(0, T; H^{s+2})} \leq \varepsilon_1$ for $\varepsilon_1 > 0$. Then there exists a unique $\tilde{p}^{n+1} \in C_b(0, T; H^{s+1}(\Omega))$, satisfying the problem (6.35). Furthermore, the following estimate holds:

$$\|\tilde{p}^{n+1}\|_{C_b(0, T; H^{s+1})} \leq T \left( C_4 \|\tilde{q}^{n+1}\|_{C_b(0, T; H^{s+2})} + C_5 \right).$$

(6.38)

The constants $C_4, C_5 > 0$ are independent of $n$.

The proofs of Lemmas 6.4 and 6.5 are similar to those in the small initial data case.

In the following lemma we will show that for small time interval $[0, \tau]$ the sequences $\tilde{V}^n, \tilde{q}^n, \tilde{p}^n$ and $\tilde{T}^n$ are bounded independently of $n$ by small bounds.

**Lemma 6.6** For a sufficiently small time interval $[0, \tau]$, there exists $\varepsilon$ small and $> 0$ such that the sequences $\tilde{V}^n, \tilde{q}^n, \tilde{p}^n$ and $\tilde{T}^n$ are bounded independently of $n$ by $\varepsilon$, respectively, in the spaces

$$C_b(0, \tau; H^{s+2}(\Omega)), C_b(0, \tau; H^{s+1}(\Omega)), C_b(0, \tau; H^{s+1}(\Omega)) \text{ and } C_b(0, \tau; H^{s+1}(\Omega)).$$
6.4. Construction of the solution

**Proof.** Combining the estimates (6.36) and (6.37), we see that

\[
\| \tilde{V}^{n+1} \|_{C_b(0,T;H^{s+2})} \leq \tau C_1 C_2 \| \tilde{V}^n \|_{C_b(0,T;H^{s+2})} + C_1 \| \tilde{f} \|_{C_b(0,T;H^{s+1})} + \tau C_1 C_3.
\]  

(6.39)

Since \( \tilde{f} \) is assumed to be continuous and \( \tilde{f}(0) = 0 \), then \( \| \tilde{f} \|_{C_b(0,T;H^{s+1})} \) can be chosen small for \( \tau \) small. Hence, for \( \tau \) sufficiently small, there exists \( \varepsilon > 0 \) so that

\[
C_1 \| \tilde{f} \|_{C_b(0,T;H^{s+1})} + \tau C_1 C_3 \leq \frac{\varepsilon}{2} \text{ and } \tau C_1 C_2 \leq \frac{1}{2}.
\]

The estimate (6.39) becomes

\[
\| \tilde{V}^{n+1} \|_{C_b(0,T;H^{s+2})} \leq \frac{1}{2} \| \tilde{V}^n \|_{C_b(0,T;H^{s+2})} + \frac{\varepsilon}{2}.
\]

Thus, by the principle of induction, we see that \( \| \tilde{V}^n \|_{C_b(0,T;H^{s+2})} \leq \varepsilon \) for all \( n \in \mathbb{N} \). Again, by combining the estimates (6.36), (6.37) and (6.38) we show that the other three sequences are bounded by \( \varepsilon \). ■

6.4.2 Convergence

In this subsection, we prove that the sequences constructed above are convergent to a solution of the problem (1.12)-(1.16), and that this solution is unique.

Let us define the difference between two successive iterations by

\[
\left( \tilde{V}^n, \tilde{q}^n, \tilde{p}^n, \tilde{T}^n \right) = \left( \tilde{V}^n - \tilde{V}^{n-1}, \tilde{q}^n - \tilde{q}^{n-1}, \tilde{p}^n - \tilde{p}^{n-1}, \tilde{T}^n - \tilde{T}^{n-1} \right).
\]

We subtract the equations of the problems (6.33), (6.34) and (6.35) at iteration \( n \) from those at iteration \( n + 1 \). We see that the new sequences \( \tilde{V}^n, \tilde{q}^n, \tilde{p}^n \) and \( \tilde{T}^n \) satisfy the following problems:
$$-\mu \Delta \tilde{V}^{n+1} - \text{div} \left( g_1 \left( \nabla \tilde{V}^{n+1}, T_0 \right) \right) + \text{div} \left( \left( \tilde{V}^{n+1} \cdot \nabla \right) T_0 \right) + \nabla \tilde{q}^{n+1} = \left( \nabla \tilde{V}^{n} \right)^T \left( \text{div} \tilde{T}^n - \tilde{f} \right) + \left( \nabla \left( \tilde{V}^{n-1} + V^0 \right) \right)^T \text{div} \tilde{T}^{n-1} - \left( \tilde{V}^{n} \cdot \nabla \right) \tilde{f}$$

$$- \sum_{j=1}^{3} \left[ \left( \frac{\partial (\tilde{V}^{n+V^0})}{\partial x_j} \nabla \right) \tilde{T}^n_{ij} + \frac{\partial \tilde{V}^n}{\partial x_j} \cdot \nabla \right] \tilde{T}^{n-1}_{ij}$$

$$+ \text{div} \left[ g_1 \left( \nabla \tilde{V}^{n}, \tilde{T}^n \right) + g_1 \left( \nabla \left( \tilde{V}^{n-1} + V^0 \right), \tilde{T}^n \right) \right]$$

$$+ \text{div} \left[ g_2 \left( \tilde{T}^n + T_0 \right) - g_2 \left( \tilde{T}^{n-1} + T_0 \right) \right] \text{ in } \Omega \times [0,t],$$

$$\text{div} \tilde{V}^{n+1} = 0 \text{ in } \Omega \times [0,t],$$

$$\tilde{V}^{n+1} = 0 \text{ on } \partial \Omega \times [0,t].$$

$$\frac{\partial \tilde{T}^{n+1}}{\partial t} + \left( \left( \tilde{V}^{n+1} + V^0 \right) \cdot \nabla \right) \tilde{T}^{n+1} + \lambda \tilde{T}^{n+1} = \mu \left( \nabla \tilde{V}^{n+1} + \left( \nabla \tilde{V}^{n+1} \right)^T \right) - \left( \tilde{V}^{n+1} \cdot \nabla \right) (\tilde{T}^{n} + T_0)$$

$$+ g_1 \left( \nabla \tilde{V}^{n+1}, \tilde{T}^{n} + T_0 \right) + g_2 \left( \nabla \left( \tilde{V}^{n+1} + V^0 \right), \tilde{T}^{n} \right)$$

$$+ g_2 \left( \tilde{T}^{n} + T_0 \right) - g_2 \left( \tilde{T}^{n-1} + T_0 \right) \text{ in } \Omega \times [0,t],$$

$$\tilde{T}^{n+1} (\cdot, 0) = 0 \text{ in } \Omega.$$

$$\frac{\partial \tilde{p}^{n+1}}{\partial t} + \left( \left( \tilde{V}^{n+1} + V^0 \right) \cdot \nabla \right) \tilde{p}^{n+1} + \lambda \tilde{p}^{n+1} = \tilde{q}^{n+1} - \left( \tilde{V}^{n} \cdot \nabla \right) \tilde{p}^{n+1} \text{ in } \Omega \times [0,t],$$

$$\tilde{p}^{n+1} (\cdot, 0) = 0 \text{ in } \Omega.$$
In combining these estimates, we see that all the sequences

\[ p^n \in C_b([0,T;H^s]) \]

\[ q^n \in C_b([0,T;H^s]) \]

\[ V^n \in C_b([0,T;H^{s+1}]) \]

converge to zero. Then by the same argument as in Subsection 4.3.2, the sequences \( \tilde{V}^n, \tilde{q}^n, \tilde{p}^n \) and \( \tilde{T}^n \) converge to a solution of the problems (6.30), (6.31) and (6.32) in the space

\[ C_b([0,T;H^{s+2}]) \times C_b([0,T;H^{s+1}]) \times C_b([0,T;H^{s+1}]) \times C_b([0,T;H^{s+1}]) \]

We prove the uniqueness in the same manner.

As a consequence of the above results we have the following theorem.

**Theorem 6.7** Under the assumptions given in the beginning of this chapter and Section 6.1 with the condition that \( \text{div } (T_0 - f) \) is a gradient, there exists a unique local solution in time \((V,p,T)\) for the problem (1.12)-(1.16) in the following space:

\[ C_b([0,T;H^{s+2}]) \times C_b([0,T;H^{s+1}]) \times C_b([0,T;H^{s+1}]) \]
In this chapter, we present well-posedness results for an unsteady flow problem of a quasistatic viscoelastic Maxwell fluid of White-Metzner type, in three-dimensional geometry, locally and globally in time, with small initial data.

Recall that White-Metzner models are described by the following constitutive equation, see Subsection 1.3.2:

\[
\frac{\partial T}{\partial t} + (V \cdot \nabla) T + \lambda (II_{Dv}) T = \mu (II_D) (\nabla V + (\nabla V)^T) + g(\nabla V, T),
\]
7. Models of White-Metzner type in 3D flow with sufficiently small initial data

where, the scalar quantities $\lambda$ and $\mu$ depend on

$$II_{D_V} \equiv \frac{1}{2} \left| \frac{1}{2} (\nabla V + (\nabla V)^T) \right|^2.$$  

The function $(M, N) \mapsto g(M, N)$ is of class $C^4$ on $\mathbb{R}^{3\times3} \times \mathbb{R}^{3\times3}$ with $g$ and its gradient with respect to $(M, N)$ vanish at $(0, 0)$. In this case the function $g$ satisfies the estimate

$$\|g(\nabla V, T)\|_{H^2} \leq L \left( \|V\|_{H^3}^2 + \|T\|_{H^2}^2 \right),$$  \hspace{1cm} (7.1)

for all $(V, T)$ in $H^3(\Omega) \times H^2(\Omega)$ with $\|V\|_{H^3}, \|T\|_{H^2} \leq c$. The constant $L = L(c) > 0$.

The equations describing the flow problem for White-Metzner type models are:

$$\text{div} \ T - \nabla p = f \quad \text{in} \ \Omega \times [0, \tau], \ \tau \in (0, \infty),$$  \hspace{1cm} (7.2)

$$\text{div} \ V = 0 \quad \text{in} \ \Omega \times [0, \tau),$$  \hspace{1cm} (7.3)

$$V = 0 \quad \text{on} \ \partial \Omega \times [0, \tau),$$  \hspace{1cm} (7.4)

$$\frac{\partial T}{\partial t} + (V \cdot \nabla) T + \lambda (II_{D_V}) T = \mu (II_{D_V}) (\nabla V + (\nabla V)^T) + g(\nabla V, T) \quad \text{in} \ \Omega \times [0, \tau),$$  \hspace{1cm} (7.5)

$$T(\cdot, 0) = T_0 \quad \text{in} \ \Omega,$$  \hspace{1cm} (7.6)

with the constraint condition

$$\text{curl} \ (\text{div} \ (T_0) - f(\cdot, 0)) = 0.$$  \hspace{1cm} (7.7)

The initial data $T_0$ and the body force $f$ that acting on the fluid are, respectively, functions in the spaces $H^2(\Omega)$ and $C_b([0, \tau); H^2(\Omega)) \cap C^1([0, \tau); H^1(\Omega))$, and satisfy the estimate

$$\|T_0\|_{H^{s+1}} + \|f\|_{C_b([0, \tau); H^{s+1})} + \|\frac{\partial}{\partial t} f\|_{C_b([0, \tau); H^s)} \leq \varepsilon,$$  \hspace{1cm} (7.8)

for some $\varepsilon > 0$ and sufficiently small.

The main result is the following theorem.

**Theorem 7.1** Let $\tau \in (0, \infty]$. Under the assumptions that will be imposed on $\mu$ and $\lambda$ in Section 7.2 (see page 81), the problem (7.2)-(7.6) will have a unique solution

$$(T, V, p) \in C_b([0, \tau); H^2(\Omega)) \times C_b([0, \tau); H^3(\Omega)) \times C_b([0, \tau); H^2(\Omega) \cap L_0^2(\Omega)).$$
7.1 Problem reformulation

By applying the divergence operator to both sides of the equation (7.5), we obtain

\[
\frac{\partial}{\partial t} \text{div} T + (V \cdot \nabla) \text{div} T + \sum_{j=1}^{3} \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) T_{ij} + \text{div} (\lambda (II_{D_V}) T) \\
= \text{div} \left[ \mu (II_{D_V}) \left( \nabla V + (\nabla V)^T \right) \right] + \text{div} (g (\nabla V, T)).
\] (7.9)

We use the equation (7.2) to replace \(\text{div} T\) by \(\nabla p + f\). In the equation obtained, we substitute \((V \cdot \nabla) \nabla p\) using the identity

\[(V \cdot \nabla) \nabla p = \nabla ((V \cdot \nabla) p) - (\nabla V)^T \nabla p.\]

Thus, the equation (7.9) becomes

\[- \text{div} \left[ \mu (II_{D_V}) \left( \nabla V + (\nabla V)^T \right) \right] + \nabla q = -\lambda (0) f - \frac{\partial}{\partial t} f - (V \cdot \nabla) f \\
+ (\nabla V)^T \nabla p - \sum_{j=1}^{3} \left( \frac{\partial V}{\partial x_j} \cdot \nabla \right) T_{ij} + \text{div} [g (\nabla V, T) - (\lambda (II_{D_V}) - \lambda (0)) T],
\] (7.10)

where

\[q = \frac{\partial}{\partial t} p + (V \cdot \nabla) p + \lambda (0) p.\] (7.11)

Note that \(\mu\) and \(\lambda\) are real valued functions defined on \([0, \infty)\). For simplicity in writing the equations, we will use the following notations:

\[
\begin{align*}
\mu_V := \mu (II_{D_V}) - \mu (0), & \quad \mu_0 := \mu (0), \\
\lambda_V := \lambda (II_{D_V}) - \lambda (0), & \quad \lambda_0 := \lambda (0).
\end{align*}
\] (7.12)

The problem (7.2)-(7.6) can be reformulated as follows: Find a vector field \(V\), a tensor \(T\), and two scalar functions \(q\) and \(p\) satisfying the following subproblems:

\[
\begin{align*}
\frac{\partial p}{\partial t} + (V \cdot \nabla) p + \lambda_0 p &= q \quad \text{in } \Omega \times [0, T), \\
p (\cdot, 0) &= p_0 \quad \text{in } \Omega,
\end{align*}
\] (7.13)
7.2 Assumptions on $\mu$ and $\lambda$

Here we assume that the real valued functions $\mu$ and $\lambda$ are $C^3([0, \infty))$, but analogous results can be obtained for the singular shear-thickening case where $\mu$ and $\lambda$ are $C^3(0, \infty)$ and satisfy the following conditions:

$$
|\mu(u) - \mu(0)| \leq c_1 u^{\frac{r-2}{2}}, \quad r > 2, \quad c_1 > 0, \quad \text{for all } u \geq 0, \quad (7.16)
$$

$$
|\lambda(u) - \lambda(0)| \leq c_2 u^{\frac{\omega-2}{2}}, \quad \omega > 2, \quad c_2 > 0, \quad \text{for all } u \geq 0, \quad (7.17)
$$

Note that the fluid is called shear-thinning when $1 < r < 2$ [6].

For a class of viscoelastic fluids, the functions $\lambda(\Pi_{D_v})$ and $\mu(\Pi_{D_v})$ are given by the following equations, see Subsection 1.3.2:

$$
\begin{align*}
\lambda(\Pi_{D_v}) & = \lambda_0 (1 + a \Pi_{D_v})^\beta, \\
\mu(\Pi_{D_v}) & = \mu_0 \left[ (1 + a \Pi_{D_v})^{\beta-a} + b \Pi_{D_v} (1 + a \Pi_{D_v})^{-\beta-a} \right],
\end{align*}
$$

(7.18)

where $\lambda_0$, $\mu_0$, $a$, $b$, $\alpha$ and $\beta$ are constants characterizing the fluid.
Proposition 7.2 Let \( \mu \) and \( \lambda \) be in \( C^3 ([0, \infty)) \). The functions \( \mu_V \) and \( \lambda_V \) defined on (7.12) map continuously \( H^3(\Omega) \) into \( H^2(\Omega) \), and satisfy the following estimates:

\[
\| \mu_V \|_{H^2} \leq C \| V \|_{H^3},
\]
\[
\| \lambda_V \|_{H^2} \leq C \| V \|_{H^3},
\]

for all \( V \in H^3(\Omega) \) with \( \| V \|_{H^3} \leq c \), and

\[
\| \mu_V - \mu_U \|_{H^1} \leq C \| V - U \|_{H^2},
\]
\[
\| \lambda_V - \lambda_U \|_{H^1} \leq C \| V - U \|_{H^2},
\]

for all \( U, V \in H^3(\Omega) \) with \( \| U \|_{H^3}, \| V \|_{H^3} \leq c \), where \( C = C(c) \) is a constant depending on \( c \) and bounded if \( c \) is small.

Proof. Use the chain rule formula for the composition of multivariable functions and Sobolev embedding theorem, see Subsection 2.2.5. To establish the estimates (7.19)-(7.22), one can use Taylor’s formula with Lagrange’s remainder in Banach spaces.

7.3 Transformation to iterative scheme

As in previous chapters, we prove the existence and uniqueness by transforming our problem to iterative linear subproblems. Then, we construct a sequence of solutions for those iterative subproblems, converging to a solution for our original problem.

We initialize the scheme by choosing

\[
T^0 = T_0, V_0 = 0, p^0 = p_0, q^0 = q_0.
\]
In subsequent iterations, we solve successively the following linear subproblems: The first one is a Stokes problem for $V^{n+1}$ and $q^{n+1}$

$$
-\mu_0 \Delta V^{n+1} + \nabla q^{n+1} = \text{div} \left[ g(V^n, T^n) - \lambda V^n T^n + \mu V^n \left( \nabla V^n + (\nabla V^n)^T \right) \right] + (\nabla V^n)^T \nabla p^n - \sum_{j=1}^{3} \left( \frac{\partial V^n}{\partial x_j} \cdot \nabla \right) T^n_{ij} - \lambda_0 f - \frac{\partial}{\partial t} f - (V^n \cdot \nabla) f \quad \text{in } \Omega \times [0, \tau),
$$

$$
\text{div } V^{n+1} = 0 \quad \text{in } \Omega \times [0, \tau),
$$

$$
V^{n+1} = 0 \quad \text{on } \partial \Omega \times [0, \tau).
$$

(7.23)

The second, is an evolution problem for $T^{n+1}$

$$
\frac{\partial T^{n+1}}{\partial t} + (V^n \cdot \nabla) T^{n+1} + \lambda_0 T^{n+1} = -\lambda V^n T^n + \mu V^n \left( \nabla V^n + (\nabla V^n)^T \right) + \mu_0 \left( \nabla V^{n+1} + (\nabla V^{n+1})^T \right) + g(V^n, T^n) \quad \text{in } \Omega \times [0, \tau),
$$

$$
T^{n+1}(\cdot, 0) = T_0 \quad \text{in } \Omega,
$$

(7.24)

and another one for $p^{n+1}$

$$
\frac{\partial p^{n+1}}{\partial t} + (V^n \cdot \nabla) p^{n+1} + \lambda_0 p^{n+1} = q^{n+1} \quad \text{in } \Omega \times [0, \tau),
$$

$$
p^{n+1}(\cdot, 0) = p_0 \quad \text{in } \Omega.
$$

(7.25)

### 7.4 Construction of the solution

We prove in this section that the problem (7.2)-(7.6) has a unique solution, which can be obtained from the limit solution of iterative scheme (7.23)-(7.25).

#### 7.4.1 Existence

In the following series of lemmas, we prove the existence and uniqueness of the solutions for the iterative subproblems (7.23)-(7.25). We also provide estimates that will be used to prove the convergence of the solutions sequence constructed.
7.4. Construction of the solution

The first lemma concerning the result on Stokes problem (7.23).

**Lemma 7.3** Let \( T \) be in \((0, 1]\). Let \( f \) be in the space \( C^b([0, T); H^2(\Omega)) \) \( \cap \) \( C^1([0, T); H^1(\Omega)) \), \( T^n \in C_b([0, T); H^2(\Omega)) \) and \( V^n \in C_b([0, T); H^3(\Omega)) \). The problem (7.23) has a unique solution

\[
(V^{n+1}, q^{n+1}) \in C_b([0, T); H^3(\Omega)) \times C_b([0, T); H^2(\Omega) \cap L^2(\Omega)).
\]

Moreover, if \( \|V^n\|_{C^b([0, T); H^3)} \leq \varepsilon_1 \) and \( \|T^n\|_{C^b([0, T); H^2)} \leq \varepsilon_2 \) for \( \varepsilon_1, \varepsilon_2 > 0 \), then we have the following estimate:

\[
\|V^{n+1}\|_{C^b([0, T); H^3)} + \|q^{n+1}\|_{C^b([0, T); H^2)} \leq C_1 \left( \|V^n\|^2_{H^3} + \|p^n\|^2_{H^2} + \|T^n\|^2_{H^2} + \varepsilon \right),
\]

where \( C_1 \) is a non-negative constant independent of \( n \), and \( \varepsilon \) is a bound of the norms of \( f \) and \( \frac{\partial}{\partial t} f \).

**Proof.** By Proposition 3.1, the problem (7.23) has a unique solution in the above spaces and satisfies the estimate

\[
\|V^{n+1}\|_{H^3} + \|q^{n+1}\|_{H^2} \leq C \|\mathcal{M}(V^n, p^n, T^n, f)\|_{H^1},
\]

where \( \mathcal{M}(V^n, p^n, T^n, f) \) denotes the right hand side of the first equation of (7.23).

By Sobolev embedding theorem and the estimate (7.1), and using the inequality \( 2ab \leq a^2 + b^2 \), we obtain

\[
\|\mathcal{M}(V^n, p^n, T^n, f)\|_{H^1} \leq C \left( \|V^n\|^2_{H^3} + \|p^n\|^2_{H^2} + \|T^n\|^2_{H^2} + \|\lambda V^n\|^2_{H^2} + \|\mu V^n\|^2_{H^2} + \varepsilon \right).
\]

Using the inequalities (7.19), (7.20), and taking the supremum over \( t \), we obtain the inequality required. \( \blacksquare \)

The next two lemmas are devoted to results on the evolutions problems (7.24) and (7.25).

**Lemma 7.4** Let \( T \in (0, \infty] \). Assume that \( T^n \in C_b([0, T); H^2(\Omega)) \) and \( V^n, V^{n+1} \) are in the space \( C_b([0, T); H^3(\Omega)) \) with \( \text{div} V^n(t) = 0 \) in \( \Omega \), \( V^n(t) = 0 \) on \( \partial \Omega \) and \( \|V^n\|_{C^b([0, T); H^3)} \leq \varepsilon_1 \) for a sufficiently small \( \varepsilon_1 > 0 \). Then there exists a unique solution \( T^{n+1} \in C_b([0, T); H^2(\Omega)) \).
of the problem (7.24). Moreover, if \( \|T^n\|_{C_b([0, T); H^{r+1})} \leq \varepsilon_2 \) for \( \varepsilon_2 > 0 \), then the following estimate holds:

\[
\|T^{n+1}\|_{C_b([0, T); H^2)} \leq C_2 \left( \|T_0\|_{H^2} + \|V^{n+1}\|_{C_b([0, T); H^3)} + \|V^n\|_{C_b([0, T); H^3)}^2 + \|T^n\|_{C_b([0, T); H^2)}^2 \right),
\]

(7.28)

where \( C_2 \) is a non-negative constant independent of \( n \).

**Lemma 7.5** Let \( \tau \in (0, \infty) \). Assume that \( q^{n+1} \in C^b([0, \tau); H^2(\Omega)) \) and \( V^n \) be in the space \( C_b([0, \tau); H^3(\Omega)) \) with \( \text{div} \, V^n = 0 \) in \( \Omega \times [0, \tau), V^n = 0 \) on \( \partial \Omega \times [0, \tau) \) and \( \|V^n\|_{C_b([0, \tau); H^3)} \leq \varepsilon_1 \) for \( \varepsilon_1 \) sufficiently small and \( > 0 \). Then there exists a unique \( p^{n+1} \in C_b([0, \tau); H^2(\Omega)) \), satisfying the problem (7.25). Furthermore, the following estimate holds:

\[
\|p^{n+1}\|_{C_b([0, \tau); H^2)} \leq C_3 \left( \|p_0\|_{H^2} + \|q^{n+1}\|_{C_b([0, \tau); H^2)} \right),
\]

(7.29)

where the constant \( C_3 \) is non-negative and independent of \( n \).

The proofs of Lemmas 7.4 and 7.5 are similar to those in the small initial data case with \( \mu \) and \( \lambda \) constants, see Section 4.3.

In the subsequent lemma we show that for sufficiently small initial value \( T_0 \) and body force \( f \), the sequences \( V^n, q^n, p^n \) and \( T^n \) are bounded independently of \( n \) by small bounds.

**Lemma 7.6** Let \( \tau \in (0, \infty) \). Let \( \varepsilon \) be sufficiently small and \( \varepsilon > 0 \) for which

\[
\|T_0\|_{H^2} + \|f\|_{C_b([0, T); H^2)}^2 + \|\frac{\partial}{\partial t} f\|_{C_b([0, T); H^1)} \leq \varepsilon.
\]

In this case \( \|p_0\|_{H^2} \) is also \( \leq \varepsilon \) and there exists \( C > 0 \) independent of \( n \) such that the sequences \( V^n, q^n, p^n \) and \( T^n \) are bounded independently of \( n \) by \( C\varepsilon \), respectively, in the spaces

\[
C_b([0, \tau); H^3(\Omega)), \ C_b([0, \tau); H^2(\Omega)), \ C_b([0, \tau); H^3(\Omega)) \quad \text{and} \quad C_b([0, \tau); H^2(\Omega)).
\]

**Proof.** Let \( \alpha_n, \beta_n, \gamma_n \) and \( \lambda_n \) be bounds at iteration \( n \) for \( \|V^n\|_{C_b([0, T); H^3)} \), \( \|q^n\|_{C_b([0, T); H^2)} \), \( \|p^n\|_{C_b([0, T); H^2)} \) and \( \|T^n\|_{C_b([0, T); H^2)} \), respectively. Let \( \sigma_n = \alpha_n + \gamma_n + \lambda_n \).
From the estimates (7.26), (7.28) and (7.29), we see that
\[
\alpha_{n+1} + \beta_{n+1} \leq C_1 \left( \alpha_n^2 + \gamma_n^2 + \lambda_n^2 + \varepsilon \right), \quad (7.30)
\]
\[
\lambda_{n+1} \leq C_2 \left( \varepsilon + \alpha_{n+1} + \alpha_n^2 + \lambda_n^2 \right), \quad (7.31)
\]
\[
\gamma_{n+1} \leq C_3 \left( \varepsilon + \beta_{n+1} \right), \quad (7.32)
\]
where \( C_1, C_2 \) and \( C_3 \) are non-negative constants and independent of \( n \).

Multiplying the inequality (7.30) by \( 1 + C_2 \) and (7.32) by \( \frac{1+C_2}{C_3} \), and then adding them together to (7.31), leads to
\[
\sigma_{n+1} \leq a\varepsilon + b\sigma_n^2, \quad (7.33)
\]
where
\[
a = \frac{1 + 2C_2 + C_1 + C_1C_2}{\min \left\{ 1, \frac{1+C_2}{C_3} \right\}}, \quad b = \frac{C_1 \left( 1 + C_2 \right) + C_2}{\min \left\{ 1, \frac{1+C_2}{C_3} \right\}}. \quad (7.34)
\]
Thus, by the principle of induction, we see that \( \alpha_n, \beta_n, \gamma_n \) and \( \lambda_n \) remain bounded independently of \( n \) by \( C\varepsilon \) if \( \varepsilon \) chosen sufficiently small. \( \blacksquare \)

### 7.4.2 Convergence

We shall prove that the sequences constructed above are convergent in appropriate spaces to a solution of the problem (7.2)-(7.6), and that this solution is unique.

Let us define the difference between two successive iterations by
\[
\left( \tilde{V}^n, \tilde{q}^n, \tilde{p}^n, \tilde{T}^n \right) = \left( V^n - V^{n-1}, q^n - q^{n-1}, p^n - p^{n-1}, T^n - T^{n-1} \right).
\]
We subtract the equations of the problems (7.23), (7.24) and (7.25) at iteration \( n \) from those at iteration \( n + 1 \). We see that the new sequences satisfy the following problems:

\[
\begin{aligned}
-\mu_0 \Delta \hat{V}^{n+1} + \nabla \hat{q}^{n+1} &= \text{div} \left[ g \left( \nabla V^n, T^n \right) - g \left( \nabla V^{n-1}, T^{n-1} \right) \right] \\
- \text{div} \left[ \lambda V_n \hat{T}^n + \left( \lambda V_n - \lambda V_{n-1} \right) T^{n-1} \right] + \left( \nabla V^n \right)^T \nabla \hat{p}^n + \left( \nabla \hat{V}^n \right)^T \nabla p^{n-1} \\
+ \text{div} \left[ \mu V_n \left( \nabla \hat{V}^n + \left( \nabla \hat{V}^n \right)^T \right) + \left( \mu V_n - \mu V_{n-1} \right) \left( \nabla V^{n-1} + \left( \nabla V^{n-1} \right)^T \right) \right] \\
- \frac{3}{2} \sum_{j=1}^{3} \left( \frac{\partial V^n}{\partial x_j} \cdot \nabla \right) T_{ij}^{n+1} - \frac{3}{2} \sum_{j=1}^{3} \left( \frac{\partial V^n}{\partial x_j} \cdot \nabla \right) T_{ij}^{n+1} - \left( \hat{V}^n \cdot \nabla \right) f & \text{ in } \Omega \times [0, \tau), \\
\text{div} \hat{V}^{n+1} &= 0 \quad \text{in } \Omega \times [0, \tau), \\
\hat{V}^{n+1} &= 0 \quad \text{on } \partial \Omega \times [0, \tau), \\
\end{aligned}
\]

\[
\begin{aligned}
\frac{\partial \hat{T}^{n+1}}{\partial t} + \left( V^n \cdot \nabla \right) \hat{T}^{n+1} + \lambda_0 \hat{T}^{n+1} &= - \left( \hat{V}^n \cdot \nabla \right) T^n - \lambda V_n \hat{T}^n - \left( \lambda V_n - \lambda V_{n-1} \right) T^{n-1} \\
+ \mu V_n \left( \nabla \hat{V}^n + \left( \nabla \hat{V}^n \right)^T \right) + \left( \mu V_n - \mu V_{n-1} \right) \left( \nabla V^{n-1} + \left( \nabla V^{n-1} \right)^T \right) \\
+ \mu_0 \left( \nabla \hat{V}^{n+1} + \left( \nabla \hat{V}^{n+1} \right)^T \right) + g \left( \nabla V^n, T^n \right) - g \left( \nabla V^{n-1}, T^{n-1} \right) & \text{ in } \Omega \times [0, \tau), \\
\hat{T}^{n+1} \left( \cdot, 0 \right) &= 0 \quad \text{in } \Omega, \\
\end{aligned}
\]

\[
\begin{aligned}
\frac{\partial \hat{p}^{n+1}}{\partial t} + \left( V^n \cdot \nabla \right) \hat{p}^{n+1} + \lambda_0 \hat{p}^{n+1} &= \hat{q}^{n+1} - \left( \hat{V}^n \cdot \nabla \right) p^n & \text{ in } \Omega \times [0, \tau), \\
\hat{p}^{n+1} \left( \cdot, 0 \right) &= 0 & \text{in } \Omega. \\
\end{aligned}
\]

Let \( \tau \in (0, \infty] \). Let \( \varepsilon \) be a bound of the sequences \( V^n, q^n, p^n \) and \( T^n \), respectively, in the spaces

\[
C_b \left( [0, \tau); H^3 \left( \Omega \right) \right), C_b \left( [0, \tau); H^2 \left( \Omega \right) \right), C_b \left( [0, \tau); H^2 \left( \Omega \right) \right) \quad \text{and} \quad C_b \left( [0, \tau); H^2 \left( \Omega \right) \right). 
\]

In addition, we assume that

\[
\| T_0 \|_{H^2} + \| f \|_{C_b([0,T);H^2)} + \| \frac{\partial}{\partial t} f \|_{C_b([0,T);H^2)} \leq \varepsilon.
\]
7.4. Construction of the solution

The new sequences \( \tilde{V}^n, \tilde{q}^n, \tilde{p}^n \) and \( \tilde{T}^n \) satisfy the following estimates:

\[
\left\| \tilde{V}^{n+1} \right\|_{C_b([0,T];H^2)} + \left\| \tilde{q}^{n+1} \right\|_{C_b([0,T];H^1)} \leq K_1 \epsilon \left( \left\| \tilde{V}^n \right\|_{C_b([0,T];H^2)} + \left\| \tilde{T}^n \right\|_{C_b([0,T];H^1)} \right),
\]

\( (7.35) \)

\[
\left\| \tilde{T}^{n+1} \right\|_{C_b([0,T];H^1)} \leq K_2 \left( \epsilon \left\| \tilde{T}^n \right\|_{C_b([0,T];H^1)} + \epsilon \left\| \tilde{V}^n \right\|_{C_b([0,T];H^2)} + \left\| \tilde{V}^{n+1} \right\|_{C_b([0,T];H^2)} \right),
\]

\( (7.36) \)

\[
\left\| \tilde{p}^{n+1} \right\|_{C_b([0,T];H^1)} \leq K_3 \left( \epsilon \left\| \tilde{V}^n \right\|_{C_b([0,T];H^2)} + \left\| \tilde{q}^{n+1} \right\|_{C_b([0,T];H^1)} \right),
\]

\( (7.37) \)

where \( K_1, K_2 \) and \( K_3 \) are non-negative constants independent of \( n \). By the same argument as in the case where \( \mu \) and \( \lambda \) are constants, see Subsection 4.3.2, the sequences \( V^n, p^n \) and \( T^n \) converge to the solution of the problem \( (7.2)-(7.6) \) in the space space

\[
C_b([0,\tau); H^3(\Omega)) \times C_b([0,\tau); H^2(\Omega) \cap L_0^2(\Omega)) \times C_b([0,\tau); H^2(\Omega)) .
\]
Conclusion and perspectives

A formal solution to the problem describing an unsteady flow of a quasistatic viscoelastic Maxwell fluid can be constructed by iterative methods.

The convergence is guaranteed in the following cases:

- Three-dimensional flow, in a bounded domain, locally and globally in time for sufficiently small initial data.
- Simple shear flow, i.e. a spatially one-dimensional problem, locally in time with arbitrary initial data.
- Some three-dimensional flow problems, in a bounded domain, locally in time with large initial data.
- Models of White-Metzner type in three-dimensional flow with sufficiently small initial data.

The convergence of the formal solution in three-dimensional flow problems with large initial data depends on the unique solvability of a second order PDEs boundary value problem. The existence, possibly lack of existence, and uniqueness of solutions for this problem in the cases left untreated here, remain a challenge for future work. I think that an example of non-uniqueness can be constructed by using non-elementary functions.
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