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(ABSTRACT)

Recent investigations of a strut-braced wing (SBW) aircraft show that, at high positive load factors, a large tensile force in the strut leads to a considerable compressive axial force in the inner wing, resulting in a reduced bending stiffness and even buckling of the wing. Studying the influence of this compressive force on the structural response of SBW is thus of paramount importance in the early stage of SBW design.

The purpose of this research is to investigate the effect of compressive force on aeroelastic stability of the SBW using efficient structural finite element and aerodynamic lifting surface methods. A procedure is developed to generate wing stiffness distribution for detailed and simplified wing models and to include the compressive force effect in the SBW aeroelastic analysis. A sensitivity study is performed to generate response surface equations for the wing flutter speed as functions of several design variables. These aeroelastic procedures and response surface equations provide a valuable tool and trend data to study the unconventional nature of SBW.

In order to estimate the effect of the compressive force, the inner part of the wing structure is modeled as a beam-column. A structural finite element method is developed based on an analytical stiffness matrix formulation of a non-uniform beam element with
arbitrary polynomial variations in the cross section. By using this formulation, the number of elements to model the wing structure can be reduced without degrading the accuracy.

The unsteady aerodynamic prediction is based on a discrete element lifting surface method. The present formulation improves the accuracy of existing lifting surface methods by implementing a more rigorous treatment on the aerodynamic kernel integration. The singularity of the kernel function is isolated by implementing an exact expansion series to solve an incomplete cylindrical function problem. A hybrid doublet lattice/doublet point scheme is devised to reduce the computational time.

SBW aircraft selected for the present study is the fuselage-mounted engine configuration. The results indicate that the detrimental effect of the compressive force to the wing buckling and flutter speed is significant if the wing-strut junction is placed near the wing tip.
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Chapter 1

Introduction

For the last half-century, the design of large transonic transport aircraft throughout the world is dominated by a cantilever wing configuration. Many improvements have been made to increase the aircraft performance, but very few diverted from the cantilever wing based design. It is unlikely that a big jump in performance will be possible without a significant departure in vehicle configuration.

In recent years, however, numerous aircraft configuration concepts have been introduced to find a better alternative to the conventional cantilever wing design. A strut-braced wing (SBW) aircraft, Fig. 1, is one such candidate that has the potential for both a higher aerodynamic efficiency and a lower structural weight than a cantilever wing aircraft. Recent research suggests that the major contribution to the improvement of the strut braced wing is due to favorable interactions between structures, aerodynamics and propulsion and the use of Multidisciplinary Design Optimization (MDO) to fully exploit the most desirable synergism among these fields.

Due to the unconventional nature of the strut-braced wing, specific researches on different fields related to its design have been conducted. An important innovation in the form of a telescoping sleeve mechanism for the strut has been proposed by the Multidisciplinary Analysis and Design Center (MAD) of Virginia Tech to prevent strut buckling in a negative-g load maneuver. Investigation of the wing-strut interference drag
has been conducted in Refs. 11 and 12. Comprehensive study of the MDO aspects of the strut braced wing were presented in Refs. 8-10 and 17-21.

In the present work, the aeroelastic aspect of the strut braced wing was investigated, and an in-house code, to perform the aeroelastic analysis in an MDO environment, was developed. The code takes into account the influence of the compressive force effect on the aeroelastic analysis. Structural and aerodynamic aspects of the aeroelasticity, including wing modeling, non-uniform beam formulation, unsteady lifting surface aerodynamic formulation and flutter solution, are incorporated in the code.

In the present chapter, a review of the literatures related to the present work will be presented first, including a survey on strut braced wing research, wing modeling, non-uniform finite element beam formulation, unsteady aerodynamics, and wing aeroelasticity. The last section of this chapter presents the contribution of the present work to the field.

Figure 1.1. The strut-braced wing aircraft with fuselage-mounted engine configuration
1.1 Literature Review

1.1.1 Strut Braced Wing Aircraft

A strut-braced wing (SBW) aircraft is a transport aircraft configuration with a strut connected between the wing and the fuselage, as shown in Fig. 1. The strut-braced wing configuration, actually, have been used both in the early days of aviation and is being used in today’s small airplane. In the early days, the strut was needed to give additional support to the wing with thin airfoil section or to the double wing. However, the presence of the strut, without a proper strut shape design and arrangement, resulted in a significant drag penalty. On the other hand, improvement on a cantilever wing structure, with appropriate wing-box reinforcement and advancement of composite material, makes it less attractive to use the external strut to support the wing of a large transport aircraft\textsuperscript{21}.

However, the idea of the strut-braced wing has continued in the aerospace research and industry. In 1954 Pfenninger of Northorp\textsuperscript{1} introduced the SBW concept as a means to reduce the induced drag through an increase of the wing aspect ratio for a long range transport. In the 1960s, Lockheed investigated the use of the strut-braced wing on a C-5A fuselage for a long range military transport\textsuperscript{2}. In 1978, Kulfan and Vachal\textsuperscript{3} of Boeing showed the advantage of the SBW performance over a cantilever wing in a preliminary design study of a large subsonic military plane. Turriziani \textit{et al.}\textsuperscript{5} addressed fuel efficiency advantage of the SBW of aspect ratio 25. Gradually, through these efforts, it was understood that the bending moment of the wing can be reduced by employing the strut appropriately. Therefore it becomes possible to reduce wing weight, to reduce airfoil thickness or to increase the wing aspect ratio. The increase of wing span may decrease the induced drag. Also, a lower wing thickness allows a reduction in transonic wave drag and, hence, allows a reduction in wing sweep angle. Reduced wing swept angle and increased wing aspect ratio provide a possibility for a region of laminar flow, and hence less skin friction drag on the wing’s
surface. The reduction in the weight and an enhanced aerodynamic efficiency results in both a smaller engine and less fuel consumption.

Consequently, because of the tight coupling between aerodynamics, structures and propulsion, an MDO approach is needed to fully exploit the synergism of these fields. Previous implementations of the MDO approach in aircraft design, showed that the overall performance can be improved significantly.\textsuperscript{14-16} In 1996, Dennis Bushnell, chief scientist of NASA Langley Research Center, challenged the Multidisciplinary Analysis and Design (MAD) Center of Virginia Tech to apply MDO methodology to the design of the strut-braced wing aircraft concept\textsuperscript{7,8}. The strut braced wing was designed to have a range of 7,500 nautical miles, 325 passengers, and a cruise Mach number of 0.85. Three configurations were investigated including the SBW configurations with under-wing engine, wing-tip mounted engine and fuselage-mounted engine\textsuperscript{9-12}. The multidisciplinary teams of graduate students and faculty members worked on aerodynamics, structure and the integration of the fields in an MDO framework. Contributions of the Virginia Tech team to the SBW design have been published in Refs. 7 – 12, and 16 - 22.

Earlier studies on a strut-braced wing have shown that, without any special treatment, the strut may exhibit a large deformation or even buckle under a negative-$g$ load maneuver. Park in Ref. 4 reported that, a significant increase in the strut size was needed to avoid the strut buckling. To answer this major design issue, the Virginia Tech team proposed an important contribution: a telescoping sleeve mechanism for the strut that permits the strut to be inactive during a negative-$g$ flight maneuver\textsuperscript{7,9}. For a typical single strut design this means that the strut would first engage in tension at some positive load factor. This can be achieved by providing a slack in the wing strut mechanism. To prevent the strut from engaging and disengaging during cruise due to wind gust loads, the strut was designed to initially engage at the load factor of 0.8 $g$.

Another major challenge in the SBW design is the interference drag between the wing, strut and fuselage. To address the problem, a computationally intense investigation has been conducted using CFD tools to predict the interference drag of a streamlined strut
intersecting a surface in transonic flow\textsuperscript{11,12}. The investigation is for a generic case employed to simulate the flowfield in the vicinity of wing-strut, wing-pylon, and wing-body junctions. Several parameters influencing the interference drag are investigated including the strut-wall angle, strut thickness to chord ratio and cruise Reynolds number. By constructing a response surface function of the interference drag with respect to these parameters, the MDO module of the strut braced wing can exploit the influence of the interference drag to the global design.

A detailed investigation of the effect of the MDO design constraints on the three different SBW configurations and one cantilever wing aircraft has been performed in Refs. 17 and 18. The three SBW aircraft investigated include the fuselage-mounted engine, the under-wing engine, and wing-tip mounted engine configurations. The study revealed that in all the design configurations, the aircraft range is the most crucial constraint in the design. The results showed also that all three SBW design were less sensitive to constraints than the cantilever wing aircraft.

1.1.2 Structural Wing Modeling

For a conventional cantilever wing aircraft, a common approach to estimate the aircraft weight is by using the weight estimation routine from NASA Langley’s Flight Optimization System (FLOPS)\textsuperscript{23}. For unconventional aircraft designs, however, some modifications to the FLOPS routine are needed to include the influence of the unique characteristics of such designs. For a structural investigation of the so-called joined-wing aircraft, Kroo \textit{et al.}\textsuperscript{24} proposed to use two rectangular box models for their wing structure as shown in Figs. 1.2.a and b. Initially, their wing model used a symmetrical box with caps and webs of uniform thickness (Fig. 1.2a). However, another study\textsuperscript{24, 25} on the joined wing design indicated that the most desirable arrangement for the joined-wing spars is asymmetric, with most of the material stiffness concentrated in opposite corners of the rectangular box as shown in Fig 1.2b. The total design variables of their latest wing box model are four, including the cross-sectional areas of the stringers (where diagonally opposite stringers have
the same area) for the bending weight, and the web and skin thickness for the shear and torsional weight prediction.

In the strut-braced wing design investigated in MAD Center of Virginia Tech, the bending weight of the structural wing box was calculated initially based on the so-called double plate model as shown in Fig. 1.3a\textsuperscript{9,12}. This model is made of upper and lower skin panels to carry the wing bending moment. The design variable needed for each wing box section is only one since the upper and lower plate thicknesses are identical. Because of the simplicity of the model, the double plate formulation offers the possibility to extract the wing bending weight distribution by a closed form solution. The accuracy of the model to a cantilever wing design has been demonstrated in Ref. 12.

![Figure 1.2. The rectangular wing box models for the joined-wing structure model](image)

The drawback of the double plate approach is its inability to predict the wing-box torsional stiffness. This torsional stiffness becomes essential for calculating wing twist and flexible wing spanload, as well as for predicting flutter speed. Therefore, in the present work, a hexagonal wing-box model (Figure 1.3b) was proposed. The basic form of the model was provided by Lockheed Martin Aeronautical Systems (LMAS) in Marietta, Georgia\textsuperscript{26}. As shown in Figure 1.3b, the wing section consists of four skin panels covering the upper and lower part of the airfoil, two shear webs at the front and rear, four spar caps and four stringers at the middle of each skin panels web. Therefore in each section there are 14 different
variables representing wing section sub component stiffness. Compared to the double plate model that needs only one variable, the hexagonal model has more complicated geometry to better simulate the shape of the airfoil and is consequently more difficult to find its optimum stiffness directly.

To simplify the problem, Olliffe of LMAS\textsuperscript{26} suggested setting only one sub-component as the independent variable and the other 13 sub-components as dependent variables. For example, if the dimension of the lower-rear part of the skin is given, than the other dimensions of the skins, shear webs, stringers and spar caps can be calculated directly. Such direct calculation can be performed provided the aspect ratio between the sectional area of each part of the element is known. In the present work, the use of the optimized aspect ratio among wing section elements suggested by LMAS was employed in such a way that the total bending weight of the double plate model is the same as the present hexagonal wing box model. More detail description of the hexagonal wing box model will be presented in Chapter 2.

![Figure 1.3. The double-plate model (a) and the hexagonal box model (b) for the strut-braced wing structure model](image)

The present hexagonal wing box was employed to generate two wing models: the detailed wing model and the simplified non-uniform beam model. Both wing models were
used to predict the strut-braced wing flutter speed. The detailed wing model consists of various structural wing sub-components such as the wing skins, shear web, spars, and caps modeled as plate and rod finite elements. The aeroelastic analysis of the detailed model was performed using NASTRAN\textsuperscript{34}, a commercially available finite element code. The detailed model gives an accurate result for the aeroelastic analysis of the strut-braced wing. However, the results are restricted to the case where the compressive force effect is not included. This restriction is due to the fact that the current NASTRAN module does not include the evaluation of the geometric stiffness matrix for the aeroelastic analysis. In addition, a direct application of the detailed model for aeroelastic analysis in the MDO environment is computationally expensive.

On the other hand, the simplified wing model offers a much faster calculation since the number of element are reduced significantly. The simplified model consists of non-uniform beam elements distributed along the elastic axis of the wing. Typical size of the global stiffness matrix in the detailed model is 4000 x 4000, whereas that of the simplified model is only 400 x 400. The accuracy of the simplified model is improved by employing an exact formulation for the non-uniform beam element and by using a hexagonal wing box model to calculate the flexural, torsional and extensional stiffness distribution of the simplified beam. In addition, the effect of the compressive force can be included in the aeroelastic analysis of the simplified beam. More detailed results of the aeroelastic analysis for the detailed and simplified wings are presented in Chapters 2 and 5 respectively.

1.1.3 Non-uniform Beam Finite Element Formulation

Non-uniform cross-section beams, ranging from small frame components to large bridge girder beams, are widely used as structural elements in many engineering fields. They are used to improve the structural strength, to reduce structural weight, or to satisfy architectural or aesthetical requirements. Important characteristic of non-uniform beam-
columns have been investigated since 1773 when Lagrange\textsuperscript{31,32} introduced an optimum non-uniform shape of a column subject to an axial load. In aeroelasticity, non-uniform beam models are often used to represent a wing\textsuperscript{33,34}. NASA Langley\textsuperscript{35} investigated dynamic and buckling characteristics of numerous non-uniform beam geometries for the construction of a large structure platform in space, where, in this critical weight saving case, the use of non-uniform members may prove worthwhile\textsuperscript{35, 36}.

A large number of investigations on the non-uniform beam can be classified into three groups: (i) the study of the element static stiffness matrix\textsuperscript{36-46} and geometric stiffness matrix\textsuperscript{46-50}, (ii) the study of the dynamic stiffness matrices\textsuperscript{46,48,152-156}, and (iii) the study of the shape optimization of the beam-columns\textsuperscript{32,157-165}.

The formulation of the static stiffness matrix for non-uniform beams has been studied by many researchers\textsuperscript{36-46}. Several different techniques have been adopted, including finite element formulations\textsuperscript{36-43}, finite difference methods\textsuperscript{47}, and recurrence series methods\textsuperscript{44}. Gallagher and Lee\textsuperscript{48} and others proposed to use a variational principle to develop the element stiffness matrix. Their development is based on a cubic displacement function, which is the same as the formulation for a uniform beam. The formulation is simple yet it proved to be superior to a piecewise stepped uniform element representation. This method is adopted and extended in many finite element codes such as NASTRAN\textsuperscript{186} and ASTROS\textsuperscript{187}.

Another approach to study beams using the finite element method is based on the flexibility method. Weaver and Gere\textsuperscript{36} describe a procedure to construct the stiffness matrix based on the flexibility method for a tapered beam with a linear variation of the bending stiffness $EI$. The flexibility matrix is constructed first based on the tip deflection and rotation of a cantilever beam. A direct integration of the Euler-Bernoulli differential equation is performed to find the deflection or rotation for each concentrated force or moment unit load at the tip of the beam. Karabalis and Beskos\textsuperscript{46} present the solution for beams with constant width and linear depth variation. Banerjee and Williams\textsuperscript{36} follow the same procedure and present the solution for a non-uniform beam with a stiffness variation in the form shown in Table 1.1.
Reference 36 deals with the formulation of a beam element for \( m = 1, 3, \) and 4; corresponding to many beam sectional profiles such as circular, rectangular, triangular and other regular geometric sections. Baker\textsuperscript{42} solves a more general form of the \( EI(x) \) function as shown in Table 1.1.

Previous analytical solutions for the non-uniform are restricted only to symmetric cross-sections, i.e. the cross-coupling moment of inertia \( E_{yz} \) is assumed to be zero. There are at least three cases that can not be solved by using the previous analytical solutions:

<table>
<thead>
<tr>
<th>Method</th>
<th>Beam stiffness distribution function</th>
<th>Load distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karabalis and Beskos\textsuperscript{46}</td>
<td>( EI(x) = EI_0 \left[1 + r \left( x / L \right) \right]^m ) ( E_{Iy} = 0 )</td>
<td>( N / A )</td>
</tr>
<tr>
<td>Banerjee and Williams\textsuperscript{36}</td>
<td>( EI(x) = EI_0 \left[1 + r \left( x / L \right) \right]^m ) ( E_{Iy} = 0 )</td>
<td>( N / A )</td>
</tr>
<tr>
<td>Baker\textsuperscript{42}</td>
<td>( EI(x) = EI_0 \left[1 + r \left( x / L \right)^n \right]^m ) ( E_{Iy} = 0 )</td>
<td>( p(x) = \sum_{i=1}^{N_j} s_i x^i ) ( 0 &lt; x &lt; L ) (full span)</td>
</tr>
<tr>
<td>Present</td>
<td>( EI(x) = \sum_{i=1}^{N_i} p_i x^i = EI_e \prod_{j=1}^{N_c} \left( x - c_j \right)^{m_j} ) ( E_{Iy(x)} = \sum_{i=1}^{M_q} q_i x^i = EI_{y} \prod_{j=1}^{M_c} \left( x - d_j \right)^{n_j} )</td>
<td>( p(x) = \sum_{i=1}^{N_j} s_i x^i ) ( 0 &lt; x_1 &lt; x &lt; x_2 &lt; L )</td>
</tr>
</tbody>
</table>

\( M, N_1, m, m_p, m_q, m_j, N, N_i, N_p, nj = \text{arbitrary integer number} \)
(1) The first case is related to optimum shapes of columns, such as the one investigated in Refs. 157 – 165, where $EI(x)$ can be arbitrary. To accommodate the shape of such optimum column, the polynomial function of the $EI(x)$ should have arbitrary multiple roots. In the present work, a more general stiffness distribution along the beam element is shown in Table 1.1

(2) The second case is related to non-uniform loads applied to the beam. Baker\textsuperscript{42} solves the static deflection problem of the non-uniform beam under a non-uniform distributed load. However, the non-uniform load considered in Ref. 42 is applicable only for a full span of the beam. For a more general case, where the load can be partially applied to the beam span, the solution given in Ref. 42 can not be applied directly. In the present work, the analytical solution for the general partially distributed load to the non-uniform beam was developed in Chapter 3.

(3) The third case is related to the basic assumption adopted in the previous analytical solution where the beam cross sections should be symmetric, i.e. the cross-coupling moment of inertia term is zero. A treatment for a more general class of the problem, i.e. for non-uniform beam with asymmetric cross section where the cross-coupling moment of inertia distribution is also non-uniform, is developed in Chapter 3 of the present work.

1.1.4 Unsteady Aerodynamic Load Formulation

The Lifting Surface Equation

Accurate prediction of unsteady aerodynamics loads is an essential part of solving aeroelasticity problems. This accurate estimation is required in aircraft design as it is related directly to predicting maximum structural stresses, deflections, flight speed and flight envelope among other quantities of interest. Significant research has been performed in the past in analytical, numerical and experimental aspects of the problem in subsonic, transonic and supersonic flows\textsuperscript{51-131}. Such investigations are still going on in an effort to improve the accuracy and efficiency of the prediction methods for more complicated aerodynamic
configurations ranging from two dimensional thin airfoils to full aircraft configurations. In the present work, a numerical approach is proposed for predicting the aerodynamic load for multiple lifting surfaces in steady and unsteady subsonic flows.

Based on a linearized potential aerodynamic equation, or the Laplace equation, several basic theoretical procedures have been developed to evaluate aerodynamic loads on unsteady thin wings or the so-called lifting surfaces as shown in Table 1.2. All of the approaches make use of the Green integral equation to form the working equation. The most widely used version in aeroelasticity is the pressure – normal wash formulation since one deals directly with the pressure difference distribution and the velocity on the surface without any evaluation in the wake region. This formulation was first proposed in 1935 by Kussner in the form shown in Table 1.2. His formulation however did not describe the detailed form of the kernel function $K$ that relates the pressure difference with the downwash velocity.

<table>
<thead>
<tr>
<th>Formulation</th>
<th>The Integral Equation*</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure - normal wash</td>
<td>$w = \int_S \Delta p \ K_p \ dA$</td>
<td>Kussner, Laschka, Watkins et al., Giesing et al.</td>
</tr>
<tr>
<td>equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity potential</td>
<td>$w = \int_{S+W} \Delta \phi \ K_\phi \ dA$</td>
<td>Jones, Stark, Houbolt, Haviland, Singh, Liu et al.</td>
</tr>
<tr>
<td>formulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceleration potential</td>
<td>$\phi_z = \int_S \Delta p \ K_\phi \ dA$</td>
<td>Van Spiegel</td>
</tr>
<tr>
<td>formulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrated acceleration</td>
<td>$\psi_z = \int_{S+W} \Delta \psi \ K_\phi \ dA$</td>
<td>Stark</td>
</tr>
<tr>
<td>formulation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* $S = \text{surface region, W = wake region, } \Delta p = \text{pressure difference, } w = \text{downwash velocity, } \phi = \text{velocity potential, } \varphi = \text{acceleration potential, } \psi = \int_0^l \phi \ dx$
**Formulation of The Kernel Function**

In 1955 Watkins *et al.*\(^6^0\) published the kernel function \(K\) as a function of the oscillating frequency of the lifting surface and Mach number. This first formulation has been widely used to calculate unsteady subsonic loads on planar wing - horizontal tail configurations\(^5^2,^5^6\). However, for nonplanar arrangements, such as wings with dihedral, nonplanar wing-tail configurations, T or V- tails and wings in ground-effect, a more general approach should be performed. In light of this need, significant development in the formulation of the kernel for nonplanar configurations have been contributed by Laschka\(^6^5\), Yates\(^6^3\), Rodemich\(^6^4\), Landahl\(^6^4\), and Berman, Shyprykevich and Smedfjeld\(^1^0^5\). Table 1.3 shows a summary of this formulation. Laschka\(^6^5\) formulated the kernel function for nonplanar configurations in terms of the \(x\), \(y\) and \(z\) components of the induced velocity vector. Yates\(^6^3\) proposed the kernel function in a slightly different form for the non-planar configurations. The most widely used formula is the one proposed by Landahl\(^5^2,^6^2,^6^6,^7^0–^8^7,^9^1–^9^3\) since it is less complicated than the other formulas mentioned above\(^6^4\). The Landahl’s formulation is also used in the present work.

<table>
<thead>
<tr>
<th>Contributor</th>
<th>The kernel function form</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watkins <em>et al.</em> (NACA)(^6^0)</td>
<td>Planar configuration, (K_w)</td>
<td>NACA R 1234 (1955)</td>
</tr>
<tr>
<td>Laschka (Germany)(^6^5)</td>
<td>Non planar config. (K_u), (K_v) and (K_w)</td>
<td>Z. Angew. Math. Mech. (1963)</td>
</tr>
<tr>
<td>Yates (NASA)(^6^3)</td>
<td>Non planar config. (K_u), (K_v) and (K_w)</td>
<td>AIAA Journal (1966)</td>
</tr>
<tr>
<td>Landahl (MIT)(^5^2)</td>
<td>Non planar config. (K) (unified)</td>
<td>AIAA Journal (1967)</td>
</tr>
<tr>
<td>Berman <em>et al.</em> (Grumman)(^5^5)</td>
<td>Non planar config. (K) inclined to the free stream</td>
<td>J. Aircraft (1970)</td>
</tr>
<tr>
<td>Lan (Univ. Kansas)(^8^8)</td>
<td>Non planar config. (K) of oscillating horseshoe vortices</td>
<td>NASA SP-405 (1976)</td>
</tr>
</tbody>
</table>
The Incomplete Cylindrical Function

All of the kernel functions formulation for the pressure-normalwash equation summarized in Table 1.3 contains the so-called incomplete cylindrical function where the integral limit of the function is ranging from a finite point \( x \) on the lifting surface to the infinite point \( +\infty \). Before 1981, no exact mathematical solution to the incomplete cylindrical function was available. The only available closed form solution was for a complete cylindrical function where the integral limit of the kernel function is ranging from 0 to \( +\infty \). The closed form solution for the complete cylindrical function is available in the form of modified Bessel and modified Struve functions of the first and second kinds. More description on the incomplete cylindrical function will be given in Chapter 4 and Appendix A of the present work.

An attempt to approximate the incomplete cylindrical function has been first conducted by Watkins et al. in Ref. 51 (1955). In their approximation, the integrand of the kernel function is approximated by four term series in a form that is easily integrated. More accurate approximations were presented by Laschka (1963)\textsuperscript{102}, Dat-Malfois (1970)\textsuperscript{103}, Desmarais (1982), and a more recent publication by Epstein and Bliss (1995)\textsuperscript{151}. A summary of these approximation was presented in Table 1.4.

The exact solution to the incomplete cylindrical function was first proposed by Ueda in 1981 by using an expansion series approach\textsuperscript{78}. The proof of the Ueda’s solution has been presented by the present author in Ref. 135. Another exact solution was presented by Bismarck-Nasr (1991)\textsuperscript{70} by using a differential equation approach resulting in the solution in the form of modified Bessel, modified Struve, and sine integral functions. Both Ueda’s and Bismarck-Nasr’s analytical solutions are converged to the solution of the complete cylindrical function when the finite point on the surface \( x \) is set to 0. The only drawback of those solutions is that the strong singularity terms are not easily evaluated since the singularity terms are hidden in the series. A technique to separate the singular and regular
parts of the kernel function has been presented by the present author in Ref. 135 using a modified Bessel function. In the present work, a different approach will be conducted to analytically separate the singular and regular functions. The present approach uses an expansion series to the complex exponential function embedded in the incomplete cylindrical function. A new series in the form of regular term series without the modified Bessel function term will be presented. This effort does not destroy the accuracy of the analytical solution since the separation is performed analytically.

Table 1.4. Solution to the incomplete cylindrical function occurring in the kernel function of the unsteady lifting surface theory

<table>
<thead>
<tr>
<th>Method</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watkins <em>et al</em>. (1955)</td>
<td>Four term approximation series</td>
</tr>
<tr>
<td>Laschka (1963)</td>
<td>11 term approximation series</td>
</tr>
<tr>
<td>Dat and Malfois (1970)</td>
<td>Seven term approximation series</td>
</tr>
<tr>
<td>Desmarais (1982)</td>
<td>12 term approximation series</td>
</tr>
<tr>
<td>Epstein and Bliss (1995)</td>
<td>Three and Four term series</td>
</tr>
<tr>
<td>Ueda (1981)</td>
<td>Analytical solution using an expansion series</td>
</tr>
<tr>
<td>Present</td>
<td>Analytical solution using an expansion series and separation of the singular and regular functions</td>
</tr>
</tbody>
</table>

**The Lifting Surface Method**

After the kernel function has been well formulated, the next challenge for predicting the unsteady aerodynamic load was the method to solve the integration of the kernel function. This integration should be performed in a rather careful way since the kernel function contains a strong singularity function when its argument is near zero. Vast literature on the
methods shows a gradual improvement on the accuracy, capability and efficiency of the integration technique, as is pointed out in the survey papers in References 52, 55, 68, and 69.

The integration solution methods can be divided into two broad categories, the mode function method (or the kernel function method) and the discrete element method. The mode function methods use an assumption that the pressure distribution may be approximated by a series of orthogonal polynomial functions with unknown coefficients which are determined by satisfying the flow tangency boundary conditions at a collocation point. For wing with control surfaces or other complex configurations, a careful treatment for pressure discontinuity is needed and therefore make this first method sensitive to the manner of representing the additional singularities associated with such geometry.

The usual procedure for the second method is to divide the lifting surfaces into infinitesimal trapezoidal panel elements which permit the assumption that the pressure load is constant within one element. The integral equation of the pressure-normal wash equation is represented in a discrete set of linear equations with the pressure load at each element as the unknown. The linear equation is solved by imposing the flow tangency boundary condition at each element. This approach, which is used in the present work, is more suitable for a complicated lifting surface planform since a similar treatment to discretize the planform can be performed.

Several variations of the discrete element method have been proposed. For the steady subsonic flow, one of the well known discrete element methods is the vortex lattice method (VLM), such as the method of Weissinger, Falkner, Campbell, Hedman, Belotserkovskii, Rubbert, Dulmovits, Margason and Lamar, Lan, and Mook et al. For unsteady subsonic flow, these include the doublet lattice method (DLM) of Stark, Albano et al., Jordan, and Giesing et al., Rodden et al., and van Zyl, the doublet point method (DPM) of Houbolt, and Ueda and Dowell, the doublet strip method of Ichikawa et al., and the hybrid doublet-lattice/doublet point (DHM) of Eversman and Pitt.
In the present work, a scheme to improve the numerical procedure of the doublet lattice method, doublet point method and doublet hybrid method will be proposed. A brief introduction to the existing DLM, DPM, and DHM methods is discussed and the new approach is described in subsequent sections.

The Doublet Lattice Method

For a subsonic aeroelasticity analysis, the most widely-used version of the unsteady aerodynamics method is the doublet lattice method of Rodden et al.\textsuperscript{80} because of its ready applicability to complex nonplanar configurations. NASTRAN\textsuperscript{53, 80} uses the DLM version developed in Refs. 12, 17 and 22 where a quadratic approximation (DLM-quadratic) is used for integrating the kernel function. Despite the wide acceptance of the method, however, the DLM-quadratic version is sensitive to the element aspect ratio and the number of chordwise boxes per wavelength. To obtain acceptably accurate results for DLM-quadratic version, NASTRAN User’s Manual\textsuperscript{80} suggests using the element aspect ratios less than 3 and at least 25 boxes per wavelength. Van Zyl\textsuperscript{146, 147} pointed out that the DLM-quadratic version contains an inaccuracy in the integration of the elemental kernel function. He proposed to improve the accuracy by using a piecewise cubic spline approximation to replace the quadratic function in each element\textsuperscript{146} and reported improvement in the convergence rate\textsuperscript{147}. However, van Zyl’s DLM version required a considerable amount of calculation since for each element the method would need a large number of interpolation points. Reference 146 shows that the interpolation points needed for convergence can be as many as 129 points per element as compared to only 3 points per element needed for the DLM-quadratic version.

Recently, Rodden et al.\textsuperscript{143-145} attempted to improve the accuracy of the DLM by proposing a DLM-quartic version, a new scheme for the integration of the kernel function by increasing the order of the polynomial approximation from a quadratic function to a quartic function. The DLM-quartic version\textsuperscript{143, 144} allows the use of the element aspect ratio of up to 10, a considerable improvement compared to the maximum aspect ratio of 3 for the DLM-quadratic. The DLM-quartic version, however, still requires a large number of chordwise
boxes per wavelength. Reference 144 suggested a minimum number of 50 chordwise boxes per wavelength, which is significantly higher than that for the DLM-quadratic version. A numerical study devoted to investigate the convergence of the DLM was conducted in Ref. 147 and concluded that the limitation of the DLM-quartic version is as a result of the integration error introduced by the approximations to the kernel numerators.

Another limitation of the DLM-quadratic version was pointed in Ref. 72. In their analysis, Rodden et al.\textsuperscript{72} mentioned that the near-coplanar configuration problem is not completely solved. The procedure fails, for example, if the vertical separation between two lifting surfaces is very small. For such a case, the DLM-quadratic version automatically sets the vertical separation to be zero. For practical cases, it may be acceptable to assume the two lifting surfaces to be coplanar if the vertical separation is very small. However, from theoretical point of view, this indicates that an effort to improve and optimize the method is still needed.

An effort to improve the accuracy of the method has been proposed by Jordan in Ref. 71. In his DLM version, an exact integration of the kernel at a quarter chord of the element has been completed. However, this technique is limited to rectangular planar surfaces in incompressible flow ($M = 0$). It should be noted that, if the Prandtl-Glauert compressibility correction is taken into account, the mathematical form of the kernel function becomes very complicated. An exact integration of the kernel function is still a challenge. In the present work, only the singular part of the kernel function can be integrated analytically. The regular part is integrated numerically using Gauss-Legendre quadrature technique.

One possible source of the inaccuracy in the previous DLM is the integration to the improper cylindrical function occurring in the kernel function. The incomplete cylindrical function in the DLM-quadratic version is solved using Laschka’s series to approximate the integrand of the integral as described in Table 1.4. There are two disadvantages to this scheme. First, the accuracy of Laschka’s series is limited to the order of three digits. Second, the series approximates the integrand, and not the integral itself. Gazzini et al.\textsuperscript{82} showed that an approach to performing the integration by approximating the integrand may
not be equivalent to the approach to performing the integral itself. Therefore, it is believed that the application of the exact solution to performing the improper integral directly, which is conducted in the present work, will increase the accuracy of the previous works.

The kernel function in the DLM of NASTRAN contains regular and singular functions as the values of $r$ approaches zero and $X > 0$. There is no separation between these functions in the DLM. Therefore the Mangler procedure is also applied to the regular function, which is not a proper way to solve the problem. In the present work, the regular and singular functions will be identified and treated separately.

The DLM uses a quadratic or a quartic approximation for the numerator of the kernel to simplify the integration procedure. This procedure may be improved if one uses Gaussian quadrature technique as is suggested by some authors. The Gaussian technique does not need a fixed number of integration points. Less than three points may be used if the sending/receiving panel pairs are distant or if the reduced frequency is low. If the reduced frequency is high, or if the distance between sending and receiving panels is close such that the kernel function may vary rapidly, one may use more than three integration points. The improvements outlined above will be implemented in the present work.

**The Doublet Point Method**

The idea of the DPM was first proposed by Houbolt based on the pressure-velocity potential concept, and independently by Ueda and Dowell based on the pressure-normal wash concept. Houbolt (1969), however, did not give numerical results for three-dimensional flows since a direct evaluation of the incomplete cylindrical function was not available at that time. The exact solution of this type integral was given in 1981, and the first version of the DPM was developed in 1982 for planar surfaces.

There are two basic assumptions used in the original DPM. First, the lifting pressure is assumed to be concentrated at a single point located at the one-quarter chord along the center line of each element. The point is called a doublet point. Similar to the DLM, the control point is placed at the three-quarter chord along the mid-span of each panel.
Second, if the receiving point is located on the wake of the sending element, i.e. $X > 0$ and $r = 0$, then the singularity problem occurs and the finite part of the Mangler integration procedure should be used by utilizing an average value of the modified Bessel function to treat the singularity problem.

Although the formulation is very simple, the DPM gives a reasonable accuracy for various planar lifting surfaces$^{66}$. However, for a lifting surface with a large swept angle, the accuracy of the DPM can be less than that of the DLM. Rodden commented in Ref. 66 that the DPM does not have the local sweep angle effect in their formulation. In the present DPM formulation, it will be shown that the local sweep angle effect is incorporated in the formulation based on a proper integration of the kernel function.

Improvements to the DPM proposed in the present study also include a treatment for nonplanar configurations which is not considered in the original DPM$^{66}$. The idea to separate the singular and regular parts of the kernel functions is also applied to the nonplanar surface formulation. It will be shown that some singular parts of the planar term will cancel the other singular parts of the nonplanar term in the present formulation. This treatment clearly will improve the accuracy of the nonplanar DPM.

**Doublet Hybrid Method of Eversman and Pitt**

An extension of the DPM for nonplanar interfering surfaces has been made by Eversman and Pitt$^{75}$ based on the nonplanar kernel function of Landahl. In their work, a treatment for the singular term of the kernel nonplanar part was not well established. The results have been reported to be less accurate than the DLM results. For this reason, they concluded that the best approach is to utilize the nonplanar DPM only for sending/receiving pairs which are distant. If the distance between sending and receiving points are close, they suggest using the nonplanar DLM. This combined technique is the basis of their doublet hybrid method (DHM). No further treatment for the limitation of DPM and DLM was conducted, therefore some singularity problems associated with the DPM and DLM may be found in their DHM.
In the present DHM, the singularity problem is identified and solved in each of the present DPM and DLM procedures. The present DHM also unifies the present DLM and DPM procedures such that the present DPM becomes a special case of the present DLM.

1.1.5 Strut-Braced Wing Aeroelasticity

Aeroelasticity is one important factor in the strut braced wing design. Aeroelasticity takes into account the flexibility of the aircraft structure and its static or dynamic interaction with the aerodynamic loads. Aeroelasticity may constraint the flight envelope, structural weight and aircraft performance which are closely related to design variables of the MDO tool used in the present strut braced wing design.

Most previous publications on the strut braced wing aeroelasticity deal with the static aeroelastic response of the structure under a given aerodynamic loading. The main concern has been usually to take advantage of the strut support for reducing wing bending moment. Few publications have investigated the aeroelastic behavior, such as flutter and divergence, of the strut braced wing. Reference 28 introduced the so-called “the Keldysh problem” to analyze the aeroelastic stability of a simple wing model with a strut as shown in Figure 1.4. The wing planform is rectangular, straight and has no dihedral. The wing aspect ratio of the considered wing is high and the flow is assumed to be incompressible to allow the use of simple strip theory for the unsteady aerodynamic calculation.

The bending and torsional stiffness along the wing span is assumed to be constant in the Keldysh problem. The strut is a perfectly rigid rod connecting the wing-strut junction to the fuselage-strut junction (Figure 1.4). Based on the Bubnov-Galerkin one term approximation, Keldysh concluded that the wing is stable if the wing-strut junction location \( y_s \) is greater than 0.47 of the half span \( L \). In a more recent article, Mailybaev and Seiranyan\(^\text{27}\) corrected the Keldysh’s solution by using a more rigorous approach and adding a divergence related instability as the solution to the problem. One of their conclusions for the Keldysh problem is that, for \( y_s > 0.47 \, L \), the wing will experience divergence, rather than be stable as concluded by Keldysh. The divergence speed is twice the critical speed of a cantilever wing.
of the same size but without a strut. Hence, for the Keldysh problem, the best location for the wing-strut junction is between 47% of the half span and the wing tip.

![Figure 1.4 The strut braced wing model of the Keldysh problem](image)

The Keldysh problem above demonstrates the importance of the location of the wing strut junction. In the present work, a broader problem is considered. The wing is swept back and tapered. The wing taper ratio is 0.21, the quarter chord swept angle is 29.9° and the aspect ratio is 12.17. The unsteady aerodynamic load is predicted using the doublet lattice lifting surface method which is better than the simple strip theory approach used in Ref. 22. The strut stiffness in the present work is not infinite and the angle between the wing and strut is very shallow (Fig. 1.1) which will impose a more flexible support at the wing-strut junction point. Figure 1.1 also shows that the wing and strut are not in the same plane and therefore the wing strut junction point moves elastically in the six degrees-of-freedom deformations.

The aeroelastic analysis of the present strut-braced wing problem will be conducted with two different wing models: detailed and simplified wing models. The analysis of the detailed wing model will be performed using NASTRAN software. The analysis of the simplified model will be performed using the aeroelastic analysis code developed in the
present work. The aeroelastic analysis results of the detailed and simplified wing model are presented in Chapters 2 and 5, respectively.

1.2 Dissertation Outline

The present work will be organized as follows:

- Chapter 2 presents the aeroelastic analysis of the detailed model of the strut-braced wing. The calculation is performed using NASTRAN. No compressive force effect is included in the calculation.
- Chapter 3 describes the formulation and validation of the structural stiffness of the present non-uniform beam finite element.
- Chapter 4 describes the formulation and validation of the present unsteady lifting surface methods.
- Chapter 5 presents the aeroelastic analysis of the simplified model of the strut braced wing. The calculation is performed using the present code. The compressive force effect is included in the calculation.
- Chapters 6 and 7 present the concluding remarks and recommendation for future work, respectively.
- Appendix A describes the detailed derivation of the present kernel function integration related to the formulation of the unsteady lifting surface methods in Chapter 4.
- Appendix B presents a brief description of the aeroelastic stability envelope.
- Appendices C and D describe detailed derivation of the rational function and translation of axis needed for the FEM formulation of the non-uniform beam in Chapter 3.

1.3 Contribution to the Field

The following are the original contributions contained in this dissertations:
1. An analytical formulation of the non-uniform beam stiffness is introduced to reduce the number of elements used in the wing finite element model, and, hence, to reduce the computational time.

The beam element stiffness distribution is an arbitrary polynomial function. The stiffness distribution of the element includes the variation in the cross sectional area $A$, the moment of inertia $I_{yy}$, $I_{zz}$ and $I_{yz}$, and the torsional stiffness $J$.

2. An iteration procedure to improve the buckling calculation of the beam is introduced based on a Taylor expansion series.

The iteration scheme is quadratically convergent. The result gives the same result as the standard buckling calculation if only a single iteration is performed and the initial buckling load is zero.

3. A numerical scheme to unify the doublet-lattice and doublet point methods is introduced to improve the accuracy and reduce the computational time. The present formulation is derived based on analytical separation of the regular and singular functions embedded in the lifting surface kernel function.

4. A strut-braced wing model is developed for static and dynamic aeroelastic stability analysis. Two models were generated, including a detailed wing model and a simplified beam model. The detailed wing model consists of 14 wing section sub-components such as wing skins, spars, caps, and webs. The simplified beam model include the compressive force effect in the aeroelastic calculation.

5. A procedure to include the compressive force effect in aeroelastic stability of the strut-braced wing is developed. The developed code modules are as follows:

- `ehexa.f`: to generate the detailed wing model as well as the simplified model based on the equivalent hexagonal wing box approach.
- `fem.f`: to generate the FEM stiffness, geometric stiffness and mass matrices of the structural beam model.
- `vlm.f`: to generate the steady aerodynamic load.
- `dlhm.f`: to generate the unsteady aerodynamic load.
• *trim.f*: to calculate the wing aerodynamic load, structural displacement, and structural (compressive) forces for the wing under given flight load condition. The wing flexibility and strut slack load factor are included in the analysis.
• *Mode.f*: to calculate the frequencies and mode shapes of the strut braced wing including the compressive force effect.

The relationship between these modules are shown in Fig. 1.5.

![Diagram](image)

**Figure 1.5.** The present aeroelastic computational module of the strut-braced wing
Chapter 2
Strut-Braced Wing Aeroelasticity
Without Geometric Stiffness Effect

2.1 Introduction

Aeroelasticity is one important factor in aircraft design. Aeroelasticity takes into account the flexibility of the aircraft structure and its static or dynamic interaction with the aerodynamic load. Aeroelasticity may provide a constraint on the flight envelope, structural weight and aircraft performance. For the strut braced wing aircraft design, aeroelasticity has a more significant role due to the unconventional nature of the aircraft as described in the previous chapter. From the aeroelastic point of view, the strut-braced wing aircraft has at least three important characteristics which make the aeroelastic behavior of a strut-braced wing different from the conventional aircraft. First, the strut gives additional support to the wing that changes the aerodynamic load distribution pattern on the wing. This aerodynamic load redistribution further affects the wing weight and structural stiffness distribution. Second, as a further result of multi-disciplinary optimization of various fields involved in the design of the strut-braced wing aircraft, the wing thickness becomes thinner and the wing aspect ratio becomes larger. With a more flexible structure, aeroelastic considerations become even more important. Third, the presence of the compressive axial force in the inner
wing due to the strut force adds a geometric stiffness term to the aeroelastic set of equations. This additional geometric stiffness term increases the complexity of the stability problem since an eigen problem related to the wing buckling is added to the conventional aeroelastic problem. In the present Chapter, the aeroelastic analysis of the strut braced wing is performed by focusing on the first two aforementioned effects. The third effect, related to the effect of compressive force on the strut braced wing aeroelastic response, is described in Chapter 5.

Most previous publications on the strut braced wing aeroelasticity usually with the static aeroelastic response of the structure under aerodynamic loading. The main concern is usually to take advantage of the strut support for reducing the wing bending moment. References 9 and 13 describe a simple approach to predicting the strut-braced wing weight based on a double plate model for the wing section. The double plate model gives an accurate prediction for the wing bending weight, however it is not suitable for predicting the torsional stiffness of the wing. For this reason, Refs. 9 and 19 introduced an alternate hexagonal section model of the wing that allows a more accurate prediction of both the wing bending and torsional stiffness. A detailed description of the hexagonal section model used in the present work is described in Section 2.2.

Few publications have investigated the aeroelastic behavior, such as flutter and divergence, of the strut braced wing. Reference 28 introduced the so-called “the Keldysh problem” to analyze the aeroelastic stability of a simple wing model with a strut as shown in Figure 2.1. The wing planform is rectangular, straight and has no dihedral. The wing aspect ratio is considerably high and the flow is assumed to be incompressible to allow a simple strip theory for unsteady aerodynamic calculation.

The bending and torsional stiffness along the wing span is assumed to be constant in the Keldysh problem. The strut is a perfectly rigid rod connecting the wing-strut junction to the fuselage-strut junction (Figure 2.1). The wing strut junction point is on the wing elastic axis. The rigid strut assumption imposes a pin-type support boundary condition at the wing-strut junction point, i.e. the wing is continuous at the junction point, is free to rotate but is
restrained from transverse displacement. The Keldysh problem also ignores the geometric stiffness effect.

Based on the Bobunov-Galerkin one term approximation, Keldysh concluded that the wing is stable if the wing-strut junction location $y_s$ is beyond 0.47 of the half span $L$. In a subsequent article, Mailybaev and Seiranyan\textsuperscript{27} improved the Keldysh’s solution by using a more rigorous approach and adding a divergence related instability as a possible solution to the problem. Their conclusions for the Keldysh problem are as follows:

(a) For $y_s > 0.47 L$, the divergence instability is more critical than the flutter. It is found also that the divergence speed is constant, i.e. the strut support does not improve the stability performance if the junction point is moved further outboard.

(b) For $y_s = 0.47 L$, the flutter speed becomes the same as the divergence speed.

(c) For $y_s < 0.47 L$, the flutter instability is more critical than the divergence. The flutter speed varies as the junction point moves inboard, but the flutter speed is less than the speed at $y_s = 0.47 L$.

(d) Therefore, the optimum location of the strut is located in the region $y_s > 0.47 L$. The minimum divergence speed is 60.3 m/s which is higher than the critical speed of a cantilever wing, the same size but without strut, 30.3 m/s. Hence, for the Keldysh problem, the strut increases the critical speed more than 100%.

![Figure 2.1 The strut braced wing model of the Keldysh problem](image)
The Keldysh problem above demonstrates the effectiveness of the strut to increase the critical speed and the importance of the location of the wing strut junction. In the present work, a broader problem is considered. The wing is aft-swept and tapered. The wing taper ratio is 0.21, the quarter chord swept angle is $29.9^\circ$ and the aspect ratio is 12.17. The unsteady aerodynamic load is predicted using the doublet lattice lifting surface method which is better than the simple strip theory approach used in Refs. 27 and 28. The compressibility of the aerodynamic load is taken into account by employing the Prandtl-Glauert transformation in the unsteady aerodynamic governing equations.

The strut stiffness in the present work is not infinite and the angle between the wing and strut is very shallow (Figures 2.2 and 2.3) which will impose a more flexible support at the wing-strut junction point. Figure 2.2 also shows that the wing and strut are not in the same plane and therefore the wing strut junction point moves elastically in the six degrees of freedom deformations. The wing bending and torsional stiffness is not constant. A more detailed data of the aircraft is given in Table 1.1.

The present strut-braced wing problem is solved using the MSC/NASTRAN finite element code. The effect of the wing-strut junction position in spanwise and chordwise directions is investigated, as well as the fuselage-strut junction point. The wing bending stiffness is obtained based on the double plate model. In order to estimate the wing torsional stiffness, a hexagonal wing section approach is used to model the structural wing box. A more detailed description of the hexagonal wing section approach is described in Section 2.2. The flutter and divergence of the strut-braced wing and the sensitivity of the wing-strut junction location are described in Section 2.3 and 2.4 respectively.
Figure 2.2. A space frame model of the present strut-braced wing-strut

Figure 2.3. Front view of the present strut-braced wing
Table 2.1. Strut-braced wing aircraft parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wing half-span</td>
<td>108.44 ft</td>
</tr>
<tr>
<td>Wing - strut junction point</td>
<td>74.52 ft</td>
</tr>
<tr>
<td>Wing sweep (3/4 chord)</td>
<td>25.98°</td>
</tr>
<tr>
<td>Strut sweep (3/4 chord)</td>
<td>19.01°</td>
</tr>
<tr>
<td>Strut offset length</td>
<td>2.74 ft</td>
</tr>
<tr>
<td>Wing root chord</td>
<td>32.31 ft</td>
</tr>
<tr>
<td>Wing tip chord</td>
<td>6.77 ft</td>
</tr>
<tr>
<td>Strut force at 1 g load</td>
<td>215 387 lb</td>
</tr>
<tr>
<td>Strut chord (constant)</td>
<td>6.62 ft</td>
</tr>
<tr>
<td>Wing root t/c</td>
<td>13.75%</td>
</tr>
<tr>
<td>Wing tip t/c</td>
<td>6.44%</td>
</tr>
<tr>
<td>Strut t/c</td>
<td>8.0%</td>
</tr>
<tr>
<td>Fuselage diameter</td>
<td>20.33 ft</td>
</tr>
<tr>
<td>Wing flap area</td>
<td>1411.02 ft²</td>
</tr>
<tr>
<td>Wing reference area</td>
<td>4237.30 ft²</td>
</tr>
<tr>
<td>Take-off gross weight</td>
<td>504833 lb</td>
</tr>
</tbody>
</table>
2.2 Wing Section Model

2.2.1 Double Plate Model

A common approach to estimating the preliminary bending weight of a conventional wing is usually by using a semi-empirical equation such as the NASA Langley developed Flight Optimization System FLOPS\textsuperscript{23}. Application of this procedure to a strut braced wing, however, may give inaccurate results due to the unconventional nature of the structure. For this reason, several bending weight calculation procedures, by taking into account the influence of the strut upon the structural wing design, were developed in the MAD Center of Virginia Tech. The earliest work is based on a double plate assumption of the wing box structure as reported in Refs. 13, 19, and 21.

![Diagram of double plate model](attachment:image.png)

Figure 2.4. The double plate model to represent the wing bending box

To calculate the wing-bending weight of single strut configuration, a piecewise linear beam model, representing the wing structure as an idealized double plate model, was used first. This model is made up of upper and lower skin panels (Figure 2.4), which are assumed to carry the bending moment. The double-plate model offers the possibility to extract the
material thickness distribution by a closed-form equation. The cross-sectional moment of inertia of the wing box can be expressed as:

\[ I(y) = \frac{t_d(y) c_b(y) d^2(y)}{2} \]  

(2.1)

where \( t_d(y) \) is the wing skin thickness, \( c_b(y) \) is the wing box chord, and \( d(y) \) is the wing airfoil thickness. Note that the upper and lower wing skin thickness are equal. To obtain the bending material weight, the corresponding bending stress in the wing is calculated from:

\[ \sigma_{\text{max}} = \frac{M(y)d(y)}{2I(y)} \]  

(2.2)

where \( \sigma_{\text{max}} \) denotes the maximum stress, \( M(y) \) is the bending moment of the wing, and \( I(y) \) denotes the cross-sectional moment of inertia.

If the wing is designed according to the fully-stressed criterion, the allowable stress \( \sigma_{\text{all}} \) can be substituted into Eq. (2.2) for \( \sigma_{\text{max}} \). Substituting \( I(y) \) into Eq. (2.2), the wing panel thickness can be specified as:

\[ t_d(y) = \frac{|M(y)|}{c_b(y)d(y)\sigma_{\text{all}}} \]  

(2.3)

The chord length \( c_b \) and the maximum airfoil thickness \( d \) along the wing span are given from the wing geometry data for each iteration in the MDO optimization loop. The bending moment \( M(y) \) is obtained by considering three critical loading cases including the –2.0 \( g \) taxi bump, the 2.5 \( g \) pull-up, and the –1.0 \( g \) push-over maneuvers. The loading is simplified by assuming a piecewise linear distribution along the wing span. In addition to fulfilling the strength requirement in Eq. (2.3), this loading is also employed to calculate the wing tip displacement constraint. The final panel thickness along the wing span is obtained as a minimum thickness curve envelope that satisfies the structural strength and displacement constraints for all of the loading maneuvers specified above.

Three of the most important features of the double plate approach are as follows:
• In each section of the wing box, only one independent variable, which is the panel thickness $t_d(y)$, is needed to represent the bending stiffness and weight.

• Since the model is simple, a closed form solution for the panel thickness can be obtained based on the fully stressed design concept.

• The numerical procedure to approximate the wing bending weight, because of its simple formulation, is very fast. Therefore the method is suitable for an MDO calculation module.

The accuracy of the double plate method to approximate the wing bending weight has been demonstrated in Refs. 12 and 17. A more detailed description of the method is described in Ref. 12.

### 2.2.2 Basic Hexagonal Wing Section Model

Although the double plate model renders very accurate estimates for the wing bending material weight, it is not suitable for calculation of the wing-box torsional stiffness. This torsional stiffness becomes essential when calculating wing twist and flexible wing spanload, as well as for the incorporation of aeroelastic constraints into the MDO optimization.

Therefore, a hexagonal wing-box model (Figure 2.5) was proposed for the wing weight calculation module. The basic form of the model was provided by Lockheed Martin Aeronautical Systems (LMAS) in Marietta, Georgia. As shown in Figure 2.5, the wing section consists of the following elements:

• Four skin panels covering the upper and lower part of the airfoil. Each panel has different thickness. The skin thickness of each part is $t_1$, $t_2$, $t_4$, and $t_5$ respectively.

• Two shear web at the front and rear spars with the skin thickness $t_3$ and $t_6$ respectively.
Figure 2.5. The hexagonal wing section model

- Four spar caps at each tip of the shear web with the cross section area $A_{c1}$, $A_{c2}$, $A_{c3}$, and $A_{c4}$, respectively. The numbering of the cap is started from the upper front spar cap and rotated in clockwise direction.

- Four stringers at the middle of each skin panels web with the cross section area $A_{s1}$, $A_{s2}$, $A_{s3}$, and $A_{s4}$, respectively. The numbering of the stringer is started from the middle of upper front skin $t_1$ and rotated in clockwise direction.

Therefore in each section there are 14 different variables representing wing section sub component stiffness. Compared to the double plate model that needs only one variable, the hexagonal model has more complicated geometry to better simulate the shape of the airfoil and is consequently difficult to find its optimum stiffness directly.

To simplify the problem, Bob Olliffe of LMAS suggested setting only one sub-component as the independent variable and the other 13 sub-components as dependent variables. For example, if the dimension of $t_4$ is given, than the other dimensions of the skins, shear webs, stringers and spar caps can be calculated directly. Such direct calculation can be performed provided the ratio between the sectional area of each part of the element is known. In the present work, $t_4$ is selected as the independent variable and the other 13 sub-
components are calculated based on an optimized ratio among hexagonal wing box elements suggested by LMAS\textsuperscript{26}. The ratio of each element is given in five spanwise wing sections. The ratio of each elements in other wing sections is interpolated by using a cubic spline approach.

The remaining part to be solved in the hexagonal box model is to find the independent variable $t_d$. For the strut braced wing, there are two approaches developed in the MAD Center of Virginia Tech. The earliest approach is the equivalent hexagonal box model developed by the present author mainly for the SBW aeroelastic analysis. The latest approach was developed by Gern\textsuperscript{29} for predicting the SBW wing bending weight as well as aeroelastic analysis. In Section 2.2.3, only the first method is described. A more detailed description of the second method is given in Ref. 29.

### 2.2.3 Equivalent Hexagonal Wing Section Model

The equivalent hexagonal model was developed as the first attempt to find the wing torsional stiffness distribution for aeroelastic analysis of the strut braced wing. The wing torsional stiffness, as well as bending stiffness, was needed for flutter and divergence speed calculations. At that time, the only available data was the wing bending stiffness distribution calculated by using the double plate model. Since the double plate module, called wing.f, has been validated and was well-established as part of the MDO code of the strut-braced wing, the first idea was just to find an equivalent hexagonal model. The equivalent hexagonal model (EHM) should have equal bending weight and bending stiffness with that of the double plate model as shown in the following equations:

\[
A_{eq}(y) = A_{dpm} = 2 t_d(y) c_b(y) \quad (2.4a)
\]

\[
I_{eq}(y) = I_{dpm} = \frac{t_d(y) c_b(y) d^2(y)}{2} \quad (2.4b)
\]
To fulfill this goal, three procedures are investigated. Each procedure has different assumption on the hexagonal bending weight.

### 2.2.3.1 Equivalent Hexagonal Model (EHM) Procedure 1

The first procedure is based on the assumption that the whole cross sectional area of the hexagonal box is the same as the bending weight calculated using the double plate model, or

\[
A_{eq1} = 2 \ t_d(y) \ c_b(y)
\]

where the bending weight of the EHM Procedure 1 is

\[
A_{eq1} = \sum_{i=1}^{14} \frac{\rho_i \ A_i}{\rho_{ref}}
\]

Equation (2.6) shows that all of the 14 sub-components of the hexagonal model contribute to the bending weight. The density \(\rho_{ref}\) is the same as the density of the double plate model. If the ratio of each sub-component area with respect to the area of the fourth skin is defined as

\[
r_i(y) = \frac{A_i}{t_4 \ L_4}
\]

then the dimension of the fourth skin can be obtained as

\[
t_4(y) = \frac{2 \ t_d(y) \ c_b(y)}{L_4 \ \sum_{i=1}^{14} r_i(y)}
\]

The centroid of the hexagonal box is calculated as

\[
x_c = \frac{\sum_{i=1}^{14} A_i \ x_i \ E_i}{\sum_{i=1}^{14} A_i \ E_i} ; \quad z_c = \frac{\sum_{i=1}^{14} A_i \ z_i \ E_i}{\sum_{i=1}^{14} A_i \ E_i}
\]
Therefore, the moment of inertia $I_{xx}$ of the hexagonal box can be calculated as

$$I_{eql} = I_{xx} = \sum_{\rho} \frac{E_i}{E_{ref}} \left( I_{xx,\rho} + A_i (z_i - z_e)^2 \right)$$  \hspace{1cm} (2.10)

where the referenced Young modulus $E_{ref}$ is the same as the Young modulus of the double plate model. The result of this approximation is compare to the double plate result as shown in Fig. 2.6. The result indicates that $I_{eql}$ is less than $I_{dpm}$. Indeed, $I_{eql}$ is always less than $I_{dpm}$ because the moment arm of the EHM 1 is less than that of the double plate model. This short coming led us to develop a second approach for the EHM. This approach is described in the following section.

**Figure 2.6.** $EI_{xx}$ distribution (G lb ft) of the double plate model and three hexagonal models

Based on the procedures 1,2, and 3
2.2.3.2 Equivalent Hexagonal Model (EHM) Procedure 2

The second approach is based on the assumption that the bending weight of the hexagonal model does not include the skins and webs \( t_1 \) until \( t_6 \) (Figure 2.7). Therefore, the bending weight of EHM 2 includes only the spars and stringers as follows:

\[
A_{eq2} = \sum_{i=1}^{4} \frac{\rho_{c,i} A_{c,i}}{\rho_{ref}} + \sum_{i=4}^{14} \frac{\rho_{s,i} A_{s,i}}{\rho_{ref}} = \sum_{i=1}^{14} \frac{\rho_i A_i}{\rho_{ref}}
\]

such that the bending weight of the EHM 2 is the same as that of the double plate model, or

\[
A_{eq2} = 2 t_d(y) c_b(y)
\]

(2.12)

Note that the assumption to ignore the skin and web for the bending weight calculation is commonly used in some references\(^{176}\).

The thickness \( t_4 \) is calculated by substituting of Eq. (2.11) into Eq. (2.12) and applying the same aspect ratio of each sub-component to give

\[
t_4(y) = \frac{2 t_d(y) c_b(y)}{L_d \sum_{i=7}^{14} r_i(y)}
\]

(2.13)
Note that the index of summation in Eqs. (2.11) and (2.13) is started from \( i = 7 \) since the first six indices belong to the skins and webs. After \( t_d \) is calculated, the dimensions of the hexagonal sub components can be calculated based on Eq. (2.7). The sectional centroid is calculated as:

\[
\begin{align*}
    x_c &= \frac{\sum_{i=7}^{14} A_i x_i E_i}{\sum_{i=7}^{14} A_i E_i} ; \\
    z_c &= \frac{\sum_{i=7}^{14} A_i z_i E_i}{\sum_{i=7}^{14} A_i E_i}
\end{align*}
\]  

(2.14)

The bending moment of inertia is calculated as

\[
I_{xx} = \sum_{i=7}^{14} \frac{E_i}{E_{ref}} \left( I_{xx, o_i} + A_i (z_i - z_c)^2 \right)
\]

(2.15)

The moment of inertia \( I_{xx} \) calculated by Eq. (2.15) is still less than \( I_{dpm} \) since the moment arm is smaller. However, it is possible to increase the total moment inertia if we take into account the skin and web contribution as follows:

\[
I_{eq 2} = I_{xx} + I_{skin} + I_{web} = \sum_{i=1}^{14} \frac{E_i}{E_{ref}} \left( I_{xx, o_i} + A_i (z_i - z_c)^2 \right)
\]

(2.16)

Comparison between \( I_{eq 2} \) and \( I_{dpm} \) and \( I_{eq 1} \) is given in Fig. 2.7. The second approach clearly overpredicts the double plate model, or \( I_{eq 1} < I_{dpm} < I_{eq 2} \).

### 2.2.3.3 Equivalent Hexagonal Model (EHM) Procedure 3

The third approach is based on the combination of the previous two approaches. The bending weight of the third approach can be calculated as

\[
A_{eq 3} = a_1 A_{eq 1} + a_2 A_{eq 2} = A_{dpm}
\]

(2.17)

Since \( A_{eq 1} = A_{eq 2} = A_{dpm} \), then the coefficients \( a_1 \) and \( a_2 \) in Eq. (2.17) are related by
\[ a_1 + a_2 = I \] (2.18)

The moment of inertia of the third approach is calculated as

\[ I_{eq3} = a_1 I_{eq1} + a_2 I_{eq2} \approx I_{dpm} \] (2.19)

The last two equations, i.e. Eqs. (2.18) and (2.19), are sufficient to find the coefficients \( a_1 \) and \( a_2 \). The next step is to obtain the sub component area of the hexagonal model by multiplying \( a_1 \) and \( a_2 \) to \( A_i \) calculated in Procedure 1 and 2 respectively. It should be noted that there is no iteration needed in this procedure, and the Procedures 1 and 2 can be calculated simultaneously. Therefore the computational time for this procedure is very small and is still suitable as part of an MDO module.

Comparison between \( I_{eq3} \) and other approaches are shown in Fig. 2.6. As expected, the third approach gives a very close approximation to the double plate result. This approach is used in the present work to provide the bending and torsional stiffness distribution for the aeroelastic analysis.

### 2.3 Finite Element Model

To implement the equivalent hexagonal model procedures described in Section 2.2, a FORTRAN computer code called `ehexa.f` was developed. The input data to `ehexa.f` is the thickness distribution resulted from `wing.f` (the double plate model code) and the wing geometry data including airfoil thickness. The output is the wing finite element model automatically generated in a NASTRAN format. The finite element output is arranged such that it can be used directly for static, structural dynamics and aeroelastic analyses of the strut braced wing using NASTRAN.

There are two finite element models that can be generated by the `ehexa.f`. The first model is a piecewise non-uniform beam element. The beam stiffness distributions in terms
of $EI_{xx}$, $EI_{zz}$, $EI_{xz}$, $EA$, and $GJ$ for each wing section are generated by the equivalent hexagonal model procedure. The number of beam elements used are 62 elements connecting 63 structural grid points along the wing elastic axis. The finite element formulation for the non uniform beam element is presented in Chapter 3. The aeroelastic analysis for the non-uniform beam element is described in Chapter 5. Further description of the model is presented in Chapters 3 and 5.

The second model is a detailed wing model consisting of the wing skins, webs, spars and stringers. The model is used in Section 2.4 as an off-design aeroelastic analysis. The two dimensional element such as skins and webs are modeled as quadrilateral QUAD4 or triangular TRIA3 shells in a NASTRAN format. The one-dimensional elements, such as spars and stringers, are modeled as ROD elements. Figure 2.8 shows the wing box structure of this model. The number of QUAD4, TRIA3 and ROD elements are 862, 3 and 1112, respectively. The number of nodes connected by these elements are 630. Assuming that each node has six degrees-of-freedom, the total number of degrees-of-freedom is 3780. Obviously, the model is not suitable to be used in the MDO since a structural analysis with such a detailed model will need a large computational time. For this reason, the second hexagonal model is used to verify the final MDO result. If the aeroelastic analysis module is required as part of the MDO code, then the first hexagonal model is more suitable than the second model.

It should be noted that each sub-component of the hexagonal wing box model may have different material properties, i.e. different modulus of elasticity, shear modulus and density. For the detailed model, the wing skin can be modeled as composite layers with various fly angles. Each layer may have different transverse shear factor. The structural stiffness of the composite is included directly in the wing structure stiffness, such that there is no need to use the so-called ‘technology’ factor to consider the effect of composite materials. Note that the ‘technology’ factor for the composite material is used in Ref. 13 to simplify the prediction of the wing bending weight.
2.4 Flutter Analysis Using Nastran

Based on the finite element data generated by *ehexa.f*, a structural dynamics analysis was performed using the SOL 103 module of NASTRAN\textsuperscript{34} to calculate the natural frequencies and modes of the strut-braced wing. For all the cases considered in the present work, the connection between the fuselage and wing strut and between the fuselage and strut are assumed to be rigid, i.e. there are no relative displacements and rotations at the wing-fuselage and strut-fuselage junctions. The free-vibration analysis was performed for a half wing model using the Lanczos eigen solution\textsuperscript{34}. The natural frequencies for the first ten
modes are presented in Table 2.2. The mode shapes for the first 6 modes are shown in Fig. 2.9a – 2.9e.

Table 2.2.
Natural frequencies of the strut-braced wing

<table>
<thead>
<tr>
<th>Mode Shape</th>
<th>Frequency (Hz)</th>
<th>Mode Shape</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.33</td>
<td>6</td>
<td>7.71</td>
</tr>
<tr>
<td>2</td>
<td>2.97</td>
<td>7</td>
<td>9.09</td>
</tr>
<tr>
<td>3</td>
<td>3.74</td>
<td>8</td>
<td>10.79</td>
</tr>
<tr>
<td>4</td>
<td>4.37</td>
<td>9</td>
<td>12.24</td>
</tr>
<tr>
<td>5</td>
<td>6.76</td>
<td>10</td>
<td>15.30</td>
</tr>
</tbody>
</table>
Figure 2.9a. Mode 1: First vertical bending (2.33 Hz)

Figure 2.9b. Mode 2: Second vertical bending (2.97 Hz)

Figure 2.9c. Mode 3: Third vertical bending (3.74 Hz)
Figure 2.9d. Mode 4: First aft bending (4.37 Hz)

Figure 2.9e. Mode 5: Fourth vertical bending (6.76 Hz)
Figure 2.9f. Mode 6: Second aft bending (7.71 Hz)

Figure 2.9g. Mode 7: First Torsion (9.09 Hz)
The flutter analysis was performed for the half wing model using the PK method option in NASTRAN\textsuperscript{34}. The basic equation for the PK method is

\[
\begin{bmatrix}
M \ p^2 + \left( B - \frac{\rho \ c \ V}{4 \ k} \ Q_B \right) p + \left( K - \frac{\rho \ V^2}{2} \ Q_K \right) \end{bmatrix} \{ u \} = 0
\quad (2.20)
\]

where

\( M \) = modal structural mass matrix

\( B \) = modal structural damping matrix

\( K \) = modal structural stiffness matrix

\( Q_B \) = modal aerodynamic damping matrix

\( Q_K \) = modal aerodynamic stiffness matrix

\( u \) = modal amplitude

\( p \) = eigenvalue = \( \sqrt{\frac{g}{2}} \pm i \)

\( g \) = (artificial) structural damping

\( k \) = reduced frequency = \( \sqrt{\frac{\omega \ c}{2V}} \)

\( c \) = reference length = average wing chord

\( V \) = air speed

\( \omega \) = circular frequency

\( \rho \) = air density

The structural modal matrices \( K, B \) and \( M \) are generated using the finite element method. The aerodynamic modal matrices \( Q_K \) and \( Q_B \) are generated using the aerodynamic lifting surface theory. For subsonic flow, the lifting surface method is based on the doublet lattice method of Giesing, Rodden and Kalman\textsuperscript{34}. For supersonic flow, the lifting surface method is based on the harmonic gradient method of Chen and Liu\textsuperscript{177}. It should be noted that
the aerodynamic modal matrices \( Q_k \) and \( Q_B \) are functions of the reduced frequency \( k \) and mach number \( M \). A more detailed description of the doublet lattice method is presented in Chapter 4 of the present work.

Equation (2.20) is solved in a state space form as follows:

\[
\begin{bmatrix}
A - p I
\end{bmatrix}
\begin{bmatrix}
u
\end{bmatrix} = 0
\]

(2.21)

where \( A \) is the real matrix

\[
A = \begin{bmatrix}
0 & I \\
-M^{-1}
\begin{bmatrix}
K - \frac{\rho}{2} V^2 Q_k \\
B - \frac{\rho c V}{4 k} Q_B
\end{bmatrix}
\end{bmatrix}
\]

(2.22)

The eigenvalue and eigenvector solution of Eq. (2.21) are calculated in NASTRAN using the upper Hessenberg method described by Komzsik\textsuperscript{178}. In general, the eigensolutions are complex conjugate pairs. The eigenvalues are calculated for each air speed \( V \), and the results are presented in the form of the well-known \( V-g \) and \( V-f \) plots as shown in Figure 2.10. The \( V-g \) plot shows the structural damping \( g \) of each mode as a function of the air speed \( V \). The \( V-f \) plot shows the frequency \( f \) of each mode as a function of the air speed \( V \). The flutter or divergence critical speed is obtained from the \( V-g \) plot as the lowest velocity \( V \) at which the \( g \) curve crosses the \( V \) axis from negative structural damping \( g \) (stable region) to positive \( g \) (unstable region) as shown in Fig. 2.10. The \( V-f \) plot is useful to differentiate if the critical speed is flutter or divergence speed. If, at the critical speed, the frequency of the related mode is zero, the critical speed is a divergence speed. The critical speed is a flutter speed if the related frequency at the critical speed is greater than zero.
In the present work, the flutter speed is calculated first for the reference condition, and then followed by flutter calculations for a number of parameter variations including altitude, strut locations, strut stiffness etc. The reference condition is defined as follows:

- The wing and strut geometric and structural data are based on the final iteration result of the MDO study.
- The wing strut junction location is at 69% of the wing semi-span.
- The length of the offset beam between the wing and strut is 3.17 ft.
- The fuselage-strut junction location is at \( x = 29.01 \) ft from the leading edge of the wing root.
- The computation is performed for sea level condition.
- The structural damping is set at \( g = 0\% \).

In the present flutter analysis, all of the first ten vibration modes are used. The \( V-g \) and \( V-f \) plots of the flutter results for the reference condition are shown in Figures 2.11a and 2.11b, respectively. The flutter speed is found at \( V_f = 902 \) fps with the frequency \( f = 3.93 \) Hz. It will be shown in the next section that this flutter speed is beyond the flight speed envelope of the strut-braced wing design.
Figure 2.11a. The $V$-$g$ plot of the strut braced wing at the reference condition

Figure 2.11b. The $V$-$f$ plot of the strut braced wing at the reference condition
2.5 Sensitivity Analysis

A sensitivity study was performed to study the behavior of the aeroelastic response near the reference condition described in the previous section. Variation of several parameters are selected including the changes in:

- longitudinal/axial position of the fuselage-strut junction
- spanwise position of the wing-strut junction
- chordwise position of the wing strut junction
- length of the offset beam connecting the wing and strut
- fuel loading on the wing
- altitude

For convenience, the reference condition is rewritten as follows:

- The wing and strut geometric and structural data are based on the final iteration result of the MDO.
- The wing strut junction location is at 69% of the wing semi-span.
- The length of the offset beam between the wing and strut is 3.17 ft.
- The fuselage-strut junction location is at \( x = 29.01 \) ft from the leading edge of the wing root.
- The computation is performed for the sea level condition.
- The structural damping is set at \( g = 0\% \).
- The flutter speed for this reference condition is 902 fps. This flutter speed is set as a reference velocity for the strut-braced wing detailed model, i.e. \( V_{ref} = 902 \) fps.

It is assumed that the stiffness and dimension of the wing and strut are fixed at the reference condition as the aforementioned parameters are made to vary.
The first variation is to investigate the flutter and divergence speeds if the strut position at the fuselage changes in the longitudinal or $x$ direction. The distance $x$ is measured from the leading edge of the wing root parallel to the flow direction. Figure 2.12 shows that the flutter speed increases as the strut-fuselage junction moves forward along the fuselage axis. This trend can be related to the so called mass-balance effect, where the flutter speed is higher if the center of gravity of the system moves forward. Reference 54 shows that for a two-dimensional aeroelastic problem, frequently no flutter occurs if the center of gravity is ahead of the elastic axis. For the under-wing mounted engine configuration, the flutter speed usually increases if the center of gravity of the engine moves forward. Note that, in the present sensitivity study, the cross sectional area of strut is kept constant as the strut junction moves forward. Therefore, the strut weight increases and the center of gravity moves forward as the strut-fuselage junction moves forward.

No divergence speed was found within this range. This result is expected since for a swept back wing the divergence speed is usually very high. For this reason, only flutter results are investigated in the remaining part of this work. Note that the reference speed $V_{ref}$ is the flutter speed at the reference condition as defined in Section 2.4, i.e. in the present work, $V_{ref} = 902$ fps.

The second sensitivity study is related to investigating the variation of the flutter speed if the wing-strut junction position changes along the spanwise direction. Figure 2.13 shows that the flutter speed decreases significantly as the junction location moves outboard from $y = 0.8 L$ to the wing tip. For $0 < y < 0.70 L$, the flutter speed decreases gradually. The trend of the present result is relatively the same as the analysis result of Mailybaev and Seiranyan\textsuperscript{27} for the Keldysh wing. In their result, the flutter speed also decreases if the junction moves outboard, except that the divergence speed is more critical than flutter speed for $0.40 L < y < 1.0 L$. In the present analysis, no divergence speed was predicted.
The trend of the SBW flutter speed that decreases when the strut support moves outboard can be related to the reduction of the strut stiffness as the length of the strut increases. Note that the axial, flexural and torsional stiffness of a beam is proportional to \((EA / L), (EI / L^3)\) and \((GJ / L)\), respectively. In the present sensitivity study, the strut material properties \(E\) and \(G\), and the sectional area \(A\) and moment of inertia \(I\) are kept constant as the length of the strut \(L\) increases.

An interesting behavior is the increase of the flutter speed in the region \(0.7 < y_s < 0.8\) when the strut support moves outboard. The increase is related to the fact that the flutter mode switches from a torsional mode outside this region to a bending mode inside this
region. This trend may indicate that the aeroelastic stability system of the strut-braced wing is not dominated by the lower order modes. For the aeroelastic stability system where higher order modes is also important, it is possible for the flutter mode to switch.

![Image](image.png)

**Figure 2.13.** Flutter speed as a function of the spanwise position of the strut junction at the wing. \( V_{\text{ref}} = 902 \text{ fps} \).

The third sensitivity study is performed to investigate the variation of the flutter speed if the location of the wing-strut junction changes along the chord wise direction. Figure 2.14 shows the results for three possible positions of the strut supports: at the wing elastic axis, the front spar, and the rear spar. For each of these three chordwise positions, the flutter calculation was performed as function of the strut support along the spanwise direction. The results (Fig. 2.14) indicate that the strut support at the rear spar gives the lowest flutter speed.
among other chordwise locations. The strut support at the front spar gives the highest flutter speed, or at least the same as the result for the strut support at the elastic axis.

Note that the strut support at the front spar was also selected by Gern et al.\textsuperscript{21} as the best support positions for the SBW flexible wing to have aerodynamic load alleviation during positive load maneuver. Reference 21 described that, if the strut is attached to the wing front spar, the strut twists the leading edge downward, thus decreasing the sectional angle of attack on the outboard (wash-out effect). As a result, the lift load is shifted inboard, producing a decrease in the spanwise wing bending moment. This passive load alleviation, that works for a steady aerodynamic distribution, contributes to the increase of the flutter speed. Possible reasons for this behavior are as follows:

- It has been shown in Ref. 70 that the unsteady aerodynamic load can be divided into two parts: the steady aerodynamic and the incremental unsteady aerodynamic parts. If the steady aerodynamic load is shifted inboard, the total unsteady aerodynamic load is also shifted inboard.
- The unsteady aerodynamic load is shifted inboard to satisfy the surface boundary condition as the sectional angle of attack of the outboard surface decreases.
- The flutter speed becomes higher if the spanwise center of pressure is shifted inboard, since the load center is shifted to the place where the wing stiffness is higher.
A further study is performed to investigate the influence of the different length of the offset beam connecting the wing and strut (see Fig. 2.15). Note that the reference condition is for the condition where the offset beam length is equal to 3.17 ft. The result (Fig. 2.15) reveals that the flutter speed decreases by increasing the offset beam length. This trend is related to the fact that the stiffness of the SBW structure decreases as the length of the offset beam increases.
Figure 2.15. Flutter speed at sea level as function of the length of the offset beam connecting the wing and strut. $V_{ref} = 902$ fps, $h_{offset-Ref} = 3.17$ ft.

The influence of fuel load and flight altitude on the flutter speed is shown in Fig. 2.16. The flutter speed was calculated for every altitude for the strut-braced wing with and without the fuel to comply with the relevant FAA regulation\textsuperscript{25}. Note that the reference condition is the SBW aircraft at sea level with zero fuel load. Figure 2.16 shows that in most altitude the strut braced wing without fuel is more critical than the one with fuel. This trend may be related also to the static unbalance effect. In the present case, the increase of fuel weight may shift the center of gravity of the wing structural and non-structural mass toward the leading edge.
It should be noted that most of the flutter modes shown in Fig 2.16 are the first torsional mode. However, for the full fuel case at sea level and at 42,000 ft, the flutter mode switches to the bending mode. This trend again indicates that higher order modes of the strut-braced wing may couple with the lower modes such that the switching modes are possible.

Comparison between the strut braced wing flutter analysis and the flight envelope is also shown in Fig. 2.16. The results show that the present design of the strut-braced wing aircraft is free from flutter within its flight envelope. This important conclusion is in agreement with the finding by LMAS in Ref. 26. The strut braced wing aircraft version of LMAS is derived from the present configuration with a more refined aerodynamic and structural design of the wing. After performing a flutter analysis using a more detailed aircraft structure, LMAS concluded, in their final report to NASA-Langley, that their strut-braced wing is free from flutter.

The investigated flutter sensitivity with respect to several design parameters, such as the strut location and stiffness, fuel distribution, and flight altitude, are useful to better understand the effect of these parameters on the aeroelastic stability. The results can be arranged to form a response surface describing the flutter sensitivity near a reference condition for these parameters. It is possible to further include this flutter response surface as part of any MDO code for a strut-braced wing optimization.
Figure 2.16. Flutter speed as a function of the altitude for the wing with or without fuel load. $V_{\text{ref}} = 902$ fps.
Chapter 3

Nonuniform Beam Element Formulation

3.1 Introduction

Non-uniform cross-section beams, ranging from small frame components to large bridge girder beams, are widely used as structural elements in many engineering fields. They are used to improve the structural strength, to reduce structural weight, or to satisfy architectural or aesthetical requirements. Important characteristic of non-uniform beam-columns have been investigated since 1773 when Lagrange\textsuperscript{31,32} introduced an optimum non-uniform shape of a column subject to an axial load. In aeroelasticity, non-uniform beam models are often used to represent a wing\textsuperscript{33,34}. NASA Langley\textsuperscript{35} investigated dynamic and buckling characteristics of numerous non-uniform beam geometries for the construction of a large structure platform in space, where, in this critical weight saving case, the use of non-uniform members may prove worthwhile\textsuperscript{6}.

A large number of investigations on the non-uniform beam can be classified into three groups: (i) the study of the element static stiffness matrix\textsuperscript{36-46} and geometric stiffness matrix\textsuperscript{46-50}, (ii) the study of the dynamic stiffness matrices\textsuperscript{46,48,152-156}, and (iii) the study of the shape optimization of the beam-columns\textsuperscript{32,157-165}.

The formulation of the static stiffness matrix for non-uniform beams has been studied by many researchers\textsuperscript{36-46}. Several different techniques have been adopted, including finite
element formulations\textsuperscript{36-43}, finite difference method\textsuperscript{47}, and recurrence series methods\textsuperscript{44}. Gallagher and Lee\textsuperscript{48} and others proposed to use a variational principle to develop the element stiffness matrix. Their development is based on a cubic displacement function, which is the same as the formulation for a uniform beam. The formulation is simple yet it proved to be superior to a piecewise stepped uniform element representation. This method is adopted and extended in many finite element codes such as NASTRAN\textsuperscript{186} and ASTROS\textsuperscript{187}.

Another approach to study beams using the finite element method is based on the flexibility method. Weaver and Gere\textsuperscript{36} describe a procedure to construct the stiffness matrix based on the flexibility method for a tapered beam with a linear variation of the bending stiffness $EI$. The flexibility matrix is constructed first based on the tip deflection and rotation of a cantilever beam. A direct integration of the Euler-Bernoulli differential equation is performed to find the deflection or rotation for each concentrated force or moment unit load at the tip of the beam. The stiffness matrix is obtained by inverting the flexibility matrix. Karabalis and Beskos\textsuperscript{46} present the solution for beams with constant width and linear depth variation. Banerjee and Williams\textsuperscript{36} follow the same procedure and present the solution for a non uniform beam with a stiffness variation in the form:

$$EI(x) = EI_0 \left\{1 + r \left(\frac{x}{L}\right)\right\}^m$$ \hspace{1cm} (3.1)

where $L$ is the length of the element. Reference 36 deals with the formulation of a beam element for $m = 1, 3, \text{ and } 4$; corresponding to many beam sectional profiles such as circular, rectangular, triangular and other regular geometric sections. The resulting formulation is exact if the beam stiffness distribution function follows Eq. (3.1). Baker\textsuperscript{42} solves a more general form of the $EI(x)$ function given as

$$EI(x) = EI_0 \left\{1 + r \left(\frac{x}{L}\right)^{m_p}\right\}^{m_q}$$ \hspace{1cm} (3.2)

where $m_p$ and $m_q$ are arbitrary integer numbers. Friedman and Kosmatka\textsuperscript{40} give an explicit stiffness matrix expression for $m_p=2$ and $m_q=3$. It should be noted that to have a physical
meaning, the stiffness function $EI(x)$ in Eqs. (3.1) and (3.2), and elsewhere in the present work, should be greater than 0 for the whole span of the beam:

$$EI(x) > 0 \quad \text{for} \quad 0 \leq x \leq L$$ (3.3)

Previous analytical solutions for the beam with a stiffness variation in the form of Eqs. (3.1) and (3.2) are, however, restricted only to symmetric generic cross-sections. There are at least three cases that can not be solved by using the previous analytical solutions:

(1) The first case is related to optimum shapes of columns, such as the one investigated in Refs. 177 – 185, where the $EI(x)$ does not always follows Eqs. (3.1) and (3.2). To accommodate the shape of such optimum column, the polynomial function of the $EI(x)$ should have arbitrary multiple roots. In the present work, a more general stiffness distribution, given as follows, is used:

$$EI(x) = \sum_{i=1}^{N} d_i x^i$$ (3.4)

Or, an alternate form of Eq. (3.3) in terms of the polynomial roots, which is suitable for the present method, can be written as:

$$EI(x) = EI_c \prod_{j=l}^{N} \left(x - c_j\right)^{m_j}$$ (3.5)

where $N$, $m_i$, and $c_i$ are arbitrary constant parameters that fit the stiffness distributions along the element. The parameter $c_j$ are the roots of the polynomial function $EI(x)$ and $m_j$ is the multiplicity number of the root $c_j$. The formulations for bending, axial and torsional stiffness matrices of the general non-uniform beam are presented in the next three sections of this Chapter.

(2) The second case is related to non-uniform loads applied to the beam. Baker solves the static deflection problem of the non-uniform beam under a non-uniform distributed load. However, the non-uniform load considered in by Baker is applicable only for a full span of the beam. For a more general case, where the load can be partially applied to the
beam span, the solution given in that reference can not be applied directly. In the present work, the analytical solution for the general partially distributed load to the non-uniform beam is presented in Section 3.5.

(3) The third case is related to the basic assumption adopted in the previous analytical solution where the beam cross sections should be symmetric, i.e. the cross-coupling moment of inertia term is zero. A treatment for a more general class of the problem, i.e. for non-uniform beam with asymmetric cross section where the cross-coupling moment of inertia distribution is also non-uniform, is presented in Section 3.6 of this Chapter. Validation is included by comparing the results from the present study with those given by NASTRAN or available exact solutions for several cases.

3.2 Axial Stiffness Matrix of Non-uniform Axial Bar Elements

Consider a tapered axial bar element of length \( L \) made of an isotropic elastic material of modulus \( E \) as shown in Fig. 3.1. In the present section, we assume that the cross-section area \( A = A(x) \) about the \( x \) axis varies as an arbitrary polynomial function in \( x \) as follow:

\[
A(x) = A_c \prod_{j=1}^{N} \left(x - c_j \right)^{m_j}
\]  

(3.5)

Figure 3.1. Geometry and sign convention of a tapered axial bar element
Based on the sign convention of Fig. 3.1, one can write the nodal force-displacement relation for the axial deformation of the element in the form:

\[
\begin{bmatrix}
N_1 \\
N_2
\end{bmatrix} =
\begin{bmatrix}
s_{11} & s_{12} \\
s_{21} & s_{22}
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix}
\] (3.6)

The purpose of this section is to formulate the stiffness matrix coefficients \( s_{ij} \) in Eq. (3.6) in terms of the geometric parameters \( EA_j, c_j, m_j, N \) and \( L \). The formulation includes the following three steps: deformation of the cantilever bar, the flexibility matrix, and the stiffness matrix.

### 3.2.1 Deformation of the cantilever bar problem

Consider a cantilever bar with a fixed support at \( x = L \) as shown in Fig. 3.2. The bar stiffness \( EA(x) \) varies according to Eq. (3.5). The Euler-Lagrange differential equation for the Bernoulli-beam with a small deflection assumption can be written as

\[
\frac{d}{dx} \left( EA(x) \frac{du}{dx} \right) = p(x)
\] (3.7)

where \( p(x) \) is a distributed axial load along the element span. A treatment for \( p(x) \neq 0 \) is given in Section 3.5. In the present section, assume \( p(x) = 0 \) and solve Eq. (3.7) to give

\[
EA(x) \frac{du}{dx} = N
\] (3.8)

where \( N \) is a constant internal axial force at \( 0 < x < L \). The internal force \( N \) is related to the concentrated axial load \( N_0 \) at the free end of the cantilever beam (Fig. 3.2) as follows:

where

\[
e_0 = \frac{N_0}{EA_c}
\] (3.10)
To solve Eq. (3.8), the boundary condition at the cantilever support is needed as follows:

$$u \big|_{x=L} = 0$$

(3.11)

Figure 3.2. A cantilever beam model to derive the flexibility matrix

To find a deformation at the free end due to $N_0$, substitute Eqs. (3.5) and (3.9) into Eq. (3.8) and simplify the result by eliminating $EA_c$ from the left and right sides of the equation to give:

$$\frac{d u}{d x} = \frac{e_0}{\prod_{j=1}^{N} (x-c_j)^{m_j}}$$

(3.12)

A systematic way to solve Eq. (3.12) for $u$ is by rewriting the rational function in the right-hand side of Eq. (3.12) as a sum of terms with minimal denominators such as the procedure explained in Appendix C. By referring to Eq. (C11), the right-hand side of Eq. (3.12) becomes

$$\frac{d u}{d x} = \frac{e_0}{\prod_{j=1}^{N} (x-c_j)^{m_j}} = \sum_{j=1}^{N} \frac{a_j}{(x-c_j)^{m_j}} + \sum_{j=1}^{N} \sum_{k=1}^{m_j-1} \frac{d_{jk}}{(x-c_j)^k}$$

(3.13)
where the coefficients $a_\alpha$ and $d_{\alpha\beta}$ have been solved in Eq. (C12) and (C17) respectively as follow

$$a_\alpha = \frac{e_0}{\prod_{k=1}^{N}(c_\alpha - c_k)} \quad (3.14)$$

$$d_{\alpha\beta} = \frac{1}{(m_\alpha - \beta)!} \frac{d^{m_\alpha - \beta}}{d x^{m_\alpha - \beta}} e_0 \left[ \prod_{j=1}^{N} (x - c_j)^{m_j} \right] \bigg|_{x = c_\alpha} \quad (3.15)$$

It should be noted that Eq. (3.15) is used when a symbolic package such as *Mathematica* is available. As an alternate formula suitable for FORTRAN or C computer programming languages, the coefficient $d_{jk}$ can be computed as a vector from Eqs. (C18 - C23) given in Appendix C.

The axial deformation can be obtained by a direct integration of Eq. (3.13) to give:

$$u (x, N_0) = f (x, N_0) - f (L, N_0) \quad (3.16)$$

where

$$f (x, N_0) = \sum_{j=1}^{N} a_j A (j, m_j) + \sum_{j=1}^{N} \sum_{k=1}^{m_j-1} d_{jk} A (j, m_j) \quad (3.17)$$

$$A (j, k) = \begin{cases} 
\ln (x - c_j) & \text{for } k = 1 \\
(x - c_j)^{j-k} & \text{for } k > 1 
\end{cases} \quad (3.18)$$

### 3.2.2 Flexibility Matrix of the Cantilever Bar

Based on the sign convention of Fig. 3.1, one can write the flexibility matrix of the cantilever bar in the form:
\[ u_I = f_{11} N_I \]  

(3.19)

The coefficient \( f_{11} \) is a deformation at Point 1 due to a unit axial force \( N_I = 1 \) at Point 1. Referring to Eq. (3.16), we can write \( f_{11} \) as

\[ f_{11} = u(0,1) = f(0,1) - f(L,1) \]  

(3.20)

### 3.2.3 Stiffness Matrix

By following the steps given in Appendix D, the stiffness matrix coefficient \( s_{11} \) can be obtained as:

\[ s_{11} = \frac{I}{f_{11}} \]  

(3.21a)

Since the transformation matrix \( T_{jk} \) is equal to 1, the other stiffness matrix coefficients can be obtained as:

\[ s_{22} = -s_{12} = s_{12} = s_{11} = \frac{I}{f_{11}} \]  

(3.21b)

Therefore Eq. (3.6) now can be written with the final form of the axial stiffness matrix as follow

\[
\begin{bmatrix}
N_I \\
N_2
\end{bmatrix}
= \frac{I}{f_{11}} \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}
\begin{bmatrix}
u_I \\
u_2
\end{bmatrix}
\]  

(3.22)

where Eqs. (3.14) – (3.20) are needed to calculate \( f_{11} \).

### 3.3 Torsional Stiffness Matrix of Non-uniform Beam Elements

Similar to the formulation of the axial stiffness matrix, the formulation of the torsional stiffness matrix of a non-uniform beam can be developed by following the derivation in Section 3.2. The twist angle \( \phi \), the torque \( T \) and the torsional stiffness \( GJ \) are
used in the torsional stiffness formulation to replace the elongation $u$, the axial force $N$ and the axial stiffness $EA$, respectively. Therefore the torque moment – twist deformation relation with the final form of the torsional stiffness matrix can be written as follow

$$
\begin{bmatrix}
T_1 \\
T_2
\end{bmatrix} = \frac{1}{f_{11}} \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix} \begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix}
$$

(3.23)

where $f_{11}$ is calculated from Eqs. (3.14) – (3.20). For the formulation of the torsional stiffness matrix, the axial stiffness variables defined in Eqs. (3.5) and (3.11) are replaced by the following forms:

$$J(x) = J_c \prod_{j=1}^{N} (x-c_j)^{m_j}$$

(3.24)

$$e_0 = \frac{T_0}{GJ_c}$$

### 3.4 Flexural Stiffness Matrix of Non-uniform Beam Elements

Stiffness matrix formulation for a beam bending problem is more involved than the formulation for axial and torsional problems. Consider a tapered beam element of length $L$ made of an isotropic elastic material of modulus $E$ as shown in Fig. 3.3. Similar to the assumption adopted by Gallagher and Lee in Ref. 48, shear deflections and rotatory inertia effects are neglected for the present model. In the present section, we assume that the cross-coupling moment of inertia $I_{xz} = 0$. The treatment for $I_{xz} \neq 0$ is presented in Section 3.6. The moment of inertia $I = I(x)$ about the $z$ axis varies as an arbitrary polynomial function in $x$ as follow:

$$I(x) = I_c \prod_{j=1}^{N} (x-c_j)^{m_j}$$

(3.25)
Based on the sign convention of Fig. 3.3, one can write the nodal force-displacement relation for the flexural deformation of the element in the form:

\[
\begin{bmatrix}
  V_1 \\
  M_1 \\
  V_2 \\
  M_2
\end{bmatrix}
= 
\begin{bmatrix}
  s_{11} & s_{12} & s_{13} & s_{14} \\
  s_{21} & s_{22} & s_{23} & s_{24} \\
  s_{31} & s_{32} & s_{33} & s_{34} \\
  s_{41} & s_{42} & s_{43} & s_{44}
\end{bmatrix}
\begin{bmatrix}
  v_1 \\
  \theta_1 \\
  v_2 \\
  \theta_2
\end{bmatrix}
\]

(3.26)

The purpose of this section is to formulate the stiffness matrix coefficients \( s_{ij} \) in Eq. (3.26) in terms of the geometric parameters \( EI_j, c_j, m_j, N \) and \( L \). The formulation includes the following three steps: Displacement of a cantilever beam problem, the flexibility matrix, and the stiffness matrix.

### 3.4.1 Displacement of a cantilever beam problem

Consider a cantilever beam with a fixed support at \( x = L \) as shown in Fig. 3.4. The beam stiffness \( EI(x) \) varies according to Eq. (3.25). The Euler-Lagrange differential equation for the Euler-Bernoulli-beam with a small deflection assumption can be written as...
\[
\frac{d^2}{dx^2} \left( EI(x) \frac{d^2 v}{dx^2} \right) = q(x) \quad (3.27)
\]

where \( q(x) \) is the transverse distributed load. A treatment for \( q(x) \neq 0 \) is given in Section 3.5.

In the present section, assume \( q(x) = 0 \) and solve Eq. (3.27) to give

\[
\frac{d}{dx} \left( EI(x) \frac{d^2 v}{dx^2} \right) = Q \quad (3.28)
\]

\[
EI(x) \frac{d^2 v}{dx^2} = M(x) \quad (3.29)
\]

where \( Q \) is a constant shear force and \( M(x) \) is a bending moment for \( 0 < x < L \).

To solve Eq. (3.29), two boundary conditions at the cantilever beam support (Fig. 3.4) are needed as follows:

\[
\begin{align*}
\left. v \right|_{x=L} &= 0 \\
\left. \frac{d v}{dx} \right|_{x=L} &= 0
\end{align*} \quad (3.30)
\]

Figure 3.4. A cantilever beam model to derive the flexibility matrix

If concentrated force and moment \( P_0 \) and \( M_0 \) are loaded at the free end of the beam, the bending moment \( M(x) \) in Eq. (3.29) can be written as:
\[ M(x) = M_0 - P_0 x \]  

(3.31)

To simplify the solution, Equation (3.31) is simplified by introducing the following variable \( e_I \) such that Eq. (3.31) becomes

\[ M(x) = EI_c \left( e_0 + e_1 x \right) \]  

(3.32)

where

\[ e_0 = \frac{M_0}{EI_c} \]  

(3.33a)

\[ e_1 = \frac{-P_0}{EI_c} \]  

(3.33b)

To find a deflection at the free end due to \( P_0 \) and \( M_0 \), substitute Eqs. (3.27) and (3.32) into Eq. (3.29) and simplify the result by eliminating \( EI_c \) from the left and right sides of the equation to give:

\[ \frac{d^2 v}{dx^2} = \frac{e_0 + e_1 x}{\prod_{j=1}^{N} (x - c_j)^{m_j}} \]  

(3.34)

Similar to the treatment for the axial stiffness problem, Eq. (3.34) is solved for \( v \) and \( dv / dx \) is by rewriting the rational function in the right-hand side of Eq. (3.34) as a sum of terms with minimal denominators such as the procedure proposed in Appendix C. By referring to Eq. (C.11), the right-hand side of Eq. (3.34) becomes:

\[ \frac{d^2 v}{dx^2} = \frac{e_0}{\prod_{j=1}^{N} (x - c_j)^{m_j}} = \sum_{j=1}^{N} \frac{a_j}{(x - c_j)^{m_j}} + \sum_{j=1}^{N} \sum_{k=1}^{m_j-1} \frac{d_{jk}}{(x - c_j)^k} \]  

(3.35)

where the coefficients \( a_{\alpha} \) and \( d_{\alpha \beta} \) have been solved in Eq. (C12) and (C17) respectively as follow.
\[ a_\alpha = \frac{e_0}{\prod_{k=1}^{N}(c_\alpha - c_k)} \]  

\[ d_{\alpha\beta} = \frac{1}{(m_\alpha - \beta)!} \frac{d^{m_\alpha-\beta}}{dx} \left( \prod_{j=1}^{N} \frac{e_0}{(x - c_j)^{m_j}} \right) \bigg|_{x = c_\alpha} \]  

It should be noted that Eq. (3.37) is used when a symbolic package solver such as Mathematica \textsuperscript{184} is available. As an alternate formula suitable for FORTRAN or C computer programming languages, the coefficient \( d_{jk} \) can be computed as a vector from Eqs. C(18-23) in Appendix C.

The tip rotation and deflection can be obtained now by a direct integration of Eq. (3.35) to give:

\[ v(x, P_0, M_0) = f(x, P_0, M_0) - f(L, P_0, M_0) \]
\[ v(x, P_0, M_0) = F(x, P_0, M_0) - F(L, P_0, M_0) - x f(x, P_0, M_0) + L f(L, P_0, M_0) \]  

where

\[ f(x, P_0, M_0) = \sum_{j=1}^{N} a_j A(j, m_j) + \sum_{j=1}^{N} \sum_{k=1}^{m_j-1} d_{jk} A(j, m_j) \]  
\[ F(x, P_0, M_0) = \sum_{j=1}^{N} a_j B(j, m_j) + \sum_{j=1}^{N} \sum_{k=1}^{m_j-1} d_{jk} B(j, m_j) \]  

\[ A(j, k) = \begin{cases} 
\ln(x - c_j) & \text{for } k = 1 \\
(x - c_j)^{l-k} & \text{for } k > 1 \\
\frac{(I-k)}{(I-k)} & \text{for } k > 1 
\end{cases} \]  

(3.40)
3.4.2 Flexibility Matrix of the Cantilever Beam

Based on the sign convention of Fig. 3.3, one can write the flexibility matrix of the cantilever beam in the form:

\[
B(j,k) = \begin{cases} 
-x + (x - c_j) \ln (x - c_j) & \text{for } k = 1 \\
-\ln (x - c_j) & \text{for } k = 2 \\
(x - c_j)^{2-k} & \text{for } k > 2 \\
(1-k)(2-k) & \text{for } k > 2
\end{cases}
\]  \hspace{1cm} (3.41)

The flexibility matrix given in Eq. (3.42) is important to form the stiffness matrix given in Eq. (3.28). In the present work, the stiffness matrix is obtained based on a translation of axis procedure described in Appendix D. The procedure is useful to reduce the computational time since a direct inversion is avoided and only three independent coefficients \( f_{ij} \) of the flexibility matrix are needed. The easiest way to select the three coefficients \( f_{ij} \) in Eq. (3.42) is the one that is related to the beam deformations given by Eq. (3.38); i.e. the three coefficients are \( f_{11}, f_{12} \) and \( f_{22} \). By referring to Fig. 3.4, the first coefficient \( f_{11} \) is a deflection at Point 1 due to a unit force \( P_0 = 1 \), the second coefficient \( f_{12} \) is a rotation due to a unit force \( P_0 = 1 \), and the third coefficient \( f_{22} \) is a rotation due to a unit moment \( M_0 = 1 \). These deformations can be obtained from Eq. (3.38) as follow:

\[
\begin{align*}
\{v_1\} &= \begin{bmatrix} f_{11} & f_{12} \\ f_{21} & f_{22} \end{bmatrix} \{M_1\} \\
\text{where} \\
f_{21} &= f_{12}
\end{align*}
\]  \hspace{1cm} (3.42)

\[
\begin{align*}
f_{11} &= v \left(x = 0, P_0 = 1, M_0 = 0\right) \\
f_{12} &= v' \left(x = 0, P_0 = 1, M_0 = 0\right) \\
f_{22} &= v' \left(x = 0, P_0 = 0, M_0 = 1\right)
\end{align*}
\]  \hspace{1cm} (3.43)
3.4.3 Stiffness Matrix

By following the steps given in Appendix D, the stiffness matrix coefficient $s_{ij}$ can be obtained as:

$$
\begin{align*}
    s_{11} &= s_{33} = -s_{13} = f_{22} / D_a \\
    s_{12} &= -s_{23} = -f_{12} / D_a \\
    s_{22} &= f_{11} / D_a \\
    s_{14} &= s_{11} L - s_{12} \\
    s_{24} &= s_{12} L - s_{22} \\
    s_{44} &= s_{14} L - s_{24} \\
    D_a &= f_{11} f_{22} - f_{12}^2
\end{align*}
$$

(3.44)

3.5 Non-uniform Load

Consider a tapered beam element subjected to concentrated and distributed loads as shown in Fig. 3.5a. The beam geometric data are similar to the beam described in the previous sections, i.e. shear deflections and rotatory inertia effects are neglected, $I_{zc} = 0$ and the moment of inertia $I = I(x)$ about the $z$ axis varies as an arbitrary polynomial function in $x$ as given in Eq. (3.25). The loads can be distributed in any 6 degrees-of-freedom (DOF) directions, i.e. they can be axial and lateral forces, and torque and flexural moment loads, or their combinations. The load can be partially loaded. The load distribution function is a general polynomial function in $x$ with arbitrary order as follows:

$$
q(x) = \sum_{j=1}^{N_q} q_j x^j \quad 0 \leq x_a \leq x \leq x_p \leq L
$$

(3.45)

The purpose of this section is to formulate the so-called fixed-end reactions, i.e. the reaction forces and moments at both ends of the element to balance the loading where the supports at both ends of the element are fixed. The fixed-end reactions are used in the global finite element calculation as external concentrated loads at each end of the element.
The fixed-end reactions at both supports of the beam subjected to the load shown in Fig. 3.5a are calculated based on the method of superposition. In this method, the support at the left-end of the beam is released first such that the structure becomes statically determinate as shown in Figs. 3.5b and 3.5c. If the total deformations at the tip of the cantilever beam due to the superposition of the non-uniform load and the reaction forces and moments at the left-end of the beam are set equal to zero, then the reaction forces and moments can be calculated.

Therefore, the necessary steps to generate the fixed-end reactions are as follows:

1. Calculation of tip deformations of a cantilever beam under unit loads at the tip.

The 6 DOF deformations at the tip of the cantilever beam under each of the unit loads at the tip as shown in Fig. 3.5c are calculated first. Since there are 6 unit loads, the number of the tip deformations that can be generated are 36. If $g_{ij}$ is defined as the tip deformation in the $i$ direction due to the unit load in the $j$ direction, then we can construct a 6-by-6 matrix of the tip deformation as follows

$$
[g_{ij}] = \begin{bmatrix}
g_{11} & g_{12} & g_{13} & g_{14} & g_{15} & g_{16} 
g_{21} & g_{22} & g_{23} & g_{24} & g_{25} & g_{26} 
g_{31} & g_{32} & g_{33} & g_{34} & g_{35} & g_{36} 
g_{41} & g_{42} & g_{43} & g_{44} & g_{45} & g_{46} 
g_{51} & g_{52} & g_{53} & g_{54} & g_{55} & g_{56} 
g_{61} & g_{62} & g_{63} & g_{64} & g_{65} & g_{66}
\end{bmatrix}
$$

(3.46)

2. Calculation of tip deformations of a cantilever beam under the non-uniform load.

The 6 DOF deformations of the cantilever beam under the non-uniform load (Fig. 3.5b) are next calculated. If $h_j$ is defined as the deformation at the tip in the $j$ direction, then we can construct the tip deformation vector as follows:

$$\{h_j\} = \begin{bmatrix} h_1 \\
h_2 \\
\vdots \\
h_6 \end{bmatrix}
$$

(3.47)
Figure 3.5. A non-uniform beam element under a non-uniform distributed load
(a) Fixed-end forces and moments of a non-uniform beam subjected to the distributed load $q(x)$
(b) A cantilever beam under the distributed load $q(x)$
(c) The cantilever beam under the concentrated forces and moments at the tip
The fixed-end reactions at the left-end of the beam shown in Fig. 3.5a are calculated based on the following equation:

\[ \{ F_i \} = - \left[ g_{ij} \right]^{-1} \{ h_j \} \]  

where \( F_i \) is defined as the reaction force or moment in the \( i \) direction. The fixed-end reactions at the right-end of the beam shown in Fig. 3.5a are calculated based on the force and moment equilibriums.

It should be noted that, to calculate the tip deformations in Steps (1) and (2) of the procedure above, the method developed in Sections 3.2 - 3.4 can be used. For the distributed lateral load, the distributed load \( M(x) \) in Eq. (3.32) can be written as:

\[ M(x) = EI_c \sum_{i=1}^{N_i} e_i \ x_i \]  

where the coefficients \( e_i \) is functions of the external load coefficients \( q_j \) given in Eq. (3.45). The same procedure can be employed to calculate the fixed-end reaction forces and moments for the beam subjected to axial and torsional distributed loads.

### 3.6 Non-Symmetric Cross Section Beam

The procedure to formulate the flexural stiffness matrix derived in Section 3.4 is applicable only for a beam having a symmetric cross section, i.e. the cross coupling moment of inertia \( I_{yz} \) is equal to zero. For a non-symmetric cross-section beam, deformations of the beam in the \( x-y \) plane are coupled to the deformations in the \( x-z \) plane as follows:

\[ EI_{zz} (x) \frac{d^2 v}{d x^2} + EI_{yx} (x) \frac{d^2 w}{d x^2} = M_z (x) \]

\[ EI_{yz} (x) \frac{d^2 v}{d x^2} + EI_{yy} (x) \frac{d^2 w}{d x^2} = -M_y (x) \]  

(3.50)
or,
\[
\begin{bmatrix}
EI_{zz}(x) & EI_{yz}(x) \\
EI_{yz}(x) & EI_{yy}(x)
\end{bmatrix}
\begin{bmatrix}
\frac{d^2 v}{dx^2} \\
\frac{d^2 w}{dx^2}
\end{bmatrix}
= \begin{bmatrix}
M_z(x) \\
-M_y(x)
\end{bmatrix}
\]  \hspace{1cm} (3.51)

Equation (3.51) can be solved for the second derivatives of the deformations as follows:

\[
\frac{d^2 v}{dx^2} = \frac{M_z(x) EI_{yz}(x) + M_y(x) EI_{zz}(x)}{EI_{zz}(x) EI_{yy}(x) - EI_{yz}^2(x)}
\]  \hspace{1cm} (3.52)

\[
\frac{d^2 w}{dx^2} = -\frac{M_z(x) EI_{yy}(x) + M_y(x) EI_{yz}(x)}{EI_{zz}(x) EI_{yy}(x) - EI_{yz}^2(x)}
\]  \hspace{1cm} (3.52)

Based on Eq. (3.52), the deformations \(v\) and \(w\) can be evaluated separately by following the same procedure given in Section 3.4 except that the bending moment distribution \(M(x)\) in Eq. (3.32) and the stiffness distribution \(I(x)\) in Eq. (3.25) should be replaced by the followings:

For the deformation in the \(x - y\) plane:

\[
I(x) = I_{zz}(x) I_{yy}(x) - I_{yz}^2(x)
\]  \hspace{1cm} (3.53)

\[
M(x) = M_z(x) EI_{yz}(x) + M_y(x) EI_{zz}(x)
\]  \hspace{1cm} (3.54)

For the deformation in the \(x - z\) plane:

\[
I(x) = I_{zz}(x) I_{yy}(x) - I_{yz}^2(x)
\]  \hspace{1cm} (3.55)

\[
M(x) = -M_z(x) EI_{yy}(x) - M_y(x) EI_{yz}(x)
\]  \hspace{1cm} (3.56)

It should be noted that the procedure given in Section 3.4 is applicable for arbitrary polynomial function of the bending rigidity. Therefore, new polynomial functions of the
stiffness such as shown in Eqs. (3.53) and (3.55), may not introduce any difficulty in the application of the present procedure in the stiffness matrix formulation of the non-symmetric cross-section beam.

3.7 Geometric Stiffness Matrix Formulation

Gallagher and Lee\textsuperscript{48} derived an approximation to the bending stiffness and geometric stiffness matrix \([ K_g ]\) shown in Eq. (3.57) based on a cubic function displacement. It has been known that based on this assumption, the buckling load result given by the standard geometric stiffness matrix \([ K_g ]\) is not exact even for a uniform beam. For a uniform beam, the number of elements should be increased to achieve an accurate result. Nevertheless, the assumption gives a simple formula for non-uniform beams and the accuracy can be increased consistently by increasing the number of elements\textsuperscript{48}.

\[
\begin{bmatrix} [K] - P [K_g] \end{bmatrix} \{ u \} = \{ 0 \} \tag{3.57}
\]

On the other hand, an exact solution to the buckling problem of the uniform beam can be derived if an appropriate sinusoidal function is used for the displacement function. The result as given in Ref. 37 is shown in the following equation

\[
[ K_e (P) ] \{ u \} = \{ 0 \} \tag{3.58}
\]

where the modified stiffness matrix \([ K_e ]\) is given as

\[
[ K_e ] = \frac{E I}{L^3 D_b} \begin{bmatrix}
    s_1 & s_2 & -s_1 & s_2 \\
    s_3 & -s_2 & s_4 \\
    -s_2 & s_4 \\
    Symm. & s_1 & -s_2 \\
\end{bmatrix} \tag{3.59}
\]
\[ D_b = 2 - 2 \cos \lambda - \lambda \sin \lambda \]

\[ \lambda = L \sqrt{\frac{P}{EI}} \]  

(3.60)

\[ s_1 = \lambda^3 \sin \lambda \]

\[ s_2 = \lambda^2 (1 - \cos \lambda) L \]

(3.61)

\[ s_3 = \lambda^2 (\sin \lambda - \lambda \cos \lambda) L^2 \]

\[ s_4 = s_2 L - s_3 \]

Since the formulation of \([ K_e ]\) involves a non-linear function in terms of \( P \), the eigen solution to Eq. (3.58) needs a special numerical scheme especially when the structure is modeled using a large number of elements. Standard matrix solution packages such as LAPACK and IMSL solve the eigenvalue problem given by Eq. (3.57) rather than Eq. (3.58). It appears desirable, therefore, to solve the buckling problem in the form of Eq. (3.57) but with improving the accuracy of the formulation without the need to increase the number of elements. In the present work, this idea can be accomplished by revisiting Eq. (3.57) based on a Taylor series expansion of Eq. (3.59) in terms of \( P \)

\[ [ K_e (P)] = \sum_{k=0}^{\infty} \frac{\partial^{(k)}}{\partial x^{(k)}} [ K_e (P)] \left\| \frac{P^k}{k!} \right\|_{p=0} \]  

(3.62)

If we retain only the linear term and perform an appropriate L’Hopital rule, the result is

\[ [ K_e (P)] = [ K_e ] \left\|_{p=0} + P \left\| \frac{\partial}{\partial x} [ K_e ] \right\|_{p=0} + O (P^2) \]  

(3.63)

where

\[ [ K_e ] \left\|_{p=0} \begin{bmatrix} 12 & 6L & -12 & 6L \\ 4L^2 & -6L & L^2 \\ 12 & -6L & 4L^2 \end{bmatrix} \]  

(3.64)
Equations (3.64) and (3.65) yield respectively to the flexural stiffness matrix \([ K_e ]\) and geometric stiffness matrix \([ K_g ]\) of Eq. (3.57) for a uniform beam element. Therefore, Eq. (3.57) can be regarded as a linearization of Eq. (3.62) where only linear terms of \(P\) are considered.

If we further extend the idea by expanding the exact stiffness matrix \([ K_e ]\) of Eq. (3.59) in terms of \((P - P_0)\), Eq. (3.62) becomes,

\[
[ K_e (P)] = \sum_{k=0}^{\infty} \frac{\partial^{(k)}}{\partial x^{(k)}} [ K_e (P)] \bigg|_{p=p_0} \frac{(P - P_0)^k}{k!} \tag{3.66}
\]

By considering only the linear terms, Eq. (3.66) can be rearranged as

\[
[ K_e (P)] = [ K_e ] \bigg|_{p=p_0} + (P - P_0) \left[ \frac{\partial}{\partial x} K_e \right] \bigg|_{p=p_0} + O(P^2) \tag{3.67}
\]

where

\[
[ K_0 ] = \frac{EI}{L^2} \begin{bmatrix} s_1 & s_2 & -s_1 & s_2 \\ s_3 & -s_2 & s_4 & s_1 \\ s_1 & -s_2 & s_3 & \text{Symm.} \end{bmatrix} \tag{3.68}
\]

\[
[ K_{g0} ] = \begin{bmatrix} n_1 & n_2 & -n_1 & n_2 \\ n_3 & -n_2 & n_4 & n_1 \\ n_1 & -n_2 & n_3 & \text{Symm.} \end{bmatrix} \tag{3.69}
\]
\[ s_1 = \frac{t^3}{2D_1} \left( t - \sin t \right) \]
\[ s_2 = \frac{L}{2} s_1 \]
\[ s_3 = \frac{L^2 t^2}{4D_2} \left( 4t \left( t - \sin t \right)^2 + D_3 \right) \]
\[ s_4 = s_2 L - s_3 \]
\[ n_1 = -\frac{t}{2LD_1} \left( t \cos t - 3 \sin t + 2t \right) \]
\[ n_2 = -\frac{1}{4D_1} \left( t \sin t + 4 \cos t + t^2 - 4 \right) \]
\[ n_3 = \frac{L}{4D_2} D_3 \]
\[ n_4 = n_2 L - n_3 \]
\[ D_1 = \left( t \cos \frac{t}{2} - 2 \sin \frac{t}{2} \right)^2 \]
\[ D_2 = t \left( t \sin t + 2 \cos t - 2 \right)^2 \]
\[ D_3 = -2t^3 - 4t \cos t + 4t \cos 2t + 4 \left( t^2 + 1 \right) \sin t + \left( t^2 - 2 \right) \sin 2t \]

The non-dimensional parameter \( t \) is defined as
\[ t = \sqrt{\frac{P_0 L^2}{EI}} \]
$P_0$ is $\pi^2 EI / 4L^2$ which is the lowest possible buckling load for a cantilever uniform beam element of length $L$.

It should be noted that the geometric stiffness matrix given in Eqs. (3.69)-(3.73) is applicable for a flexural buckling problem. For a coupled torsional-flexural buckling problem, the approach proposed by Barsoum and Gallagher in Ref. 187 is used in the present work to formulate the geometric stiffness matrix. A detailed description of the approach for the coupled torsional-flexural buckling problem is given in Refs. 187 and 188.

### 3.8 Validation

The present procedure has been validated by comparison with NASTRAN for a number of different structural models. Three of these models are presented in the following. The first model, shown in Fig. 3.6, is a cantilever beam with a linear variation in $EI(x)$ with a concentrated moment load $M_o$ acting at the tip. The flexural stiffness $EI(x)$ follows Eq. (3.1) with $r = 8$ and $m=1$. For this example, an exact result can be obtained by direct integration of the governing equation. Using NASTRAN, the tip deflections with 1, 2, 4, 8 and 16 tapered CBEAM beam elements are $-1.601298$, $-1.647316$, $-1.655132$, $-1.655830$, and $-1.655861 M_o L^2 / EI_o$, respectively, as shown also in Fig. 3.6. The present method gives, with a single element, the exact deflection $-1.65586235569 M_o L^2 / EI_o$. 
Figure 3.6. Convergence of the error of the tip displacement of the cantilever non-prismatic beam under a concentrated moment load $M$ at the tip

The second model is a space frame structure consisting of seven identical uniform beams and one linearly tapered beam as shown in Fig. 3.7. A linearly distributed force load is applied to the tapered beam in the positive $x$ direction. The stiffness variation of the tapered beam is the same as the first problem. The stiffness of the uniform beams is equal to $EI_0$. The exact solution is not available for this example. For each of the uniform beams, we can accurately use one beam element. The focus is on determining the accuracy of the tapered beam modeling. Using 1, 2, 4, and 8 tapered beam elements, NASTRAN solution for the deflection of Point 1 in the positive $x$-axis direction is $-0.3083$, $0.7394$, $0.9161$, and $0.9318$ respectively. Figure 3.8 shows the convergence of the results with respect to the number of elements. The parameter $T_{\text{reference}}$ in Fig. 3.8 is the deflection of Point 1 calculated by the present method, and is equal to $0.9326$ using one beam element to represent each frame members. The present method is more accurate since the stiffness
matrix of the tapered beam is formulated based on exact displacement function, whereas the CBEAM element of NASTRAN is based on a cubic displacement approximation.

Figure 3.7. A space frame geometry consisted of uniform and tapered beam elements
The third example checks the accuracy for a buckling problem. A tapered beam with various supports and an axial concentrated force acting at the tip (see Fig. 3.9) is used. The stiffness variation of the beam is the same as for the first example. The linear and rotational spring constants $k_a$ and $k_b$ are $EI_0 / L^3$ and $EI_0 / L^2$, respectively. Since there are four supports on the span of the beam, at least three elements are needed. The beam is divided into several elements of equal length, except for the model with three elements. The NASTRAN solution for the first buckling load is 21.42748, 21.41838, 21.40572, and 21.40494 $EI_0 / L^2$ if the tapered beam is modeled using 3, 4, 8, and 16 tapered beam elements, respectively. By using three tapered elements, the present method gives the buckling load 21.40495 $EI_0 / L^2$. 

Figure 3.8. Convergence of the displacement of Point 1 of the space frame structure
3.9 Buckling Analysis of Strut-Braced Wing

Buckling analysis in a strut-braced wing structure is not a new undertaking as it has been investigated for early biplane aircraft\(^{185}\). Von Karman and Biot in Ref. 185 showed that, in addition to aerodynamic loading, the biplane wing spar is subjected to an axial compression load exerted from horizontal component of the strut (connecting the two wings) forces. According to their formulation, the wing bending moment and deflection will increase infinitely when the axial load approaches the critical buckling load of the wing. In their treatment, however, the influence of the strut geometric stiffness is not included since the wing is simplified as a simply supported beam with hinged supports at the wing root and tip.

In the present work, a more rigorous model is used to predict the wing buckling limit. The wing-strut system is idealized as a space frame structure composed of tapered beams as shown in Fig. 3.10. The wing is clamped at the root and connected rigidly to the vertical offset beam at the wing strut junction. The strut junction location is at a distance \(y\), \(b\) from the root where \(b\) is the wing semi-span. The geometric stiffness effect of the wing, strut and the offset beam is included in the buckling analysis by using the tapered beam finite element developed here. As a first approximation, the lift is approximated as a concentrated load. This wing-strut model simulates the wing deformation during a positive 2.5g maneuver.
where the wing is bent upward, the wing inner part is in compression, and the strut is in tension. By using this model we can estimate the wing buckling capacity by finding the value of $P$ that buckles the inner part of the wing.

![Figure 3.10. A space frame model of the wing-strut configuration](image)

Assuming that the wing stiffness parameters do not change when the strut junction location is moved in spanwise direction, the wing buckling load for various positions $y_s$ of the strut junction is shown in Fig. 3.11. The non-dimensional wing buckling load is the wing buckling capacity calculated by using the present method divided by $P_{\text{referenced}}$ which is the strut force $P_s$ estimated by the MDO code. For the present configuration where $y_s$ is 0.68, the safety factor is 2.52. It can be easily seen that as $y_s$ decreases, i.e. the strut moves toward the wing root, the wing buckling capacity increases rapidly. This rapid increase of the buckling load is not surprising since in general the buckling load is inversely proportional to the square of the beam length $(y_s b)^2$. Figure 3.11 also presents the buckling load for a cantilever wing without strut subjected to an axial compressive load $P$ at various position of $y_s$ in the direction of the wing elastic axis. The significant increase in the wing buckling capacity for the wing with strut in comparison with respect to the wing without strut is shown in Fig. 3.11.
Figure 3.11. Buckling load versus spanwise location of the strut junction. $P_{reference}$ is the strut load calculated by the MDO code. For the wing without strut, $P$ is an axial compression load in the direction of the wing elastic axis.

Previous investigation\textsuperscript{22} conducted to increase the wing buckling load capacity revealed that the length of the offset beam between wing and strut may play an important role\textsuperscript{22}. The dependence of the wing buckling load on the offset beam length and stiffness was calculated, and the result is shown in Fig. 3.12. The increase of the buckling load for this case is related to the slope of the strut axis, \textit{i.e.} the buckling load increases as the slope of the strut axis decreases. However, the buckling load also decreases if the offset length increases since the increase of the offset length will reduce the rigidity of the wing-strut structure. For this reason Fig. 3.12 shows a peak curve for the buckling load. It is found that the optimum height for the offset beam is 2.5 times the original height given in Table 3.1.
Figure 3.12. Buckling load versus the offset beam length and stiffness. $P_{\text{reference}}$ is the strut load predicted by the MDO code, $h_{\text{reference}}$ is the offset beam length given in Tabel 2.1.
Chapter 4

Unsteady Aerodynamic Load Prediction

4.1 Introduction

Accurate prediction of unsteady aerodynamic loads is an essential part of solving aeroelasticity problems. This accurate estimation is required for aircraft design as it is related directly to predicting maximum structural stresses, deflection, flight speed and flight envelope among other quantities of interest. Significant research has been performed in the past to study analytical, numerical and experimental aspects of the problem in all flight regimes\(^{51-131}\). Such investigations are still going on in an effort to improve the accuracy and efficiency of the prediction methods for more complicated aerodynamic configurations. Review of these development will be presented subsequently in this Chapter. Some of the review and theoretical background has been given in an earlier work of the present author in Ref. 135. They are presented, for completeness, in Sections 4.2 of the present work with additional new progress in lifting surface methods.

Several basic theoretical procedures have been developed to evaluate aerodynamic loads on thin wings or the so-called lifting surfaces\(^{51, 52}\). The most widely used version in aeroelasticity is the pressure – normal wash formulation\(^{52, 55}\) since one deals directly with
the pressure difference distribution and the velocity on the surface without any evaluation in the wake region. This basic formulation will be used in the present work and described in the next sections of this chapter. A survey of various numerical solutions is presented and followed by the improvement of the solutions proposed in the present work. The present methodology consists of three different methods: the vortex lattice method (VLM), the doublet lattice method (DLM), and the doublet point method (DPM) which are described in Sections 4.5, 4.6 and 4.7 respectively. A detailed derivation of the present method will be addressed in Appendix A. Various wing planforms and configurations described in Section 4.10 are used to verify the applicability of the proposed methods, and the results are compared with experimental data or other lifting surface methods.

4.2 Theoretical Background

4.2.1 Assumptions

The basic lifting surface theory assumes that the flow is inviscid, isentropic, subsonic, and has no flow separation. The thickness of the surface is neglected and the angle of attack is small such that the small-disturbance potential flow approach may be used to linearize the mixed boundary value problem. The compressibility effect is taken into account in the aerodynamic governing equation using the Prandtl-Glauert transformation.

4.2.2 Basic Concept

The basic differential equations governing the velocity potential $\varphi$ in Cartesian coordinates is $^{57,58}$

$$\nabla^2 \varphi = \frac{1}{a^2} \left\{ \frac{\partial}{\partial t} (\nabla \varphi \cdot \nabla \varphi) + \frac{\partial^2 \varphi}{\partial t^2} + \nabla \varphi \cdot \nabla \left( \frac{\nabla \varphi \cdot \nabla \varphi}{2} \right) \right\}$$  \hspace{1cm} (4.1)
where the vector operator \( \nabla \) is given as
\[
\nabla = i \frac{\partial}{\partial x} + j \frac{\partial}{\partial y} + k \frac{\partial}{\partial z}
\] (4.2)

If the lifting surface moves in the \( x \) direction and oscillates harmonically with frequency \( \omega \) (radian/second) and with a small perturbation about its equilibrium, Eq. (4.1) becomes \(^{54,59,60}\)
\[
\nabla^2 \varphi = \frac{I}{a^2} \left( i \omega + U \frac{\partial}{\partial x} \right)^2 \varphi
\] (4.3)

where
\[
\varphi(t) = \varphi \ e^{i\omega t}
\] (4.4)

The velocity potential \( \varphi \) is related to the harmonically varying pressure difference \( \Delta p \) by the Bernoulli equation:
\[
\Delta p = -\rho_\infty \left( \frac{\partial \varphi}{\partial t} + U_\infty \frac{\partial \varphi}{\partial x} \right)
\] (4.5)

where
\[
\Delta p = \Delta \bar{p} e^{i\omega t}
\] (4.6)

and the normal velocity or downwash is
\[
\vec{w} = \frac{\partial \varphi}{\partial z}
\] (4.7)

Note that the \( z \)-direction is normal to the lifting surface as shown in Fig. 4.1.

To solve this boundary value problem, Kussner\(^6\) proposed a general integral equation that relates the normal-wash \( \vec{w} \) at a point \((x, y, z)\) due to a pulsating pressure \( \Delta \bar{p} \) on an infinitesimal area \( d\xi \ d\eta \) centered at a point \((\xi, \eta, \zeta)\) as shown in Fig. 4.1. Kussner’s integral equation can be written as:
where the function $K(x_o, y_o, z_o, k, M)$ represents the kernel function of the integral equation. No detailed form of the kernel function was given in Ref. 61.

The first attempt to formulate the kernel function $K$ for planar lifting surfaces has been accomplished by Watkins, Runyan and Woolston (1955)\textsuperscript{60} in the following form:

\[
K = \text{Lim}_{z_o \to 0} \, e^{-ikx_o} \, \frac{\partial^2}{\partial z_0^2} \, \int_{-\infty}^{\infty} \frac{e^{ik(u-MR_1)/(1-M^2)}}{\sqrt{u^2 + (1-M^2)(y_0^2 - z_0^2)}} \, du
\]

\[
k = \frac{\omega b}{U_{\infty}} \text{ = reduced frequency}
\]
\[ x_o = x - \xi \]
\[ y_o = y - \eta \]
\[ z_o = z - \zeta \]  

Equation (4.9), which is derived at length in Ref. 60, was obtained by employing the Prandtl acceleration potential theory. Another approach that can be used to obtain Eq. (4.9) is the second Green’s theorem\(^{59}\) which has been applied by Giesing \textit{et al.}\(^{62}\) and Dowell\(^{54}\) to give the same result. Detailed derivation of Eq. (4.9) may be found in references 54, 60, and 62.

The kernel function in Equation (4.8) can be converted to a more useful form given by\(^{54}\):

\[
K = e^{-ik_o x_o} \left( \frac{M}{\sqrt{R X_1}} e^{ik_x} + \int_{-\infty}^{\infty} \frac{e^{ik_u}}{r^2 + u^2} e^{i\pi u/2} du \right) 
\]  

(4.11)

where \( M \) is the upstream Mach number and

\[ r = \sqrt{y_o^2 + z_o^2} \]
\[ R = \sqrt{x^2 + \beta^2 r^2} \]
\[ X = (x_o - M R) \beta^{-2} \]  

(4.12)
\[ X_1 = \sqrt{X^2 + r^2} \]
\[ \beta = \sqrt{1 - M^2} \]
\[ M < 1 \text{ (subsonic)} \]

Equation (4.11) has been widely used to calculate unsteady subsonic loads on planar wing - horizontal tail configurations\(^{52,56}\). However, for nonplanar arrangements, such as wings with dihedral, non-planar wing-tail configurations, T or V- tails and wings in ground-effect, a more general approach should be performed. In light of this need,
significant development in the formulation of the kernel for nonplanar configurations have been contributed by Laschka\textsuperscript{65}, Yates\textsuperscript{63}, Rodemich\textsuperscript{64}, Landahl\textsuperscript{64}, and Berman, Shyprykevich and Smedfjeld\textsuperscript{105}. Appendix A in the present work gives details of these formulations. The most widely used formula is the one proposed by Landahl\textsuperscript{52, 62, 66, 70 – 87, 91 – 93} since it is less complicated than other formulas mentioned above\textsuperscript{64}. Landahl’s formulation is also used in the present work, which can be written as follows:

\[
K = e^{-i k x_0} \left( \frac{K_1 T_1 + K_2 T_2}{r^2} \right)
\]  

(4.13a)

where

\[
K_1 = \frac{M}{R X_1} r^2 e^{i k x} + I_1
\]

\[
K_2 = -\frac{M}{R^2 X_1} r^4 e^{i k x} \left( i k M + \frac{\beta^2}{R} + \frac{2R - MX}{X_1} \right) - 3 I_2
\]

(4.13b)

\[
I_n = \int_{-X/r}^{\infty} \frac{e^{i k u}}{(I + u^2)^{n/2}} du
\]

\[
T_1 = \cos (\gamma_x - \gamma_r)
\]

\[
T_2 = \frac{(z_o \cos \gamma_s - y_o \sin \gamma_s)(z_o \cos \gamma_r - y_o \sin \gamma_r)}{r^2}
\]

and \(\gamma_x\) and \(\gamma_y\) are dihedral angles at the points \((x, y, z)\) and \((\xi, \eta, \zeta)\), respectively. The other parameters, such as \(r, X,\) and \((x_0, y_0, z_0)\) are defined in Eq. (4.12).

Landahl proposed Eq. (4.12) in 1967 and it is used in many unsteady aerodynamic codes such as the doublet lattice method of NASTRAN\textsuperscript{53}. To the best of the present author’s knowledge, no publication on the derivation was available until 1994, when Blair\textsuperscript{138} published a comprehensive mathematical proof of the formula. This derivation is thus not described in the present work.
4.2.3 Boundary Conditions

The pressure distribution on the lifting surface may be obtained by substitution of Equations (4.7) or (4.8) into Equation (4.5) with the requirement that the solutions should satisfy two boundary conditions, the so-called Kutta condition and the flow tangency condition. The Kutta condition states that the pressure difference at the trailing edge of a thin lifting surface must be zero. The flow tangency condition states that for an inviscid flow the velocity vector must be tangent to the surface of the streamlined body.

4.2.4 Evaluation of the Kernel Function

The most critical part of calculating the kernel function in Equation (4.8) is the evaluation of the so-called incomplete cylindrical function $I_1$ and $I_2$ occurring in Eq. (4.13). Research, world wide, has been devoted to this problem during the last six decades. Some of the formulas are listed in Table 1.4 of Chapter 1. The formulas may be classified into two types:

\[
\text{Type-A} \quad B_n = \frac{I_n}{r^{2n}} = \frac{1}{r^{2n}} \int_{-X/r}^{\infty} \frac{e^{iku}}{(I + u^2)^{n+1/2}} \, du \quad (4.14a)
\]

\[
\text{Type-B} \quad B_n = \int_{-\infty}^{X} \frac{e^{iku}}{(r^2 + u^2)^{n+1/2}} \, du \quad (4.14b)
\]

where $r$ and $X$ are defined in Eq. (4.12).

The difference between the two types of the integrals may easily be seen for $r = 0$ and $X < 0$ where a direct calculation of $I_n / r^{2n}$ by using the type A integral may give an infinite result. The type-A integral was used earlier than the type-B in the formulation of unsteady aerodynamic lifting surface methods. There are two reasons that motivated the earlier usage of the type-A integral. The first reason is to simplify the evaluation of the kernel function. It is shown in Eq. (4.13) that the parameter $r^2$ is set as the denominator and
the incomplete cylindrical function $I_n$ as the numerator. The usual approach in the past, such as in the formulation of the doublet lattice method, was to assume that the numerator can be approximated as a quadratic function. Or, in other words, the type-A integral form is more suitable since the parameter $r^2$ has already been extracted from the integral form. A more detailed derivation of the doublet lattice method is given in Section 4.2.7 of the present work. The second reason is because the analytical solution for the type-B was not available before 1981. Therefore it was difficult to analytically separate the regular and singular parts of the kernel function. In the present work, the type-B integral is selected for the formulation of the present lifting surface discrete element method.

Solutions to both type-A and type-B integrals have been reported using approximation approach\textsuperscript{51, 102, 103, 151} and analytical approach\textsuperscript{78, 79}. A summary of these solutions is given in Table 1.4 of Chapter 1. The first attempt to perform analytical integration of the incomplete cylindrical function was conducted by Laschka using a Taylor expansion series\textsuperscript{102}. However, he did not use his expansion series in his kernel function method\textsuperscript{102} since he performed the integration only in the sub-interval [0, X] where the singularities occurred in the real and imaginary parts of the series. Ueda in Refs. 77 and 78 performed analytical solution of the type B form by conducted the integration completely in the sub-intervals [0, X] and [-∞, 0]. In his solution, the singularities occurring in the sub-interval [0, X] and [-∞, 0] cancel out each other if $X$ is negative. His solution coincide exactly with the modified Bessel and Struve functions for a limiting case $X = 0$. For the incomplete cylindrical function of order $n$, the Ueda’s expansion series can be written as follows\textsuperscript{77, 78}:

$$B_n = \int_{-\infty}^{X} \frac{\cos ku}{(r^2 + u^2)^{n+1/2}} \, du + i \int_{-\infty}^{X} \frac{\sin ku}{(r^2 + u^2)^{n+1/2}} \, du = B_{n,\text{real}} + i B_{n,\text{imag}} \quad (4.15)$$

where
\[
B_{v, real} = \sum_{n=0}^{\infty} (-1)^n U_{v, 2n} + \left( -\frac{k^2}{2} \right)^v \sum_{n=0}^{\infty} p_n \frac{(k r / 2)^{2n}}{n! (n + v)!}
\]
\[
B_{v, imag} = \sum_{n=0}^{\infty} (-1)^n U_{v, 2n+1} - \frac{\pi}{2} \left( -\frac{k^2}{2} \right)^v \sum_{n=0}^{\infty} \frac{(k r / 2)^{2n}}{n! (n + v)!}
\]

\[
p_n = -\gamma - \ln \frac{k}{2} + \sum_{m=l}^{n} \frac{l}{m} + \sum_{m=n+1}^{n+v} \frac{l}{2m}
\]

\[
\gamma = \text{Euler's constant} = 0.577215664901532860606512\ldots
\]

and the \( U \) terms are based on the following recursion formulas:

\[
U_{v, m \neq 2v} = \frac{k (kX)^{m-l}}{(m-2v) m X_l^{2v-1}} - \frac{(kr)^2}{(m-2v) m} U_{v, m-2}
\]

\[
U_{v, 2v} = -\frac{k^{2v}}{2v!} \ln (X_l - X) + \sum_{m=l}^{v} \frac{l}{2m-l} \left( \frac{X}{X_l} \right)^{2m-l}
\]

\[
U_{v, 2n < 2v} = \frac{(v-n-1)! k^{2n}}{(2n)!} r^{2(v-n)} \left\{ 2^{v-n-1} \frac{(2n-l)!}{(2v-l)!} + \sum_{m=0}^{y-n-l} \frac{(-1)^m X^{m-1} (X/X_l)^{2m+2n+l}}{(2m+2n+l) m! (v-m-n-1)!} \right\}
\]

\[
U_{v, l} = -\frac{k}{(2v-l) X_l^{2v-l}}
\]

and the symbol of double-factorials \(!!\) is used to define

\[
(2n-1)!! = 1 \cdot 3 \cdot 5 \cdot 7 \ldots (2n-1)
\]

The analytical solution of the improper integral given in Eqs. (4.15) – (4.18) above was proposed by Ueda in Refs. 77 and 78, but no derivation of the formulas is published anywhere except in Ref. 135 where the present author derived the analytical solution applicable for \( M < 1 \) (subsonic) flow.

One of the drawbacks of the series given in Eqs. (4.15)-(4.18) is that the singularity functions for \( r \to 0 \) and \( X > 0 \) are not easily identified. In the present work, a further
analytical procedure to identify and separate the singular and regular parts is conducted. A new alternate series proposed in the present work offers the possibility to unify the treatment for the doublet-lattice and doublet point methods, the two well-known methods for predicting the unsteady aerodynamic loads. More detailed derivations of the doublet-lattice (DLM) and doublet point (DPM) methods are given in Sections 4.2.7 and 4.2.8 respectively. The present DLM and DPM methods are presented in Section 4.5 and 4.6 respectively.

4.2.5 Evaluation of the aerodynamic operator

The aerodynamic operator is a function relating the motion of the surface and the change of the aerodynamic load produced by the surface deformation\(^57\). The definition of the operator in the present work is similar to that used by Bisplinghoff and Ashley in Ref. 57 as follows

\[
\Im = \frac{1}{8\pi} \int \int_S \Delta p \ K(x_0, y_0, z_0, k, M) \ d\xi \ d\eta \tag{4.19}
\]

where \(S\) is the lifting surface area.

There are many types of aeroelastic analyses which make use of this aerodynamic operator. Among these are flutter, gust, and static aeroelastic analyses. The classical approach to evaluate this operator has been through the use of the so-called lifting surface methods. A vast literature on the methods to calculate the aerodynamic operator shows a gradual improvement in the accuracy, capability and efficiency of the methods, as is pointed out in the survey papers in References 52, 55, 68, and 69. The methods can be divided into two broad categories, the mode function method (or the kernel function method) and the discrete element method\(^66\). The mode function methods use an assumption that the pressure distribution may be approximated by a series of orthogonal polynomial functions with unknown coefficients. These coefficients are then determined by satisfying
the flow tangency boundary conditions at a set of collocation points. For a wing with control surfaces or other complex configurations, a careful treatment for the pressure discontinuity is needed which makes this procedure sensitive to the manner of representing the additional singularities associated with such geometry.

A usual procedure for the second method is to divide the lifting surfaces into small trapezoidal panel elements which permit discrete approximation of Eq. (4.19) to give

\[
\delta = \frac{1}{8\pi} \sum_{n=1}^{N} \left\{ \Delta p_n \int_{S} K_n(x_0, y_0, z_0, k, M) \, d\xi \, d\eta \right\}
\]  \hspace{1cm} (4.20)

If the normal wash can be calculated from the given oscillatory mode shape \( h_m(x_n, y_n) \) by

\[
\overline{w} = \left( \frac{\partial}{\partial x} + i k \right) h_m(x_n, y_n)
\]  \hspace{1cm} (4.20)

then the unknown pressure load, assumed to be constant within each element, may be determined by satisfying the flow tangency condition at the control point of each panel to give a set of linear algebraic equations:

\[
\{ \Delta \bar{p} \} = [\mathbf{Z}]^{-1} \{ \overline{w} \}
\]  \hspace{1cm} (4.21)

In the discrete element method, the treatment for complex wing planforms is similar to regular planforms, \textit{i.e.} by dividing the planform into a number of small piecewise trapezoidal panel elements, assuming an unknown constant \( \Delta p \) for each panel, and finding the unknown by satisfying the boundary condition on each panel. This discrete element approach is used in the present work.
4.2.6 Discrete Element Lifting Surface Methods

Several variations of the discrete element method have been proposed. For steady subsonic flow, one of the well known discrete element method is the vortex lattice method (VLM), such as the method of Weissinger\textsuperscript{121}, Falkner\textsuperscript{141}, Campbell\textsuperscript{142}, Hedman\textsuperscript{137}, Belotserkovskii\textsuperscript{140}, Rubbert\textsuperscript{189}, Dulmovits\textsuperscript{190}, Margason and Lamar\textsuperscript{90}, and Lan\textsuperscript{88,100}. For unsteady subsonic flow, these include the works of Stark\textsuperscript{52}, Albano and Rodden\textsuperscript{70}, Jordan\textsuperscript{71}, and Giesing et al.\textsuperscript{62,67,72}, Houbolt\textsuperscript{73}, Ueda and Dowell\textsuperscript{66}, Ichikawa et al.\textsuperscript{74}, Rodden et al.\textsuperscript{143-145}, and van Zyl\textsuperscript{146-148}. Application of the vortex lattice method to a high-angle-of-attack subsonic aerodynamics has been proposed by Mook and Nayfeh.\textsuperscript{81}

For a subsonic aeroelasticity analysis, the widely-used version of the unsteady aerodynamics method is the doublet lattice method of Rodden et al.\textsuperscript{80} because of its ready applicability to complex nonplanar configurations. NASTRAN\textsuperscript{53,80} uses the DLM version developed in Refs. 12, 17 and 22 where a quadratic approximation (DLM-quadratic) is used for integrating the kernel function. Despite the wide acceptance of the method, however, the DLM-quadratic version contains inaccuracy in the integration of the elemental kernel function\textsuperscript{146,147}. For this reason, recently, Rodden et al.\textsuperscript{143-145} attempted to improve the accuracy by proposing a DLM-quartic version, where the integration of the kernel function is based on a quartic function approximation. The DLM-quartic version\textsuperscript{143,144} allows the use of the element aspect ratio of up to 10, a considerable improvement compare to the maximum aspect ratio of 3 for the DLM-quadratic. The DLM-quartic version, however, still requires a large number of chordwise boxes per wavelength\textsuperscript{144}. Reference 147 investigated the convergence of the DLM-quartic version and concluded that the limitation of the DLM is as a result of the integration error introduced by the approximations to the kernel numerators. In the present work, a more accurate DLM scheme using an analytical integration of the singular kernel function is proposed. The details of the scheme are given in Sections 4.3 – 4.8.
4.2.7 Doublet-Lattice Method (DLM) of Rodden et al.

There are four basic assumptions made in the application of the DLM-quadratic version for subsonic flow:

First, the lifting pressure with an unknown constant strength is assumed to be concentrated along the quarter chord line of each element surface as shown in Fig. 4.2. The flow tangency boundary condition is satisfied at a control point placed at the three-quarter chord along the center line of each element. Based on this assumption, if the control point is at element $j$ and the doublet line is at element $i$, then the aerodynamic operator in Equation (4.16) may be replaced by

$$
\mathcal{Z}_{ij} = \frac{\Delta x_s}{8\pi} \int_{-e}^{e} K(x_i - \xi_j, y_i - \eta_j, z_i - \zeta_j, k, M) \, d\hat{n}
$$

(4.23)

where $e$ is a semiwidth of the chordwise strip of each element

Second, the lifting load line is represented by a horseshoe vortex for its steady effects, and by a line of doublets for its incremental oscillatory effects. This assumption is used by
Albano et al.\textsuperscript{70} and Giesing et al.\textsuperscript{62} to simplify the exact integration of the kernel for steady part. Therefore, for the steady part, the aerodynamic operator becomes

\[
\mathcal{Z}_0 = \frac{\Delta x_s}{8\pi} \int_{-e}^e \left( \frac{K_{10}T_1 + K_{20}T_2}{r^2} \right) d\hat{\eta} = \mathcal{Z}_{\text{VLM}}
\]

(4.24)

where \( \mathcal{Z}_{\text{VLM}} \) is calculated based on the VLM of Hedman\textsuperscript{62}. The symbol \(^\wedge\) indicates that the local coordinates applied by Albano et al. in Reference 70 are to be used.

Third, for the planar part of the kernel, the spanwise integration is performed by approximating the numerator of the kernel using a parabolic function.

\[
\mathcal{Z}_1 = \frac{\Delta x_s}{8\pi} \int_{-e}^e \left( \frac{A_1\hat{\eta}^2 + B_1\hat{\eta} + C_1}{r^2} \right) d\hat{\eta}
\]

(4.25)

where

\[
A_1 = \frac{P_1(-e) - 2P_1(0) + P_1(e)}{2e^2}
\]

\[
B_1 = \frac{P_1(-e) - P_1(e)}{2e}
\]

(4.26)

\[
C_1 = P_1(0)
\]

and

\[
P_1(\hat{\eta}) = \left( \frac{K_1}{\exp(ikx_m + ik\hat{\eta}\tan\Lambda)} - K_{10} \right) T_1
\]

(4.27)

Fourth, for the nonplanar part of the kernel, Albano et al.\textsuperscript{70} used the same procedure as for the planar part, \textit{i.e.}

\[
\mathcal{Z}_2 = \frac{\Delta x_s}{8\pi} \int_{-e}^e \left( \frac{A_2\hat{\eta}^2 + B_2\hat{\eta} + C_2}{r^2} \right) d\hat{\eta}
\]

(4.28)
The method gives a reasonable result for any arbitrary nonplanar interfering surfaces, except for a near-coplanar wing-tail combination, such as the Cornell and AGARD wing-horizontal tail combination\textsuperscript{62, 67, 72}. The refinement of the formula has been achieved by Giesing \textit{et al.}\textsuperscript{62, 67, 72} by presenting a new dihedral angle correction factor
\begin{equation}
T_2^* = T_2^r \cdot r^2
\end{equation}
such that Equation (4.28) is replaced by
\begin{equation}
\mathcal{Z}_2 = \frac{\Delta x_i}{8\pi} \int_{-\varepsilon}^{\varepsilon} \left( \frac{A_2 \hat{\eta}^2 + B_2 \hat{\eta} + C_2}{r^4} \right) d\hat{\eta}
\end{equation}
where the parabolic function for the nonplanar part is
\begin{equation}
P_2(\hat{\eta}) = [K_2 \exp\{-ik(x_m + \hat{\eta} \tan \Lambda)\} - K_{20}]T_2^r
\end{equation}
The values of the kernel for $k = 0$ in Equations (4.27) and (4.31) are
\begin{equation}
K_{10} = 1 - x_0 R^{-1}
\end{equation}
\begin{equation}
K_{20} = -2 - x_0 (2 + \beta^2 r^2) R^{-1}
\end{equation}
The formula of the kernel for unsteady motion have been given in Equation (4.9), where the improper integrals are calculated by utilizing Laschka’s approximation series as follows:
\begin{equation}
I_1 = \left\{ 1 + \frac{X}{X_1} - ikr I_0 \right\} e^{ikr}
\end{equation}
\begin{equation}
3I_2 = \left\{ (2 - ikX) \left[ 1 + \frac{X}{X_1} \right] + \frac{Xr^2}{X_1^3} + ikX I_0 + kr^2 J_0 e^{ikr} \right\}
\end{equation}
\begin{equation}
I_0 = \sum_{n=1}^{11} a_n e^{i \eta r} \left\{ \frac{1}{nc + ikr} + \frac{X}{r} \right\}
\end{equation}
where the coefficients $a_n$ are given in Table 4.1.

The solution of the integral of planar part in Equation (4.21) is

$$
\mathcal{Z}_1 = \frac{\Delta x}{8\pi} \left\{ \left( \hat{y}_m^2 - z^2 \right) A_i + \hat{y} B_i + C_i \right\} F + 2eA_i \left( \hat{y}_m A_1 + \frac{B_1}{2} \right) \ln \left( \frac{y_a^2 + z^{-2}}{y_b^2 + z^{-2}} \right) \right\} (4.34)
$$

where

$$
F_p = \int_{-\epsilon}^{\epsilon} \frac{d\hat{n}}{(\hat{y} - \hat{n})^2 + \hat{z}^2} = \frac{1}{|\hat{z}|} \tan^{-1} \mu (4.35)
$$

$$
\mu = \frac{2e|\hat{z}|}{y_a y_b + \hat{z}^2} (4.36)
$$

$y_a = \hat{y} - e$

$y_b = \hat{y} + e$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_i$</th>
<th>$i$</th>
<th>$a_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.24186198</td>
<td>7</td>
<td>-41.183630</td>
</tr>
<tr>
<td>2</td>
<td>-2.7918027</td>
<td>8</td>
<td>545.98537</td>
</tr>
<tr>
<td>3</td>
<td>24.991079</td>
<td>9</td>
<td>-644.78155</td>
</tr>
<tr>
<td>4</td>
<td>-111.59196</td>
<td>10</td>
<td>328.72755</td>
</tr>
<tr>
<td>5</td>
<td>271.43549</td>
<td>11</td>
<td>-64.279511</td>
</tr>
<tr>
<td>6</td>
<td>-305.75288</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For planar surfaces, where $\bar{z} = 0$, the Mangler principal part should be used, i.e.
\[
F_p = \int_{-\epsilon}^{\epsilon} \frac{d\hat{\eta}}{(\hat{\eta} - \hat{\eta})^2} = \frac{1}{y_a} - \frac{1}{y_b}
\]  

(4.37)

In order to place the inverse tangent in the range \([0, \pi]\), the working form of the \(F\) term is written as:

\[
F = \delta_1 \frac{\mu (1 - \varepsilon)}{|\hat{\xi}|} + \delta_2 \frac{\pi}{|\hat{\xi}|}
\]  

(4.38)

where \(\delta_1 = 1\), \(\delta_2 = 0\) for \(2 \leq |\hat{\xi}| / \mu > 0\), \(\delta_1 = 0\), \(\delta_2 = 1/2\) for \(2 \leq |\hat{\xi}| / \mu = 0\), \(\delta_1 = 1\), \(\delta_2 = 1\) for \(2 \leq |\hat{\xi}| / \mu < 0\), and

\[
\varepsilon = \begin{cases} 
-\tan^{-1} \frac{\mu}{\mu} & \text{for } \mu > 0.3 \\
\mu \frac{\mu}{2n - 1} \left(\frac{(-1)^n}{\mu \text{ sign (} \hat{\xi} \text{) }}\right)^{2n-4} & \text{for } \mu < 0.3 
\end{cases}
\]  

(4.40)

The solution for the integral of the non-planar part in Eq. (4.28) is

\[
D_2 = \frac{\Delta x_s}{16 \pi |\hat{\xi}|} \left\{ \left(\hat{\gamma}^2 + \hat{\xi}^2\right) A_2 + \hat{\gamma} B_2 + C_2 \right\} F + \frac{\Delta x_s}{\hat{\gamma}^2 + \hat{\xi}^2} \left\{ \left(\hat{\gamma}^2 + \hat{\xi}^2\right) A_2 + \hat{\gamma} B_2 + C_2 \right\} \quad \text{for } \frac{1}{\mu} < 0.1
\]

\[
D_2 = \frac{\Delta x_s \mu}{16 \pi |\hat{\xi}|} \left\{ \frac{F_c}{\left(\hat{\gamma}^2 + \hat{\xi}^2\right) \left(\hat{\xi}^2 + \hat{\xi}^2\right)} - \frac{\delta \mu - \Delta}{\hat{\gamma}^2 + \hat{\xi}^2} \left(\hat{\gamma}^2 + \hat{\xi}^2\right) A_2 + \hat{\gamma} B_2 + C_2 \right\} \quad \text{for } \frac{1}{\mu} > 0.1
\]  

(4.41)

where

\[
F_a = \left\{ \left(\hat{\gamma}^2 + \hat{\xi}^2\right) \hat{\gamma} - (\hat{\gamma}^2 - \hat{\xi}^2) e \right\} A_2 + \left(\hat{\gamma} \hat{\gamma} + \hat{\xi}^2\right) B_2 + \hat{\gamma} C_2
\]

\[
F_b = \left\{ \left(\hat{\gamma}^2 + \hat{\xi}^2\right) \hat{\gamma} + (\hat{\gamma}^2 - \hat{\xi}^2) e \right\} A_2 + \left(\hat{\gamma} \hat{\gamma} + \hat{\xi}^2\right) B_2 + \hat{\gamma} C_2
\]  

(4.42)
\[ F_c = 2 \left( \hat{y}^2 + \hat{z}^2 + e^2 \right) \left( e^2 A_2 + C_2 \right) + 4 \hat{y} e^2 B_2 \]

Applications of the numerical algorithm described above for complex configurations have given good results compared to those of other methods and experimental data\textsuperscript{62,67}. There are, however, some limitations in the applications of the method. Rodden \textit{et al.} reported that the convergence of the method is slow for the real part of the lift coefficient, and found that the computation converges if the strip-width of the panel is approximately \( \lambda / 25 \), where \( \lambda = 2\pi / k \), and if the aspect ratio of each element is approximately one. Therefore the method needs a large number of panels to give an accurate result, and needs an appropriate numerical elimination procedure to handle a large system of simultaneous equations.

In their analysis, Giesing \textit{et al.}\textsuperscript{62} mentioned that the near-coplanar configuration problem is not completely solved. The procedure fails, for example, if the separation \( |\hat{z}| \) is less than 0.001 \( e \) for a single precision code. For practical use, such configurations may be assumed to be planar since the value of \( e \) itself is usually small. However, this indicates that an effort to improve and optimize the method is still needed.

An effort to improve the accuracy of the method has been proposed by Jordan in Ref. 71. In his DLM formulation, an exact integration of the kernel at a quarter chord of the element has been done. However, this technique is limited to rectangular planar surfaces in incompressible flow (\( M = 0 \)). In the present work, several numerical improvements are proposed, including an application of the exact solution of the improper integral, a proper separation of the regular and singular functions of the kernel, and an improve integration quadrature of the kernel.

The improper integral \( I_n \) in the DLM is solved using Laschka’s series to approximate the integrand of the integral. There are two disadvantages to this scheme. \textit{First}, the accuracy of Laschka’s series is limited to the order of three digits. \textit{Second}, the series approximates the integrand, and not the integral itself. Gazzini \textit{et al.}\textsuperscript{82} described that an approach to solve the integration by approximating the integrand may not be equivalent...
to the approach to solve the integral itself. Therefore, it is believed that the application of the exact solution to solve the improper integral directly will increase the accuracy of the previous works.

The kernel function in Equation (4.12) contains regular and singular functions as the values of $r$ approaches zero and $X > 0$. There is no separation between these functions in the DLM as shown in Equation (4.26), (4.27), (4.34) and (4.37). Therefore the Mangler procedure is also applied to the regular function, which is not a proper way to solve the problem. In the present work, the regular and singular functions will be identified and treated separately.

The DLM uses a quadratic approximation for the numerator of the kernel to simplify the integration procedure as shown in Equations (4.25) and (4.30). A further approximation is also needed to evaluate the inverse tangent of the result as shown in Equations (4.35) and (4.38) – (4.40) to give accurate results for small values of $z$. The scheme clearly needs three integration points to form a quadratic approximation function for every evaluation of the integral. This procedure may be improved if one uses a Gaussian quadrature technique as is suggested by some authors $^{83-86}$. The Gaussian technique does not need a fixed number of integration points. Less than three points may be used if the sending/receiving panel pairs are distant. If the sending and receiving panels are close, such that the kernel function may vary rapidly, one may have to use more than three integration points. The improvements outlined above will be implemented in Section 4.7 of the present work.

### 4.2.8 Doublet Point Method (DPM) of Ueda and Dowell

The idea of the DPM was first proposed by Houbolt $^{81}$ based on the pressure-velocity potential concept, and independently by Ueda and Dowell $^{66}$ based on the pressure-normal wash concept. Houbolt (1969), however, did not give numerical results for three-dimensional flows since a direct evaluation of the type B integral in Equation (4.11) was
not available at that time. The exact solution of this type integral was given in 1981, and the first version of DPM was developed in 1982 for planar surfaces.\textsuperscript{66}

There are two basic assumptions used in the original DPM. First, the lifting pressure is assumed to be concentrated at a single point located at the three-quarter chord along the center line of each element as shown in Fig. 4.3. The point is called a doublet point. Similar to the DLM, the control point is placed on the three-quarter chord at mid-span of each panel. Second, if the receiving point is located on the wake of the sending element, \textit{i.e.} $X > 0$ and $r = 0$, then the Mangler integration procedure should be used by utilizing an average value of the modified Bessel function to treat the singularity problem.

![Figure 4.3. The lifting surface idealization in the doublet point method](image)

Based on the first assumption, if the doublet point and the control point are located at elements $i$ and $j$ respectively, then the aerodynamic operator in Equation (4.16) may be written as
\[ \mathcal{Z}_{ij} = \frac{\Delta S_i}{8\pi} K(x_i - \xi_j, y_i - \eta_j, z_i - \zeta_j, k, M) \]  

(4.43)

where

\[ \Delta S_i = 2 e_s \Delta x_s = \text{the area of sending element} \]

The kernel function is calculated from Equations (4.8), (4.9), (4.10) and (4.12) for planar surfaces

\[ K = e^{-ikx_0} \left( \frac{M e^{ikx}}{RX_1} + B_{1r} + iB_{1i} \right) \]  

(4.44)

and the improper integral \( B_{1r} \) is calculated from Equations (4.13) and (4.14) for \( v = 1 \)

\[ B_{1r} = \sum_{n=0}^{\infty} (-1)^n U_{1,2n} - \frac{k^2}{2} \sum_{n=0}^{\infty} \frac{(kr/2)^{2n}}{n!(n+1)} \left( \sum_{m=1}^{n} \frac{1}{m} + \frac{1}{2(n+1)} - \gamma - \frac{1}{2} n k \right) \]

(4.45)

\[ B_{1i} = \sum_{n=0}^{\infty} (-1)^n U_{1,2n+1} + \frac{\pi k^2}{4} \sum_{n=0}^{\infty} \frac{(kr/2)^{2n}}{n!(n+1)!} \]

(4.46)

\[ U_{1,m \geq 3} = \frac{k(kX)^{m-1}}{(m-2)!x_1} - \frac{(kr)^2}{(m-2)m} U_{1,m-2} \]

Equations (4.44)- (4.47) give an exact value of the kernel for any value of \( X \) and \( r \) with one well known exception. Consider the case where the control point is downstream
of the doublet point, or \( X > 0 \) and \( r = 0 \). The kernel becomes infinite because of the \( r^{-2} \) singularity in the part of \( B_{l,r} \) or, more specifically, in the \( U_{l,0} \) term. This problem was solved by Ueda and Dowell using the second assumption, which utilizes the Mangler formula to integrate the \( B_{l,r} \) term, and uses only the average value of the singular part.

\[
\int_{-\varepsilon}^{\varepsilon} B_{l,r}(X > 0) \, d\eta = -\frac{4}{e} + \int_{-\varepsilon}^{\varepsilon} B_{l,r}(-X) \, d\eta \\
+ \sum_{n=1}^{\infty} \frac{(ke/2)^{2n}}{n!(n+1)(2n+1)} \left( \sum_{m=1}^{n} \frac{1}{m} + \frac{4n+3}{2(n+1)(2n+1)} - \ln \frac{ke}{2} - \gamma \right)
\]

(4.48)

If \( ke \ll 1 \), Eq. (4.48) can be simplified by

\[
\int_{-\varepsilon}^{\varepsilon} B_{l,r}(X > 0) \, d\eta = \int_{-\varepsilon}^{\varepsilon} \left[ B_{l,r}(-X) - 2 \frac{ke}{e^2} + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} \right) \right] \, d\eta
\]

such that the value of the integrand \( B_{l,r} \) may be replaced by

\[
B_{l,r}(X > 0) = -B_{l,r}(-X) - 2 \frac{ke}{e^2} + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} \right)
\]

(4.49)

Ueda and Dowell further improved the last equation to read

\[
B_{l,r}(X > 0) = -B_{l,r}(-X) - \frac{\pi^2}{6e^2} + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} \right)
\]

(4.50)

Eversman and Pitt (1991) found that the averaging procedure used to give Equation (4.46) is accurate only for element surfaces with uniform strip widths, \( e \), as shown in Fig. 2.1a. In the case of unequal strip widths they suggested to include the strip width effect as follows

\[
B_{l,r}(X > 0) \approx -B_{l,r}(-X) - \frac{S_1 + S_2}{e_i} + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} \right)
\]

(4.51)

where
Improvements to the DPM proposed in the present study includes a treatment of the \(1/r^4\) term for nonplanar configurations which is not considered in the previous work, and an evaluation of the sweep angle of elements for planar configurations which is neglected in the DPM of Ueda and Dowell.

An appropriate treatment will be proposed to solve the ill conditioned problem of the nonplanar \(1/r^4\) term based on a separation of singular and regular functions of the kernel. Ueda and Dowell\(^{66}\) have already made a separation of the kernel function in the \(B_{1r}\) term. However their approach did not completely separate the regular/singular functions in the kernel function. If the separation is applied entirely to the singular kernel functions, then it can be shown that the \(T_1/r^2\) term of the planar term of the kernel function will cancel the \(3T_2^* / r^4\) term of the nonplanar term. This treatment clearly will improve the accuracy of the nonplanar DPM.

The original DPM used the Mangler procedure to evaluate the singular \(B_{1r}\) term as shown in Equation (4.44). This approach obviously evaluates only one part of the kernel since the exponential term, \(\exp (i k x_0)\), is not included in the evaluation. In the present DPM, the kernel will be evaluated completely through the use of the following equation

\[
\bar{K} = \int e^{-ik_0} B_{1r} d\eta \quad (4.53)
\]

where

\[
x_0 = x_m - (y - \eta) \tan \Lambda \quad (4.54)
\]

\[
S_1 = \sum_{n=1}^{i-1} \frac{2e_n}{(y-\eta)^2} + \sum_{n=i+1}^{\infty} \frac{2e_n}{(y-\eta)^2} \quad (4.52)
\]

\[
S_2 = \sum_{n=1}^{\infty} \frac{2e_n}{(y_n + \eta_i)^2}
\]
and $\Lambda$ and $x_m$ are a sweep angle at the quarter chord of each panel and the distance between the doublet point and the control point respectively. Since $x_0$ is a function of the panel sweep angle, this approach gives a sweep angle correction factor to the previous method.

### 4.2.9 Doublet Hybrid Method (DHM) of Eversman and Pitt

An extension of the DPM for nonplanar interfering surfaces has been made by Eversman and Pitt\textsuperscript{75} based on the nonplanar kernel function of Landahl. In their work, however, a treatment for the $1/r^4$ term of the nonplanar part of the kernel function was not well established. The results have been reported to be less accurate than the DLM results. For this reason, they concluded that the best approach is to utilize the nonplanar DPM only for sending/receiving pairs which are distant. If the sending and receiving points are close, they suggest using the nonplanar DLM. This combined technique is the basis of their doublet hybrid method (DHM).

No further treatment for the limitation of DPM and DLM, was conducted in the DHM method of the Eversman and Pitt. Therefore some singularity problems associated with the DPM and DLM may be found in their DHM. In the present DHM, described in Section 4.7, the singularity problem is identified and solved in each of the present DPM and DLM procedures. The present DHM also unifies the present DLM and DPM procedures such that the present DPM is nothing more than just a special case of the present DLM.

### 4.3. Contribution of the Present Work

The advantages and disadvantages of some the discrete element methods have been described in the previous section. Most of the methods can handle complicated lifting surface configurations. However, some mathematical integration and singularity problems
are not completely solved in the previous discrete element methods that may limit the accuracy and applicability of the procedures. In the present work, three discrete element methods are proposed: the DPM, DLM and DHM. Comparisons between the present and previous methods are addressed in the following sections.

4.3.1 The doublet lattice method (DLM)

In the original DLM, the following problems have been identified:

1) The improper cylindrical function occurred in the kernel function is approximated using the Laschka series which is third-order accurate (see Eq. (4.33)).

2) No distinction is made between the regular and the singular parts of the kernel (see Eqs. (4.24) and (4.30)).

3) The kernel is integrated based on a quadratic function approximation to the numerator of the kernel (see Eqs. (4.24) and (4.30)). Recently Rodden et al. tried to improve the solution of this part by using a quartic function approximation instead of the quadratic function.

4) The non-planar kernel is integrated such that the denominator term is artificially set as $r^{-4}$ instead of $r^{-2}$ (see Eq. 4.30). As pointed out by Nissim and Lottati, such a procedure may violate the behavior of the doublet singularity which should be $r^{-2}$.

5) The scheme has a near singularity problem for two panels having small vertical gaps $z$.

In the present DLM, some improvement have been developed that cures the problems above. The proposed DLM has the following features:

1) The improper cylindrical function is solved using an analytical expansion series solution.

2) The kernel function is analytically separated into regular and singular functions.

3) The kernel singular part is integrated analytically. The kernel regular part is integrated using a Gauss quadrature technique, where the accuracy can be improved simply by increasing the number of integration points without the need to modify the formula.
4) The non-planar kernel is integrated without any artificial treatment for the denominator, 
   *i.e.* by retaining the \( r^{-2} \) term.

5) The singularity parts of the planar and non-planar kernel cancel each other in the present formulation such that the kernel integration is continuous for any arbitrary distance \( z \) of the vertical gap between two non-planar surfaces.

### 4.3.2 The doublet point method (DPM)

In the original DPM of Ueda and Dowell\(^6^6\), the following problems were described:

1) The method is applicable for planar lifting surface only.

2) The improper cylindrical function is solved using the analytical expansion series of Ueda. However, it is difficult to isolate the singularity terms in the series since the terms are implicitly embedded in the series.

3) No *local* sweep angle correction in the series.

4) It may not be accurate for non-uniform discretization of the surface planforms.

In the present DPM, some improvements have been made which alleviate the problems associated with the original DPM.

The proposed DPM has the following features:

1) The DPM is extended to non-planar configurations.

2) The present solution series for the improper cylindrical function separately treats the singular and regular functions. Therefore the singular part is explicitly isolated.

3) The sweep angle correction is included in the singular kernel.

4) Eversman and Pitt formula for the non-uniform spacing discretization is adopted.

### 4.3.3 The doublet hybrid method

In the original DHM of Eversman and Pitt\(^7^5\), the following problems have been identified:
1) The method utilizes the original DPM and DLM with the limitations described above.

2) For a steady flow, the VLM (for a small $r$) and DPM (for a large $r$) are used.

In the present DHM, some improvements have been made which alleviate the problems faced by the original DHM.

The proposed DHM has the following features:

1) The present method utilizes the present DPM and DLM.

2) For a steady flow only the VLM is used for any value of $r$.

3) The DLM and DPM are unified such that the DPM becomes a special case of the DLM.

It should be noted that an effort to perform the present procedure has been initiated by the present author in Ref. 135. The present work may be considered as an improvement to the discrete element methods proposed in Ref. 135. The difference between the present work and Ref. 135 are as follows:

1) The regular and singular kernel functions are separated using a different approach.

Reference 135 follows the approach proposed by Ueda and Dowel using the modified Bessel functions. In the present work, the separation is performed analytically based on an expansion series to the exponential function of the kernel function.

2) The procedure to separate the regular and singular kernel functions of the present work can be performed to the incomplete cylindrical functions in both the frequency and Laplace domains. The procedure in Ref. 135 is applicable for the frequency domain only.

3) The regular kernel function of the present work is simpler since no additional term of modified Bessel functions are included.

4) The discrete element methods of Ref. 135 may not be accurate for a high reduced frequency since there is no treatment for the evaluation of the kernel function having large arguments. In the present work, the treatment for a large argument is included using an asymptotic expansion of the kernel function proposed in Ref. 78.
5) Reference 135 does not consider the influence of the reduced frequency $k$ in the Gauss integration of the regular function. In the present work, the number of integration point is set as a function of the reduced frequency.

6) Reference 135 does not consider the effect of the lifting surface camber in the formulation of the VLM. In the present formulation, the effect of the camber is included.

7) The present work uses an alternate representation of the expansion series which is simpler than the original series proposed by Ueda.

A schematic chart of the proposed treatment to the integration of the kernel function, which is the key improvement of the present work, is given in Fig.E.1 and described in Appendix A.

As a summary of the proposed discrete element methods, the following are the steps conducted in the present work:

1) The kernel function is formulated based on the Landahl’s formula

2) The improper cylindrical function is solved using an expansion series described in Appendix A.2.

3) The kernel function is divided into regular and singular functions as described in Appendix A.3.

4) For the DPM, the kernel function is evaluated directly except for the singular case where the singular kernel is integrated along the quarter chord using the Mangler formula as given in Section 4.5. The method is applicable for steady or unsteady flows.

5) For the DLM, the singular kernel is integrated analytically and the regular kernel is integrated using a Gauss quadrature formula as given in Section 4.6. The method is applicable for steady or unsteady flows.

6) For the DHM, the treatment for steady and unsteady flow are separated as follows
   a) For a steady flow, the present VLM is developed by considering the Prandtl-Glauert compressibility correction in the governing equation as given in Section 4.4.
b) For the unsteady flow, the incremental unsteady portions of the present DLM and DPM are employed as given in section 4.7.

7) Validation for the present discrete element methods are performed in Section 4.9.

4.4. Alternate Expansion Series for the Incomplete Cylindrical Function

It has been described in Section 4.2 that the analytical solution to the incomplete cylindrical function of order \( n \) has been given by Ueda\(^{77,78} \) as follows:

\[
B_v = B_{v,\text{real}} + i B_{v,\text{imag}}
\]  
\text{Eq. (4.15)}

where

\[
B_{v,\text{real}} = \sum_{n=0}^{\infty} (-1)^n U_{v,2n} + \frac{(-k^2/2)^v}{(2v-1)!!} \sum_{n=0}^{\infty} p_n \frac{(kr/2)^{2n}}{n!(n+v)!}
\]

\[
B_{v,\text{imag}} = \sum_{n=0}^{\infty} (-1)^n U_{v,2n+1} - \frac{\pi}{2} \frac{(-k^2/2)^v}{(2v-1)!!} \sum_{n=0}^{\infty} \frac{(kr/2)^{2n}}{n!(n+v)!}
\]  
\text{Eq. (4.16)}

\[
p_n = -\left(\gamma + \ln\frac{k}{2}\right) + \sum_{m=1}^{n} \frac{l}{m} + \sum_{m=n+1}^{n+v} \frac{l}{2m}
\]

and the recursive term \( U_m \) is defined in Eq. (4.17).

It is possible to further simplify the expression of the expansion series in Eqs. (4.15) and (4.16) by combining the real and imaginary parts as follows:

\[
B_v = \sum_{n=0}^{\infty} i^n U_{v,n} + \frac{(-k^2/2)^v}{(2v-1)!!} \sum_{n=0}^{\infty} p_n^* \frac{(kr/2)^{2n}}{n!(n+v)!}
\]  
\text{Eq. (4.58)}

where

\[
p_n^* = -\left(\gamma + \ln\frac{k}{2} + i\pi\right) + \sum_{m=1}^{n} \frac{l}{m} + \sum_{m=n+1}^{n+v} \frac{l}{2m}
\]  
\text{Eq. (4.59)}
and the recursive term $U_m$ is the same as the one defined in Eq. (4.17).

A more useful representation of the incomplete cylindrical function is by expressing the function in terms of singular and regular parts as follows:

$$B_v = B_{v,\text{regular}} + B_{v,\text{singular}}$$

(4.60a)

where

$$B_{v,\text{singular}}(X) = \begin{cases} -2(g_a + g_b) & \text{if } X > 0 \text{ and } r \to 0 \\ 0 & \text{otherwise} \end{cases}$$

(4.60b)

$$B_{v,\text{regular}}(X) = \begin{cases} +B_v(-X) - 2 \sum_{n=0}^{\infty} (-1)^n U_{2n}(-X) & \text{if } X > 0 \text{ and } r \to 0 \\ +B_v(X) & \text{otherwise} \end{cases}$$

where the singular functions $g_a$ and $g_b$ are

$$g_a = \left(\frac{-k^2}{2}\right)^h \ln r \frac{h!}{(2h-1)!!}$$

(4.61a)

$$g_b = \frac{1}{2(2h-1)!!} \left(\frac{2}{r^2}\right)^h \sum_{n=0}^{h-1} (-1)^n \frac{(h-n-1)!}{n!} \left(\frac{k r}{2}\right)^{2n}$$

(4.61b)

Equation (4.60) is used in the present work to develop the present lifting surface method. A detailed derivation of Eq. (4.60) is given in Appendix A. It should be noted that the expression for the alternate expansion series presented in Ref. 135 is more complicated than the present expansion series. The alternate expansion series in Ref. 135 can be written in the present notation as follows:

$$B_{v,\text{singular}}(X) = \begin{cases} -2(g_a + g_b) & \text{if } X > 0 \text{ and } r \to 0 \\ 0 & \text{otherwise} \end{cases}$$

(4.62a)

$$B_{v,\text{regular}}(X) = \begin{cases} -B_v(-X) + 2 f_R & \text{if } X > 0 \text{ and } r \to 0 \\ +B_v(X) & \text{otherwise} \end{cases}$$
where
\[
 f_R = \frac{l}{(2v - 1)!!}\left(\frac{k}{r}\right)^v K_v (kr) - (g_a + g_b) \tag{4.62b}
\]
and \( K_v \) is the modified Bessel function of the second kind and order \( v \) defined as follows:
\[
 K_h(kr) = (-1)^{h+1} \left\{ \ln \frac{kr}{2} + \gamma \right\} I_h(x) + \frac{1}{2} \sum_{n=0}^{h-1} (-1)^n \frac{(h-n-1)!}{n!} \left(\frac{kr}{2}\right)^{2n-h} + \frac{(-1)^h}{2} \sum_{n=0}^{\infty} (\varphi(n) + \varphi(n+h)) \frac{(kr/2)^{h+2n}}{n!(n+h)!} \tag{4.62c}
\]
\( I_h \) is the modified Bessel function of the first kind:
\[
 I_h(kr) = \sum_{n=0}^{\infty} \frac{(kr/2)^{h+2n}}{n!(n+h)!} \tag{4.62d}
\]
and \( \varphi \) is the Digamma function: \( \varphi(n) = \sum_{m=1}^{n} \frac{1}{m} \); \( \varphi(0) = 0 \) \( \tag{4.62e} \)

Therefore the present expansion series given in Eq. (4.61) can be considered to be as a simplification of the expansion series given in Ref. 135. It should be noted also that the alternate expansion series given in Ref. 135 is based on the assumption that the argument of the modified Bessel functions in Eqs. (4.62c) and (4.62d) is a real number, i.e. it is applicable for the lifting surface method in the frequency domain only. On the other hand, the present expansion series given in Eq. (4.61) is derived using a direct expansion series to the exponential function in the incomplete cylindrical function without any assumption on the argument of the modified Bessel function as shown in Appendix A. Therefore the present formulation is applicable to the lifting surface method in the Laplace domain where the argument of the incomplete cylindrical function is presented as a complex variable. More detailed description on the Laplace domain approach is presented in Section 4.9.
4.5 Present Vortex Lattice Method

In this section, the integration of the steady part of the kernel function is evaluated. It has been known that an integration of the doublet line of the kernel is difficult to evaluate directly, even for steady case. The integration has been accomplished by Jordan only for a rectangular wing in an incompressible flow\textsuperscript{71}. On the other hand, an integration of a similar vortex distribution using a horseshoe vortex, the well-known vortex lattice method (VLM), has been successfully completed for steady complex planforms\textsuperscript{100, 109, 110}. The result for steady rectangular surfaces has been proved to have the same form as those of Jordan\textsuperscript{71}. For this reason Albano and Rodden used the concept of the VLM to represent the steady effects in their DLM\textsuperscript{70}. Several versions of the VLM have been used including the version of Weissinger\textsuperscript{121}, Falkner\textsuperscript{141}, Campbell\textsuperscript{142}, Hedman\textsuperscript{137}, Belotserkovskii\textsuperscript{140}, Margason and Lamar\textsuperscript{90}, Rubbert\textsuperscript{189}, Dulmovits\textsuperscript{190}, Mook and Nayfeh\textsuperscript{81}, and Lan\textsuperscript{88,100}. The Hedman’s version is used by Albano et al.\textsuperscript{70} and Giesing et al.\textsuperscript{62} to formulate the steady portion of their DLM. In the present method, the VLM for non-planar configuration is derived based on the vector formulation given by Lan in the Appendix of Ref. 100. The formulation has been initiated in the previous work of the author in Ref. 135 and is extended in the present work by additional backwash velocity evaluation for a more general lifting surface with camber.

In this approach, the surface is divided into trapezoidal panel element. Each panel is represented by one horseshoe vortex. The vortex is composed of three vortex lines: a bound vortex and two trailing vortices. The bound vortex is placed at the quarter chord of each panel. The trailing vortices are placed at the end of the bound vortex and are trailing downstream in the free-stream direction to infinity. The control point is placed at the mid-span of the three-quarter chord of each element. Figure 4.4 shows a typical chordwise row of horseshoe vortices on an arbitrary planform.

Consider a vortex element $\Gamma$ with an arbitrary direction $\vec{l}$ as shown in Figure 4.5. The induced velocity field due to this vortex element in the linearized compressible flow
has been formulated by Lan\textsuperscript{100} based on the vector formulation given by Ward\textsuperscript{109}. The 
induced velocity is formulated as follows:

\[
\mathbf{q} = \frac{\beta^2 \Gamma}{4\pi} \left( \frac{\mathbf{a} \cdot \mathbf{I}}{||\mathbf{a}_\beta \times \mathbf{l}_\beta||^2} \right) \left( \mathbf{a}_\beta - \frac{\mathbf{a}_\beta}{||\mathbf{a}_\beta||} \right) \cdot \mathbf{l}_\beta
\]  

(4.63)

where

\[
\begin{align*}
\mathbf{a} &= \begin{pmatrix} x_c - x_a \\ y_c - y_a \\ z_c - z_a \end{pmatrix} = \begin{pmatrix} x_{ac} \\ y_{ac} \\ z_{ac} \end{pmatrix} = x_{ac} \hat{i} + y_{ac} \hat{j} + z_{ac} \hat{k} \\
\mathbf{b} &= x_{bc} \hat{i} + y_{bc} \hat{j} + z_{bc} \hat{k} \\
\mathbf{I} &= \mathbf{b} - \mathbf{a} = x_{ba} \hat{i} + y_{ba} \hat{j} + z_{ba} \hat{k} \\
\mathbf{a}_\beta &= x_{ac} \hat{i} + \beta y_{ac} \hat{j} + \beta z_{ac} \hat{k} \\
\mathbf{b}_\beta &= x_{bc} \hat{i} + \beta y_{bc} \hat{j} + \beta z_{bc} \hat{k}
\end{align*}
\]  

(4.64)

Figure 4.4 Lifting surface idealization in the vortex lattice method
\[
\ddot{\beta} = \ddot{\beta} - \ddot{a} = x_{ba} \hat{i} + \beta y_{ba} \hat{j} + \beta z_{ba} \hat{k}
\]

\[
\beta = \sqrt{1 - M^2}, \quad M < 1
\]

and the symbols \(\wedge\) and \(\bullet\) are used to define vector cross and dot products respectively. The formula has been applied to planar configurations by Lan and is extended to construct his quasi-vortex lattice method\textsuperscript{100}.

![Vortex segment geometry](image)

**Figure 4.5. Vortex segment geometry**

The application of the formulation to a non-planar configuration surface with a dihedral angle \(\gamma\) and camber surface angle \(\delta\) should consider not only the downwash velocity \(w\) but also the sidewash velocity \(v\) and the backwash velocity \(u\)\textsuperscript{110}. These induced velocities are related to the free-stream velocity from the surface boundary condition at each control point as\textsuperscript{110}

\[
U_\infty \sin(\alpha - \delta) \cos \gamma = w \cos \gamma \cos \delta + v \sin \gamma \cos \delta - u \cos \gamma \sin \delta \tag{4.65}
\]

The formulation to evaluate the downwash velocity \(w\) and sidewash \(v\) has been described in Ref. 135. Reference 135 assumes that the camber angle \(\delta = 0\) such that there is no need to evaluate the backwash velocity \(u\). In the present work, the camber angle is not zero, and therefore the formulation of the backwash velocity is needed.

The backwash \(u\) can be evaluated from Eq. (4.64)
\[ u = \tilde{q} \cdot \vec{i} \]  \hspace{1cm} (4.66)

Substitution of Eqs. (4.63) and (4.64) into Eq. (4.66) gives
\[ \left( \vec{a} \wedge \vec{i} \right) \cdot \vec{i} = y_{ac}z_{ba} - y_{ba}z_{ac} \]  \hspace{1cm} (4.67)

\[ |\vec{a}_\beta \wedge \vec{l}_\beta| = \beta \sqrt{(x_{ac}y_{ba} - x_{ba}y_{ac}) + (x_{ac}z_{ba} - x_{ba}z_{ac}) + \beta^2(y_{ac}z_{ba} - y_{ba}z_{ac})} \]

\[ |\vec{a}_\beta \cdot \vec{l}_\beta| = x_{ac}x_{ba} + \beta^2y_{ac}y_{ba} + \beta^2z_{ac}z_{ba} \]  \hspace{1cm} (4.68)

\[ |\vec{b}_\beta \cdot \vec{l}_\beta| = \frac{x_{bc}x_{ba} + \beta^2y_{bc}y_{ba} + \beta^2z_{bc}z_{ba}}{\sqrt{x_{bc}^2 + \beta^2y_{bc}^2 + \beta^2z_{bc}^2}} \]  \hspace{1cm} (4.69a)

\[ |\vec{b}_\beta| = \sqrt{x_{bc}^2 + \beta^2y_{bc}^2 + \beta^2z_{bc}^2} \]  \hspace{1cm} (4.69b)

Therefore the backwash velocity can be formulated as
\[ u \left( \frac{G}{4p} \right)^{-1} = \frac{-y_{ac}z_{ab} + y_{ab}z_{ac}}{(x_{ac}y_{ab} - x_{ab}y_{ac}) + (x_{ac}z_{ab} - x_{ab}z_{ac}) + \beta^2(y_{ac}z_{ab} - y_{ab}z_{ac})} \times \]
\[ \frac{x_{bc}x_{ab} + \beta^2(y_{bc}y_{ab} + z_{bc}z_{ac})}{\sqrt{x_{bc}^2 + \beta^2(y_{bc}^2 + z_{bc}^2)}} - \frac{x_{ac}x_{ab} + \beta^2(y_{ac}y_{ab} + z_{ac}z_{bc})}{\sqrt{x_{ac}^2 + \beta^2(y_{ac}^2 + z_{ac}^2)}} \]  \hspace{1cm} (4.70)

Similar procedure may be applied for the downwash \( w \) and sidewash \( v \):
\[
\frac{v}{(4p)} \left( \frac{G}{4p} \right)^{-I} = -x_{ac}z_{ab} + x_{ab}z_{ac}
\]

\[
\left( x_{ac}y_{ab} - x_{ab}y_{ac} + x_{ac}z_{ab} - x_{ab}z_{ac} + \beta^2 (y_{ac}z_{ab} - y_{ab}z_{ac}) \right) 
\]

\[
\left( x_{bc}y_{ab} + \beta^2 (y_{bc} + z_{bc}z_{bc} - x_{ac}x_{ab} + \beta^2 (y_{ac} + z_{ab}z_{ac}) \right) 
\]

\[
\frac{x_{bc}x_{ab} + \beta^2 (y_{bc} + z_{bc} - x_{ac}x_{ab} + \beta^2 (y_{ac} + z_{ab}z_{ac}) \right) \sqrt{x_{bc}^2 + \beta^2 (y_{bc}^2 + z_{bc}^2) \right}
\]

\[
\frac{z_{ac}}{y_{bc}^2 + z_{bc}} \left( I - \frac{x_{ac}}{\sqrt{x_{bc}^2 + \beta^2 (y_{bc}^2 + z_{bc}^2) \right} \right)
\]

\[
\frac{z_{bc}}{y_{bc}^2 + z_{bc}} \left( I - \frac{x_{bc}}{\sqrt{x_{bc}^2 + \beta^2 (y_{bc}^2 + z_{bc}^2) \right} \right)
\]

One may prove that the present non-planar VLM formulation is the same as the trigonometric expression used by Giesing et al.\textsuperscript{62} based on the VLM of Hedman. For \( M = 0 \) and \( z = 0 \), or a planar incompressible case, the present formulation will reduce to the expression given in Bertin and Smith\textsuperscript{110}. For \( M = 0 \), or an incompressible case, the present formulation will reduce to the expression given in Plotkin and Katz\textsuperscript{117}. The present VLM does not need any numerical integration procedure, and therefore does not add a significant computational time to the unsteady aerodynamic calculation.

### 4.6 Present Doublet Point Method

Numerical improvements of the double point method (DPM) are presented in this Section. The improvement is applied to the planar lifting surface configuration, and is extended to the non-planar configurations. The numerical singularity problems of both configurations are first identified, and then the solution procedures are described and compared with the original solution of Ueda and Dowell\textsuperscript{66}. The numerical results are given in Section 4.9 and comparisons with other methods are discussed.

#### 4.6.1 Present DPM for Planar Lifting Surfaces
The basic concepts of the original DPM are used here. The surfaces are divided into small trapezoidal elements as shown in Fig. 4.3. The lifting pressure is assumed to be concentrated at the doublet point located at the quarter chord along the midspan of each panel. The control point is placed on the three-quarter chord at midspan of each element.

If the doublet point and the control point are located at elements \( i \) and \( j \) respectively, then the aerodynamic operator may be written as

\[
\mathcal{Z}_{ij} = \frac{\Delta S_i}{8\pi} K(x_i - \xi_j, y_i - \eta_j, z_i - \zeta_j, k, M)
\]  

(4.73)

where the kernel function is based on Landahl’s formula:

\[
K = \frac{1}{2} \left( M e^{iX} + B_i \right)
\]

(4.74)

The improper integral \( B_I \) in Eq. (4.74) is evaluated for the following two cases:

Case 1.

For the control point at a point \( (x, y, z) \) located outside the down stream panel of the doublet point at a point \( (\xi, \eta, \zeta) \), \( i.e. \) for \( X < 0 \) or \( r > e \), no singularity problem arises, and therefore Eqs. (4.45) – (4.47) can be used directly.

Case 2

If the control point \( (x, y, z) \) is located at the center of the down stream panel of the doublet point \( (\xi, \eta, \zeta) \), \( i.e. \) for \( X > 0 \) and \( r = 0 \), then the singularity problem arises. This can be easily seen if the first two terms of the even series above is rewritten as follows:

\[
U_{i,0} = \frac{1}{r^2} \left( 1 + \frac{X}{\sqrt{X^2 + r^2}} \right)
\]

(4.75a)

\[
U_{i,2} = -\frac{k^2}{2} \left\{ \frac{X}{\sqrt{X^2 + r^2}} + \ln \left( \sqrt{X^2 + r^2} - X \right) \right\}
\]

(4.75b)
If \( r \to 0 \), then \( X_1 \to X \), and the kernel becomes infinite because of the strong dipole singularity in Eq. (4.75a) and a weak logarithmic singularity in Eq. (4.75b). Ueda and Dowell solved the problem by utilizing the Mangler formula to integrate the \( B_{1,r} \) term, and using the average value to the modified Bessel function as shown in Equation (4.44). In the present work, a different approach is employed in the following two solution steps:

First, the basic form of the singularity part is identified and separated from the regular part. Secondly, the Mangler procedure and the averaging rule is applied to the singular part only.

Based on a detailed derivation of the solution given in Appendix A.2 and E.4, the final term of the formulation for the \( B_{1,r} \) is rewritten as follows:

\[
B_1 \left( X > 0 \right) = B_{1,\text{regular}}(X) - \frac{k^2}{e^2} + \frac{2}{e^2} + k^2 \left( \ln \frac{k e}{2} + \gamma - \frac{3}{2} \right) - k^2 \tan^2 \Lambda \tag{4.76}
\]

where \( B_{v, \text{regular}} \) is given in Eq. (4.62). This result is slightly different than the formulation given in Ref. 135 as follows:

\[
B_1 \left( X > 0 \right) = -B_{1,\text{real}}(-X) + i B_{1,\text{imag}}(X) - \frac{k^2}{e^2} + k^2 \left( \ln \frac{k e}{2} + \gamma - \frac{3}{2} \right) - k^2 \tan^2 \Lambda
\]

Compared to the result of Ueda and Dowell in Eq. (4.49), which is rewritten in the following:

\[
B_1 \left( X > 0 \right) = -B_{1,\text{real}}(-X) + i B_{1,\text{imag}}(X) - \frac{2}{e^2} + k^2 \left( \ln \frac{k e}{2} + \gamma - \frac{3}{2} \right) - k^2 \tan^2 \Lambda \tag{4.49}
\]

the present solution clearly gives a correction associated with the element sweep angle \( \Lambda \). The correction has a significant effect if the reduced frequency or the sweep angle is large. The improvement proposed in Eq. (4.76) can be regarded as the answer to the question arises in the technical comment by Rodden et al. to Ref. 66. Rodden et al. pointed out that the DPM in Ref. 66 does not have the element sweep angle term. In their reply, Ueda and Dowell acknowledged that their DPM indeed does not have an explicit sweep angle
correction but they suggested that the geometric arrangements of the doublet point may implicitly give the sweep angle effect.

In the present formulation, the explicit sweep angle correction for each element is taken into account as shown in Eq. (4.76). It should be noted that the term $f_U$ in Eq. (4.76) may not add a significant computational time since we can use $f_U$ to evaluate $B_{i,r}$ in the same time.

### 4.6.2 Present DPM for Nonplanar Lifting Surfaces

The method proposed in this section may be considered as an extension of the planar DPM of Ueda and Dowell to nonplanar lifting surface configurations. In Ref. 75, Eversman and Pitt have proposed the non-planar DPM. However, their method did not specifically address a treatment for the $1/r^4$ near singularity problem in the nonplanar part of the kernel. In the present work, an evaluation of the $1/r^4$ singularity problem will be introduced and treated analytically.

Some basic concepts of the planar DPM are still used in the non-planar DPM formulation. The lifting surface is idealized by dividing the surfaces into small trapezoidal elements arranged in strips parallel to the free stream. The lifting pressure is assumed to be concentrated at the doublet point located on the quarter chord at the midspan of each panel. The control point is placed on the three-quarter chord at midspan of each element. There are, however, at least three differences between the treatments for the planar and nonplanar cases:

1. The fundamental difference is that, if the sending doublet lattice and receiving control point are not in the same plane, the well-known singularity at $r = 0$ no longer appears.
2. For the non-planar configuration, there is an additional term, in the kernel function, associated with the non-planar surfaces. The formulation becomes more complicated because of two problems:
(i) the integration should be performed over both the planar and non-planar surfaces,
(ii) the non planar kernel function involves a higher order of the incomplete cylindrical function $B_v$, i.e. the order is $v = 2$.

3. The non-planar configuration has a three dimensional geometry. It is necessary to perform a coordinate transformation from the global coordinate system into local coordinate of each sending element in order to simplify the integration of the kernel function.

The system coordinate is centered at the midpoint of the doublet lifting line and rotating into the plane of sending element. The relations between the global coordinates $(x, y, z, \xi, \eta, \zeta)$ and the local coordinates $(\hat{x}, \hat{y}, \hat{z}, \hat{\xi}, \hat{\eta}, \hat{\zeta})$ are the same as the expressions used in Appendix A.

If the doublet point and the control points are located at element $i$ and $j$ respectively, then the aerodynamic operator may be written as

$$\mathcal{Z}_{ij} = \frac{\Delta S_j}{8\pi} K(x_i - \xi_j, y_i - \eta_j, z_i - \zeta_j, k, M)$$  \hspace{1cm} (4.73)

where the kernel is based on the formulation of Landahl in the following notation

$$K = e^{-i k x_0} \left( K_1^* T_1 - K_2^* T_2^* \right)$$  \hspace{1cm} (4.77)

where

$$K_1 = \frac{M e^{i k X}}{R X_i} + B_{1r} + i B_{1i}$$

$$K_2 = \frac{M e^{i k X}}{R^2 X_i} \left( i k M + \frac{B^2}{R} + \frac{2R - M X}{X_i} \right) + 3 B_{2r} + 3i B_{2i}$$  \hspace{1cm} (4.78)

$$T_2^* = (z_0 \cos \gamma_x - y_0 \sin \gamma_x) (z_0 \cos \gamma_r - y_0 \sin \gamma_r)$$

Note that the lateral distance, $r$ is now for a three-dimensional coordinate defined as

$$r = \sqrt{y_0^2 + z_0^2}$$  \hspace{1cm} (4.79)
Since \( z_0 \neq 0 \) for nonplanar surfaces then consequently \( r \neq 0 \), or the singularities no longer appear. However, if the control point is at the center of the sending element wake, \( i.e. \ y_0 = 0 \ and \ X > 0 \), the value \( r \) becomes \( r = | z_0 | \) and therefore is sensitive to the variations of \( z_0 \). If \( z_0 \ll 1 \) this leads numerically to the near-singular problem, the solution of which was not well established in the previous works.

The function \( B_1 \) has been given in Equations (4.41) – (4.43). The functions \( B_2 \) may be obtained from Equations (4.15) – (4.17) for \( v=2 \).

\[
B_{2r} = \sum_{n=0}^{\infty} (-1)^n U_{2,2n} + \frac{k^4}{12} \sum_{n=0}^{\infty} \frac{(kr/2)^n}{n!(n+2)!} \times \left( \sum_{m=1}^{n} \frac{1}{m} + \frac{2n+3}{2(n+1)(n+2)} - \gamma - ln\frac{k}{2} \right)
\]

\[
B_{2i} = \sum_{n=0}^{\infty} (-1)^n U_{2,2n+1} - \frac{\pi k^4}{24} \sum_{n=0}^{\infty} \frac{(kr/2)^{2n}}{n!(n+2)!}
\]

where

\[
U_{2,m\neq4} = \frac{k(kX)^{m-1}}{(m-4)m!X_i^3} - \frac{(kr)^2}{(m-4)m} U_{2,m-2}
\]

\[
U_{2,4} = -\frac{k^4}{6} \left\{ \ln(X_1 - X) + \frac{X}{X_1} \left( 1 + \frac{X^2}{3X_i^2} \right) \right\}
\]

\[
U_{2,2} = \frac{k^2}{6} \left\{ \frac{X^2}{X_i^3(X_1 - x)} + \frac{1}{X_1} \right\}
\]

\[
U_{2,1} = -\frac{k}{3X_i^3}
\]

\[
U_{2,0} = \frac{2X_1 - X}{3X_i^3(X_1 - X)^2}
\]

and

\[
X_1 = \sqrt{X^2 + r^2}
\]

(4.47)
For the case of $X > 0$ and $r \ll 1$, the value of $X_1$ approaches $X$ and a nearly – singular problem can be seen in the zeroth, second, and fourth order terms of the $U$ series. Analytical solution to this problem is described in Appendices E.2 to E.4. Therefore, two different treatments are employed for the kernel. The final forms for each case is as follows:

**Case 1**

Case 1 is for most of the cases of the sending and receiving point pairs, *i.e.* for the control point not directly located in downstream of the doublet point, or more specifically, for

- $X < 0$ and arbitrary $r$
- $X > 0$ and $r > e$

In this case Eqs. (4.78) – (4.81) can be used directly since no singularity arises.

**Case 2**

For the control point directly behind the control point, the kernel is evaluated as follows

$$K = e^{-ikx_0} \left( K_{1, reg}^* T_1 - K_{2, reg}^* T_2^* \right) + \frac{c_1}{2e} \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} \left( n V_n - \frac{k^2 V_{n+2}}{2(n+1)} - f_n \right)$$

where

$$V_{n>1} = \frac{y_{b}^{n-1} - y_a^{n-1}}{n-1} - \hat{z}^2 V_{n-2}$$

$$V_I = \ln \frac{r_b}{r_a}$$

$$V_0 = \frac{I}{|\hat{z}|} \left( \pi - \tan^{-1} \frac{2e|\hat{z}|}{e^2 + r_m^2} \right)$$

$$V_{n>1} = \frac{y_{b}^{n-1} - y_a^{n-1}}{n-1} - \hat{z}^2 V_{n-2}$$

$$V_I = \ln \frac{r_b}{r_a}$$

$$V_0 = \frac{I}{|\hat{z}|} \left( \pi - \tan^{-1} \frac{2e|\hat{z}|}{e^2 + r_m^2} \right)$$
The regular part of the kernel function is evaluated as follows:

\[
K_{1,\text{reg}} = \frac{M e^{ikX}}{R X_1} + B_{1,\text{regular}} \quad (4.87a)
\]

\[
K_{2,\text{reg}} = \frac{M e^{ikX}}{R^2 X_1} \left( ik M + \frac{\beta^2}{R} + \frac{2R - M X}{X_1} \right) + 3B_{2,\text{regular}} \quad (4.87b)
\]

where \(B_{v,\text{regular}}\) is given in Eq. (4.62).

It should be noted that the present regular kernel function is simpler than the one given in Ref. 135. The regular kernel function used in Ref. 135 can be written in Eqs. (4.88) – (4.90) as follows:

\[
K_{1,\text{reg}} = \frac{M e^{ikX}}{R X_1} + B_{1,\text{imag}}^* (-|X|) + i B_{1,\text{imag}}^* (|X|) \quad (4.88a)
\]

\[
K_{2,\text{reg}} = \frac{M e^{ikX}}{R^2 X_1} \left( ik M + \frac{\beta^2}{R} + \frac{2R - M X}{X_1} \right) + 3B_{2,\text{real}}^* (-|X|) + i 3B_{2,\text{imag}}^* (|X|) \quad (4.88b)
\]

where the second expansion series is slightly different than the Ueda series as follows:

\[
B_{1,\text{real}}^* = \sum_{n=0}^{\infty} (-1)^n U_{1,2n}^{*} \left[ \frac{k^2}{2} \sum_{l=1}^{\infty} \frac{(k l / 2)^{2n}}{2(n+1)!} \left( \sum_{m=1}^{\infty} \frac{1}{m} + \frac{l}{2(n+1)} - \gamma - \frac{k}{2} - 2 \ln r \right) \right]
\]
The recursive series $U_{n}^{*}$ for the first order $n = 1$ are

$$U_{1,m \geq 3}^{*} = \frac{k(kX)^{m-1}}{(m-2)m! X_{1}} - \frac{(k r)^{2}}{(m-2)m} U_{1,m-2}^{*}$$

$$U_{1,2}^{*} = + \frac{k^{2}}{2} \left\{ \ln \left( X_{1} - X \right) + \frac{X}{X_{1}} \right\}$$

and for the second order $n = 2$, are as follows:

$$U_{2,m \geq 4}^{*} = \frac{k(kX)^{m-1}}{(m-4)m! X_{1}^{3}} - \frac{(k r)^{2}}{(m-4)m} U_{2,m-2}^{*}$$

$$U_{2,4}^{*} = \frac{k^{4}}{6} \left\{ \ln \left( X_{1} + X \right) + \frac{X}{X_{1}} \left( 1 + \frac{X^{2}}{3 X_{1}^{2}} \right) \right\}$$

$$U_{2,2}^{*} = - \frac{k^{2}}{6} \left\{ \frac{X^{2}}{X_{1}^{3} (X_{1} + X)} + \frac{1}{X_{1}} \right\}$$

$$U_{2,0}^{*} = \frac{2 X_{1} + X}{3 X_{1}^{3} (X_{1} + X)^{2}} + \frac{k^{4}}{12} \left( \ln \frac{k}{2} + \gamma - \frac{3}{4} \right)$$

Equations (4.82) – (4.87) are the final expression used to evaluate the kernel for nonplanar configurations. In contrast to the solution given by Rodden et al. in their second version of the DLM, the result presented here is finite for any arbitrary value of $z$. In their work, the singular parts of the planar and nonplanar terms functions cancel out each other only for limiting values of the kernel, and the cancellation of these singularities...
numerically will lead to difficulties for sufficiently small values of \( z \). In the present work, the singular parts are eliminated not only for the limiting case, but also for any value of \( r \).

4.7 Present Doublet Lattice Method

Numerical improvements of the double lattice method (DLM) are presented in this chapter. The improvements are applied to two types of lifting surface configurations, including the planar lifting surface and the non-planar lifting surface configurations. The numerical singularity problem of both configurations are first identified, and the solution procedures are described and compared with the original solution of Albano and Rodden\(^{70}\) and with its refinement solution proposed by Rodden, Giesing and Kalman\(^{72}\). The numerical results are given in Section 4.8 and comparisons with other methods are discussed.

Figure 4.6. Lifting surface discrizezation in the present doublet lattice method
4.7.1 Present DLM for Planar Lifting Surfaces

The basic concepts of the original DLM are used here. The surfaces are divided into small trapezoidal elements as shown in Fig. 4.6. The lifting pressure is assumed to be concentrated at the doublet lifting line located at the quarter chord of each panel. The control point is placed on the three-quarter chord at mid-span of each element.

If the doublet lifting line and the control point are located at elements $i$ and $j$ respectively, then the aerodynamic operator may be written as:

$$ \mathcal{Z}_{ij} = \frac{\Delta x_s}{8\pi} \int K(x_i - \xi_j, y_i - \eta_j, z_i - \zeta_j, k, \mathcal{M}) d\eta $$

(4.91)

In the original DLM, the numerical integration of the kernel function $K$ is based on the quadratic approximation of the numerator as shown in Equation (4.25). In the present work, the integration procedures are based on the following procedure:

1) The improper cylindrical function contained in the kernel function is solved analytically by using an expansion series. This step is described in Appendix A.3.
2) Analytically separate the kernel function into two parts: the regular and singular parts
3) Perform an exact integration solution for the singular part of the kernel, and
4) Perform a Gaussian quadrature integration for the regular part of the kernel

Based on the steps outlined above, the aerodynamic operator can be derived as follows:

$$ \mathcal{Z}_{ij} = \frac{\Delta x_s}{8\pi} \left[ \int K_{\text{sing}} d\eta + \sum_{n=2}^{N} \left( K_{\text{reg}} \right)_n W_n \right] $$

(4.92)

where $W_n$ is the Gauss-Legendre weighting factor, and $N$ is the number of integration points. This number is not fixed and may be increased to improve the accuracy. In the present work, $N$ is selected based on the distance $r$, the wing root chord $c_{\text{root}}$, the reduced frequency $k$, and $X$ as shown in Table 4.1. The weighting factor, $W_n$ can be obtained in Ref. 166.
The Gauss-Legendre technique uses the expression of the integrand directly, without any additional weighting function. Therefore a direct evaluation of the kernel, such as the type B integral in Equation (4.11), can be applied directly. For this reason, the present method uses the new expansion series, described in detail in Appendix A.3, to evaluate the improper integral. Compared to the Laschka’s approximation used in the previous DLM, the present series is an exact representation of the incomplete cylindrical function. The present expansion series is almost similar to the Ueda’s expansion series except that the present series explicitly separates the singular and regular kernel functions such that the kernel function integration can be performed more easily.

Based on the derivation described in Appendix A.4, the final form for the present DLM are as follows:

The regular part of the kernel function can be obtained as follows:

\[
K_{reg} (\eta = \eta_n) = f_i \left. e^{ikx_0} \right|_{\eta = \eta_n}
\]

where

<table>
<thead>
<tr>
<th>( r_g = 2r/c_{root}k )</th>
<th>( X &lt; 0 )</th>
<th>( X &gt; 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 &lt; ( r_g ) &lt; 0.1</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>0.1 &lt; ( r_g ) &lt; 0.25</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>0.25 &lt; ( r_g ) &lt; 0.5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>0.5 &lt; ( r_g ) &lt; 1.0</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1.0 &lt; ( r_g ) &lt; 2.0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( r_g &gt; 3.0 )</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
and the improper cylindrical function \( B_i \) is given by Eqs. (4.45)-(4.47). It is important that the absolute value of \( X \) in the third term of the right-hand side of Eq. (4.94) is intended to set the series into a regular function for every value of \( X \).

Equation (4.94) is almost similar to the formulation given in Ref. 135 given as follows:

\[
f_i = \frac{M e^{ikX}}{RX_i} + i B_{1,i}(X) + B_{1, r}(|X|) + k^2 \left( \ln \frac{k}{2} + \gamma - \frac{l}{2} \right)
\]

The singular part of the kernel function is integrated using the Mangler’s technique as shown in Appendix A.4. The closed form solution of the integration is

\[
\int_{\epsilon} K_{\text{sing}} \, d\hat{n} = 2 e^{-ikx_u} \times 
\left\{ \frac{\sin (ke \tan \Lambda)}{k} \ln e + \sum_{n=0}^{\infty} \frac{(i ke \tan \Lambda)}{(2n)!} \left( \frac{2}{e(2n-1)} - \frac{k^2 e}{(2n+1)^2} \right) \right\}
\]

One may prove that there is no singular term in this final equation. Therefore it eliminates the need to apply a special treatment for the near singularity problem.

4.7.2 The present DLM for Nonplanar Lifting Surface Configurations

Some basic concepts of the planar DLM are still used in the non-planar DLM formulation. The lifting surface is idealized by dividing the surfaces into small trapezoidal elements arranged in strips parallel to the free stream. The lifting pressure is assumed to be concentrated at the doublet lifting line located at the quarter chord of each panel. The control point is placed on the three-quarter chord at midspan of each element.

If the doublet lifting line and the control point are located in panels \( i \) and \( j \) respectively, then the aerodynamic operator may be written as:
\[ Z_{ij} = \frac{\Delta x_s}{8\pi} \int \mathcal{K}(x_i - \xi, y_i - \eta, z_i - \zeta, k, M)\,d\eta \]  

Analytical solution to this problem is described in Appendices E.2 to E.4. Two different treatments are employed for the kernel. The final forms for each case is as follows:

**Case 1**

Case 1 is for most of the cases of the sending and receiving point pairs, i.e. for the control point not directly located in downstream of the doublet point, or more specifically, for

- \( X < 0 \) and arbitrary \( r \)
- \( X > 0 \) and \( r > e \)

In this case Eqs. (4.78) – (4.81) can be used directly since no singularity arises, i.e.

\[ Z_{ij} = \frac{\Delta x_s}{8\pi} \sum_{n=2}^{N} K_n W_n \]  

**Case 2**

The integral procedure of the kernel is similar to those of the planar method in the previous section which employed an exact integration procedure to the singular part, and Gauss-Legendre integration technique to the regular part.

\[ Z_{ij} = \frac{\Delta x_s}{8\pi} \left[ \int_{-e}^{e} K_{singular} \,d\eta + \sum_{n=2}^{N} \left(K_{regular}\right)_n W_n \right] \]  

where \( W_n \) is the Gauss-Legendre weighting factor, and \( N \) is the number of integration points as shown in Table 4.1.

The regular part of the kernel function in Eq. (4.98) is evaluated as follows:

\[ K_{regular} = e^{-ikx_0} \left( T_1^* - T_2^* \right) \]  

where
\[ K_{1,\text{reg}} = \frac{M e^{ij}X}{R X_I} + B_i^* \]

\[ K_{2,\text{reg}} = \frac{M e^{ij}X}{R^2 X_I} \left( i k M + \frac{B^2}{R} + \frac{2R - M X}{X_I} \right) + 3 B_2^* + \frac{k^4}{4} r^2 \ln r - k^2 \]  \hspace{1cm} (4.100)

and the \( B^* \) function is given by Eqs. (4.88) – (4.90).

The singular part of the kernel function in Eq. (4.98) is evaluated as follows:

\[ \int_{-e}^{+e} K_{\text{sing}} \, d\tilde{w} = c_1 \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} W_n \]  \hspace{1cm} (4.101)

where

\[ W_n = n V_n - V_{n+2} + n \hat{z} \tan \hat{\gamma} V_{n-1} + f_5 (b) - f_5 (a) \]  \hspace{1cm} (4.102)

\[ f_5 (t) = \frac{k^2}{2(n + I)} y_{n+I} \ln r_i + \left( \hat{z} \tan \hat{\gamma} - 1 \right) \frac{y_{n+I}}{r_i^2} \]  \hspace{1cm} (4.103)

One may find that the non-planar formulation above gives a finite result for any value of \( r \), including for the case \( X > 0 \) and \( r \to 0 \), i.e. when the control point is near the center of the wake. Since the singularity problem is identified and separated analytically, the near singularity problem vanishes and the results are continuous and finite for any arbitrary value of \( z \).

### 4.8 Present Doublet Hybrid Method

In the present doublet hybrid method (DHM), the aerodynamic load is calculated based on a hybrid of three different methods: the vortex lattice method (VLM), the doublet lattice method (DLM), and the doublet point method (DPM). The vortex lattice method is used for the steady part since the method performs exact integration of all terms of the kernel function. For the incremental unsteady part of the kernel, both doublet methods are used. The DPM is used if the kernel function is nearly constant across the element. The
DLM is used if the kernel function varies considerably across the element. Since the function is closely related to lateral distance $r$ of sending and receiving points, the doublet methods chosen are based on $r$ as shown in Table 4.3.

**Table 4.3**
List of procedures used in the doublet hybrid method

<table>
<thead>
<tr>
<th>$r_g = 2r/c_{root}k$</th>
<th>Steady flow ($k = 0$)</th>
<th>Unsteady Flow ($k &gt; 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt; r_g &lt; 0.1$</td>
<td>VLM</td>
<td>DLM with $N = 4$</td>
</tr>
<tr>
<td>$0.1 &lt; r_g &lt; 0.25$</td>
<td>VLM</td>
<td>DLM with $N = 4$</td>
</tr>
<tr>
<td>$0.25 &lt; r_g &lt; 0.5$</td>
<td>VLM</td>
<td>DLM with $N = 3$</td>
</tr>
<tr>
<td>$0.5 &lt; r_g &lt; 1.0$</td>
<td>VLM</td>
<td>DLM with $N = 2$</td>
</tr>
<tr>
<td>$1.0 &lt; r_g &lt; 2.0$</td>
<td>VLM</td>
<td>DPM</td>
</tr>
<tr>
<td>$r_g &gt; 3.0$</td>
<td>VLM</td>
<td>DLM with $N = 2$</td>
</tr>
</tbody>
</table>

Based on Table 4.3., the aerodynamic operator is formulated as follows:

$$
\Xi_{ij} = \frac{\Delta x}{8\pi} K(x_i - \xi_j, y_i - \eta_j, z_i - \zeta_j, k, M)
$$

(4.104)

where the kernel function K is formulated in the following equation

$$
K = \begin{cases} 
K_{VLM} + \left( K - K(k = 0) \right)_{DPM} & \text{for } r > 3 \text{ and any } X \\
K_{VLM} + \left( K^* - K^*(k = 0) \right)_{DLM} & \text{for } r < e/2 \text{ and } X > 0 \\
K_{VLM} + \left( K - K(k = 0) \right)_{DLM} & \text{for all other cases}
\end{cases}
$$

(4.105)
The Vortex Lattice Method

The kernel function \( K_{VLM} \) in Eq. (4.105) is the same as the kernel function for the present vortex lattice method described in Section 4.4. The formula is not rewritten here since it can be used directly for the present DHM.

The Doublet Point Method

The kernel function \( K_{DPM} \) in Eq. (4.105) is the same as the kernel function for the present DPM Case 1 (no singularity case) described in Sections 4.6.1. and 4.6.2. The kernel function \( K_{DPM}(k=0) \) is the steady part of the kernel by setting \( k = 0 \). The results for planar configuration is as follows:

\[
K(k = 0) = \frac{M}{RX_1} - \frac{1}{X_1(X_1 + |X|)} - \frac{2}{e^2}
\]  

(4.106)

For nonplanar configurations the steady part of the kernel is given as:

\[
K(k = 0) = K_{1,reg}(k = 0) T_1 - K_{2,reg}(k = 0) T_2 - \frac{\cos \gamma}{e} \left( \frac{y_b}{r_b^2} - \frac{y_a}{r_a^2} \right)
\]  

(4.107)

\[
K_{1,reg}(k = 0) = \frac{M}{RX_1} - \frac{1}{X_1(X_1 + |X|)}
\]  

(4.108)

\[
K_{2,reg}(k = 0) = \frac{M}{R^2X_1} \left( \frac{\beta^2}{R} + \frac{2R - MX}{X_1} \right) - \frac{2X_1 + |X|}{X_1^3(X_1 + |X|)^2}
\]  

(4.109)

The Doublet Lattice Method

The kernel function \( K_{DLM} \) in Eq. (4.105) is the same as the kernel function for the present DLM Case 1 (no singularity case) and Case 2 (singularity case) described in Sections 4.7.1. and 4.7.2. The kernel function \( K_{DLM}(k=0) \) is the steady part of the kernel by setting \( k = 0 \). The integration of the kernel is performed as follows:
where the steady part for the kernel in planar configuration are

\[
\int_{-\varepsilon}^{\varepsilon} K_{\text{reg}} (k = 0) \, d\eta = -\frac{4}{e}
\]  

(4.111)

\[
K_{\text{reg}} (k = 0) = \frac{M}{RX_1} - \frac{l}{X_1 (X_1 + |X|)}
\]  

(4.112)

The steady part for the kernel in non-planar configuration are

\[
\int_{-\varepsilon}^{\varepsilon} K_{\text{reg}} (k = 0) \, d\eta = -2 \cos \hat{\gamma} \left( \frac{y_b - y_a}{r_b^2 - r_a^2} \right)
\]  

(4.113)

\[
K_{\text{reg}} (k = 0) = K_{1,\text{reg}} (k = 0) T_1 - K_{2,\text{reg}} (k = 0) T_2
\]  

(4.114)

where

\[
K_{1,\text{reg}} (k = 0) = \frac{M}{RX_1} - \frac{l}{X_1 (X_1 + |X|)}
\]  

(4.115)

\[
K_{2,\text{reg}} (k = 0) = \frac{M}{R^2 X_1} \left( \frac{\beta^2}{R} + \frac{2R - MX}{X_1} \right) - \frac{2X_1 + |X|}{X_1^3 (X_1 + |X|)^2}
\]  

(4.116)

### 4.9 Unsteady Aerodynamic Load in Laplace Domain

The basic lifting surface theory and numerical solution methods described in previous sections are derived based on the so-called frequency domain approach, where the velocity potential \( \Phi(t) \) is assumed to oscillate following the lifting surface harmonic motion about its equilibrium as shown in Eqs. (4.3) and (4.6). Attempts to predict unsteady aerodynamic loads for a more general type of motion have also been initiated since six
decades ago. The procedures for constructing aerodynamic loads for general motions can be divided into two different approaches: the aerodynamic transfer function method, and the Laplace domain aerodynamic method. A typical technique in the aerodynamic transfer function method is to utilize the aerodynamic loads obtained in the frequency domain. If the general motion is represented in the Laplace domain, then the harmonic unsteady aerodynamic load can be interpreted as the loads on the imaginary axis in the complex $s$-plane. The aerodynamic transfer function can be constructed such that the approximation curve fits the harmonic load data in the imaginary axis. This approach is obviously limited to the proximity of the imaginary axis and needs a number of aerodynamic frequency domain results to give accurate approximation.

The other approach formulates the unsteady aerodynamic loads directly in the Laplace domain. This approach gives an analytical expression of the aerodynamic load in the complex $s$-plane without any curve fitting approximation, and, therefore, reduces the computational time without degrading the accuracy. The possibility of implementing this approach to the present lifting surface methods is shown in the next two Sections.

### 4.9.1 Kernel Function Formulation

Similar to the Kussner normal wash-pressure equation in frequency domain given by Eq. (4.8), the integral equation in the Laplace domain, that relates the normal wash $\bar{w}$ at a point $(x, y, z)$ to a pressure difference $\Delta \bar{p}$ on an infinitesimal area $d\xi d\eta$ centered at a point $(\xi, \eta, \zeta)$, can be formulated as follows:

$$
\bar{w} = \frac{1}{8\pi} \iint \Delta \bar{p} K\left(x_o, y_o, z_0, h, M\right) d\xi d\eta
$$

(4.117)

where $h$ is the non-dimensional Laplace transform variable defined as:

$$
h = a + i k = \frac{sb}{U_\infty}
$$

(4.118)
and $s$, $a$ and $k$ are the dimensional variable of the Laplace transform, its non-dimensional real part and imaginary part, respectively. The function $K$ represents the kernel function in Laplace domain which has been formulated by Ueda\textsuperscript{184} as follows:

$$K = e^{-hx_o} \left( \frac{K_1 T_1 + K_2 T_2}{r^2} \right)$$

(4.119)

where

$$x_o = x - \xi$$
$$y_o = y - \eta$$
$$z_o = z - \zeta$$

$$r = \sqrt{y_o^2 + z_o^2}$$
$$R = \sqrt{x^2 + \beta^2 r^2}$$

$$X = (x_o - M R) \beta^{-2}$$

$$X_1 = \sqrt{X^2 + r^2}$$

$$\beta = \sqrt{1 - M^2}$$

$$K_1 = \frac{M r^2}{R X_1} e^{hx} + I_1$$

$$K_2 = -\frac{M r^4}{R^2 X_1} e^{hx} \left( h M + \frac{\beta^2}{R} + \frac{2R - MX}{X_1} \right) - 3 I_2$$

$$I_v = \int_{-X/r}^{X/r} \frac{e^{hu}}{(1+u^2)^{v+1/2}} du$$

$$T_1 = \cos (\gamma_s - \gamma_r)$$

$$T_2 = \frac{(z_o \cos \gamma_s - y_o \sin \gamma_s)(z_o \cos \gamma_r - y_o \sin \gamma_r)}{r^2}$$
and \( \gamma_r \) and \( \gamma_s \) are dihedral angles at the points \((x, y, z)\) and \((\xi, \eta, \zeta)\), respectively.

One may find that this kernel function formulation in the Laplace domain given by Eq. (4.119) will reduce to the kernel function formulation in frequency domain given by Eq. (4.12) if the real part of the Laplace domain \(a\) approaches zero. In other words, the pressure distribution calculated based on Eq. (4.119) will fit the pressure distribution based on Eq. (4.12) in the imaginary axis of the complex \(s\)-plane.

### 4.9.2 Incomplete Cylindrical Function

Similar to the kernel function formulation for the frequency domain, the incomplete cylindrical function \( I_1 \) and \( I_2 \) occur in Eq. (4.120) with a complex variable \( h \). In the present formulation, the type-B integral is written as:

\[
B_v = \frac{X}{r^2 v} \frac{e^{h u}}{(r^2 + u^2)^{v+l/2}} du
\]

(4.121)

where the integral \( B_v \) and \( I_v \) are related as follows:

\[
B_v = I_v = \frac{1}{r^2 v} \int_{-\infty}^{\infty} \frac{e^{h u}}{(1 + u^2)^{v+l/2}} du
\]

(4.122)

The analytical solution of the type \( B \) integral has been given by Ueda \(^{184}\) in the following infinite series:

\[
B_v(h,r,X) = \sum_{n=0}^{\infty} U_{v,n} + \frac{(h/2)^{2v}}{(2v-1)!!} \sum_{n=0}^{\infty} (-1)^n p_n \frac{(hr/2)^{2n}}{n! (n+v)!}
\]

(4.123)

where

\[
p_n = -\gamma^* - \ln \frac{h}{2} + \sum_{m=1}^{n} \frac{1}{m} + \sum_{m=n+1}^{n+v} \frac{1}{2m}
\]

\[
\gamma^* = \text{Euler’s constant} = 0.577215664901532860606512…
\]

\[
U_{v,n\neq2v} = \frac{h (hX)^{n-1}}{(n-2v) n! X^{2v-1}} + \frac{(hr)^2}{(n-2v) \ n} U_{v,n-2}
\]
\[
U_{v,n=2v} = -\frac{h^{2v}}{2v!} \left\{ \ln (X_1 - X) + \sum_{m=1}^{v} \frac{1}{2m-1} \left( \frac{X}{X_1} \right)^{2m-1} \right\} \\
U_{v,2n<2v} = \frac{(v-n-l)! \, h^{2n}}{(2n)! \, r^{2(v-n)}} \left\{ 2^{v-n-l} \frac{(2n-l)!!}{(2v-l)!!} + \sum_{m=0}^{v-n-l} \frac{(-1)^m \, X^{m-l} \, (X/X_1)^{2m+2n+l}}{(2m+2n+l) \, m! \, (v-m-n-l)!} \right\} \\
U_{v,1} = -\frac{h}{(2v-1) \, X_1^{2v-1}}
\]

and the symbol of double-factorials \(!!\) is used to define

\[
(2n-l)!! = 1 \cdot 3 \cdot 5 \cdot \ldots (2n-l) \\
(-l-2n)!! = \frac{(-1)^n}{(2n-l)!!}
\]

The expansion series of the incomplete cylindrical function in Laplace domain given by Eqs. (4.123)-(4.125) is similar to the expansion series in frequency domain given by Eqs. (4.15)-(4.16). Therefore the treatment to identify and separate the regular and singular parts of the kernel function is also similar to the treatment for the frequency domain, but with one exception: the logarithmic function with a complex argument \( \ln(h) \) appearing in Eq. (4.124) should be evaluated as

\[
\ln (a + ik) = \ln \sqrt{a^2 + k^2} + i \tan^{-1} \left( \frac{k}{a} \right)
\]

To prove that the expansion series of the Laplace domain in the imaginary axis will give the same expansion series of the frequency domain, we can set the real part of the Laplace domain \( a \) in Eq. (4.126) to zero:

\[
h = i \, k \quad \text{for} \quad a = 0
\]

such that Eq. (4.126) becomes

\[
\ln (a + ik) = \ln k + i \, \frac{\pi}{2} \quad \text{for} \quad a = 0
\]
Substitution of Eq. (4.128) into Eq. (4.124) will yield the same expression as Eqs. (4.15) and (4.16). This similarity offers the same treatment for the application of the kernel function in the Laplace domain to the present lifting surface methods, i.e. the same procedures can be used: identification and separation of the regular and singular parts of the kernel function, exact integration to the singular part of the kernel function, and Gauss quadrature integration to the regular part of the kernel function.

4.9.3 Application to the Strut-Braced Wing Aeroelastic Analysis

The unsteady aerodynamic load prediction in the Laplace domain is important in the strut-braced wing analysis to study its nonlinear aeroelastic response. It has been explained in Chapters 1 and 2 that, because of the compressive force effect, the aeroelastic response of the strut braced wing is more complicated than the conventional cantilever wing. By considering the other aerodynamic loads such as the wind gust, the aeroelastic equation for the strut braced wing can be written as:

\[
\mathbf{M} \ddot{x}(t) + \left( \mathbf{K} - \mathbf{P}(x, \dot{x}) \mathbf{K}_g \right) x(t) - \mathbf{F}_a x(t) = \mathbf{F}_e (t)
\] (4.129)

where \( \mathbf{P} \) is the compressive force generated by the strut, \( \mathbf{M} \), \( \mathbf{K} \), and \( \mathbf{K}_g \) are the mass, stiffness and geometric stiffness matrices respectively, and \( \mathbf{F}_a \) and \( \mathbf{F}_e \) are the self-excited and external aerodynamic forces respectively.

The compressive force \( \mathbf{P} \) in Eq. (4.129) is a function of displacement of motion since the strut-braced wing is an indeterminate structure. \( \mathbf{P} \) is also a function of the acceleration of motion since, in the present strut braced wing, the strut is activated if the flight load factor is greater than 0.8 \( g \). If the external aerodynamic force \( \mathbf{F}_e \), such as a gust load, excites the structure with a considerable positive and negative load factor, the strut will be engaged and disengaged during the motion to prevent the strut buckling. Therefore, Eq.(4.129) becomes a nonlinear equation where it is unlikely that the wing vibrates harmonically.
To calculate the aeroelastic response of the system, the present lifting surface method in the frequency domain can be used to construct the self-excited force $F_e$. However, to generate a non-harmonic force, the frequency domain approach needs a considerable amount of calculation to approximate the load. On the other hand, the present lifting surface method in the Laplace domain offers the possibility to directly calculate the non-harmonic force $F_e$ and calculate the response in Laplace or time domain. This aeroelastic response analysis deserve further intense investigation, and is not conducted in the present work.
4.10 Validation

To implement the theoretical development of the present lifting surface methods, a FORTRAN computer code was developed and presented in Appendix A. To evaluate the accuracy of the present methods, a number of wing planforms are used and the results are compared with experimentation data or other lifting surface method results.

4.10.1 Delta Wing with AR=2

Table 4.4. Lift coefficient $C_L$ of a delta wing with AR=2 and $\alpha=4.3^\circ$

<table>
<thead>
<tr>
<th>$N_x \times N_y$ aerodynamic panel</th>
<th>Present DPM</th>
<th>Present DLM</th>
<th>Present DHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 20</td>
<td>0.1662</td>
<td>0.1635</td>
<td>0.1636</td>
</tr>
<tr>
<td>2 x 20</td>
<td>0.1678</td>
<td>0.1653</td>
<td>0.1651</td>
</tr>
<tr>
<td>3 x 20</td>
<td>0.1681</td>
<td>0.1655</td>
<td>0.1652</td>
</tr>
<tr>
<td>4 x 20</td>
<td>0.1682</td>
<td>0.1657</td>
<td>0.1655</td>
</tr>
<tr>
<td>5 x 20</td>
<td>0.1683</td>
<td>0.1657</td>
<td>0.1655</td>
</tr>
<tr>
<td>Experiment$^{124}$</td>
<td></td>
<td></td>
<td>0.159</td>
</tr>
<tr>
<td>Margason and Lamar$^{90}$ (6 x 20)</td>
<td></td>
<td></td>
<td>0.1654</td>
</tr>
<tr>
<td>Lan$^{100}$ (3 x 35)</td>
<td></td>
<td></td>
<td>0.1649</td>
</tr>
<tr>
<td>Lamar$^{119}$ (4 x 11)</td>
<td></td>
<td></td>
<td>0.168</td>
</tr>
<tr>
<td>Nissim and Lottati$^{92}$ (3 x 3)</td>
<td></td>
<td></td>
<td>0.1626</td>
</tr>
<tr>
<td>Dulmovits$^{119}$</td>
<td></td>
<td></td>
<td>0.165</td>
</tr>
<tr>
<td>Wagner$^{120}$</td>
<td></td>
<td></td>
<td>0.1663</td>
</tr>
</tbody>
</table>
The first example is a delta wing with AR = 2 shown in Fig. 4.7. This wing planform has been selected by many to demonstrate their numerical procedures as shown in Table 4.4. Experimentation data is based on Wick\textsuperscript{124}. The experimentation was performed in a steady flow with Mach number 0.13, Reynolds number 2.4 million. The results obtained using the present methods, shown in Table 4.4 and Figure 4.7, are in a good agreement with other lifting surface methods and experiments results. Note that the convergence rate of the present DPM result with respect to the number of panel element is slower than the present DLM and DHM.

Figure 4.7  Spanwise lift distribution of a delta wing with AR=2 and $M=0.13$
4.10.2. Double-Delta Wing

To demonstrate the accuracy of the present VLM for evaluating a more complicated planform, a cropped double-delta wing is selected. The aerodynamic pressure distribution are calculated using two numerical schemes: the Gauss elimination method with total pivoting, and the LU decomposition method. Both schemes give a good correlation with the modified Multhopp’s method of Lamar\textsuperscript{119} as shown in Table 4.5.

Figure 4.8. A double delta wing planform with AR=1.7.

Table 4.5. The lift coefficient of a double delta wing with AR=1.7 and $\alpha=1^\circ$

<table>
<thead>
<tr>
<th>Methods</th>
<th>Paneling*</th>
<th>$C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present VLM (with Gauss elimination)</td>
<td>$2 \times 5$ (i/b), $2 \times 15$ (o/b)</td>
<td>0.036419686</td>
</tr>
<tr>
<td>Present VLM (with LU decomposition)</td>
<td>$2 \times 5$ (i/b), $2 \times 15$ (o/b)</td>
<td>0.036419649</td>
</tr>
<tr>
<td>Lamar\textsuperscript{119}</td>
<td>$2 \times 5$</td>
<td>0.03740</td>
</tr>
<tr>
<td>Lamar\textsuperscript{119}</td>
<td>$8 \times 27$</td>
<td>0.03640</td>
</tr>
</tbody>
</table>

* (i/b) : inboard part, (i/b) : outboard part
4.10.3. Sweptback Wing with Partial Flap

Calculations have been carried out on a swept-back wing with an outboard flap as shown in Fig. 4.9. The flap is oscillating with an amplitude of $0.66^\circ$ and reduced frequency $0.372$. Fig. 4.10 shows comparison with the experimental data obtained by Forsching et al.\textsuperscript{125}. It shows that the present results are capable of capturing the pressure singularity region near the flap hinge. Table 4.6 shows comparison with the results of the DPM of Ueda and Dowell\textsuperscript{56}. Note that the result of the present DPM using 36 elements is similar to the result of the DPM of Ueda and Dowel using 50 elements.

Table 4.6. The lift coefficient $CL$ of the wing with partial flap

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Aerodynamic Panel & Present DPM & Present DLM & Present DHM \\
\hline
(4 x 7) wing & 0.009273 + 0.001719 $i$ & 0.009348 + 0.001757 $i$ & 0.008905 + 0.001631 $i$ \\
(2 x 4) flap & & & \\
\hline
(5 x 7) wing & 0.009469 + 0.001763 $i$ & 0.009522 + 0.001782 $i$ & 0.009065 + 0.001655 $i$ \\
(2 x 4) flap & & & \\
\hline
(6 x 7) wing & 0.009624 + 0.001785 $i$ & 0.009611 + 0.001789 $I$ & 0.009144 + 0.001661 $I$ \\
(2 x 4) flap & & & \\
\hline
DPM of Ueda-Dowell\textsuperscript{66} & & & 0.0095 + 0.0018 $i$ \\
(6 x 7) wing and (2 x 4) flap & & & \\
\hline
\end{tabular}
\end{table}

AR = 2.94, $\alpha = 0^\circ$, $\delta = 0.66^\circ$, $k = 0.372$
Figure 4.9. A sweptback wing with partial flap

Figure 4.10. Pressure distribution at y = 1.95 of the swept-back wing with flap
4.10.4. AGARD Wing-Horizontal Tail

To illustrate the results of the present methods for nonplanar lifting surface configurations, an AGARD coplanar wing-horizontal tail shown in Fig. 4.11a is selected. The horizontal tail of the configuration is placed at different heights and distances from the wing as shown in Fig. 4.11a and Table 4.7. Note that the $x$ and $z$ coordinates shown in Table 4.7 are presented in non-dimensional forms with respect to the wing half span. Figure 4.11b shows variation of the lift curve slope $C_{La}$ with respect to the vertical gap $z$ between the wing and horizontal tail calculated using the present methods and the piecewise continuos kernel function method (PCKFM) of Lottati and Nissim\textsuperscript{93}. The results of the present DLM and DHM are almost identical. All methods give the same trend of the results. Note that for the same configuration with $z = 0$

<table>
<thead>
<tr>
<th></th>
<th>$z = 0$</th>
<th>$z = 0.6$</th>
<th>$z = 1.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
</tr>
<tr>
<td>c</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
</tr>
<tr>
<td>d</td>
<td>3.70</td>
<td>3.70</td>
<td>3.70</td>
</tr>
<tr>
<td><strong>Horizontal</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tail</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>2.70</td>
<td>3.10</td>
<td>3.55</td>
</tr>
<tr>
<td>f</td>
<td>4.00</td>
<td>4.40</td>
<td>4.85</td>
</tr>
<tr>
<td>g</td>
<td>3.90</td>
<td>4.30</td>
<td>4.75</td>
</tr>
<tr>
<td>f</td>
<td>4.25</td>
<td>4.65</td>
<td>5.10</td>
</tr>
</tbody>
</table>

Figure 4.11a. Schematic of AGARD coplanar wing-horizontal tail configuration
(coplanar), Rodden\textsuperscript{67} reported that the lift curve slope is 1.9794. The present DPM, DLM and DHM results for the coplanar configuration are 2.0435, 1.9739 and 1.9741, respectively. The PCKFM result\textsuperscript{93} for the coplanar configuration is 1.9021. These results are in good agreements.

![Figure 4.11b. The lift curve slope $C_{L\alpha}$ of AGARD wing-horizontal tail as a function of the vertical gap between the wing and horizontal tail. $M=0.8$, $Nx = 7$, $Ny=12.$](image_url)
4.10.5. Strut-Braced Wing with Camber and Twist Angle

To check the capability of the present lifting surface methods to predict the lift distribution of wing having camber and twist angle distribution, a wing planform of the present SBW configuration with AR = 12.17, taper ratio of 0.21, and swept angle at a quarter chord of 29.9° is used. The spanwise distribution of the wing camber and twist angle, shown in Fig. 4.12, is calculated using LAMDES code\textsuperscript{168}. The upstream Mach number is 0.85. To check the accuracy, a calculation was performed using the present VLM method with two schemes: the scheme with and without the back-wash velocity component. Both schemes consider the downwash and sidewash velocity components to take into account the influence of the camber and twist angle distributions.

The results, presented in Fig. 4.13, show excellent agreement with the LAMDES result. The result shows also that the influence of the back wash velocity component is not significant in the present case. Therefore, for the aerodynamic load prediction of the strut-braced wing, only the down wash and side wash velocity components are included in the calculation. The present VLM has been used to calculate the aerodynamic load redistribution on flexible wing, where the results are useful for predicting wing bending weight and jig shape\textsuperscript{9, 20-22}. 
Figure 4.12a. Strut-braced wing camber and twist angle for y < 0.4

Figure 4.12b. Strut Braced wing camber and twist angle distribution for y > 0.63
Figure 4.13. Lift distribution of the strut braced wing with camber and twist angle distribution. The symbol $u$, $v$ and $w$ are the back wash, sidewash and downwash of the air velocity components, respectively.
4.11. Unsteady Transonic Aerodynamics

The lifting surface methods described in the previous sections are derived based on linear aerodynamic theory\textsuperscript{54}. The linear aerodynamic theory neglects the influence of viscosity and the lifting surface thickness and assumes no pressure jump due to the shock over the surface. In a transonic flow, where the thickness effect is important and shock wave are present over the surface, linear aerodynamic theory may give inaccurate predictions. The interest in unsteady transonic aerodynamic study arises mainly because of two reasons. The first reason is because the critical flutter speed of many transonic transport aircraft is more likely to occur in the transonic range\textsuperscript{198}. The second reason is because the nonlinear transonic aerodynamics theory gives a more conservative flutter prediction than the linear aerodynamic theory. Previous experimental\textsuperscript{192-194} and numerical\textsuperscript{195-197} investigations on transonic aeroelasticity revealed the so-called transonic-dip effect showing that the aeroelastic calculation based on a nonlinear transonic aerodynamic method gives a lower flutter speed than the calculation based on the linear aerodynamic method. A sketch of a typical transonic flutter boundary plot illustrated in Fig. 4.14 shows that the flutter speed is very sensitive to the variation of Mach number near the transonic dip region\textsuperscript{191}. Figure 4.14, adapted from Figs. 1 and 11 of Ref. 191, shows also that a thinner wing may have a lower critical flutter speed. The transonic dip of the thinner wing is shifted to a higher Mach number.

Research on the unsteady transonic aerodynamics has been initiated since 1970’s, c.f. Ref. 191. Most of numerical predictions of the unsteady transonic aerodynamics are based on computational fluid dynamic (CFD) methods. The aerodynamic governing equation used in the CFD methods can be divided into several categories including 1) time-linearized transonic small disturbance (TSD) equation, e.g. Ref. 201, 2) TSD, e.g. Ref. 200, 3) full potential equation, e.g. Ref. 202, 4) Euler equation, e.g. Ref. 203 and 5) Navier-Stokes equation, e.g. Ref. 204. In the solution of these equations, numerous methods use
time-domain\textsuperscript{204, 217}, frequency domain\textsuperscript{215} and indicial methods\textsuperscript{199}. A more detailed discussion of the CFD-based methods can be found in Ref. 199.

![Diagram of transonic dip plots near the sonic Mach number.](image)

Fig. 4.14. Typical transonic dip plots near the sonic Mach number.

With major advances in parallel computers, CFD-based methods have been used extensively for the transonic aeroelastic simulation. However, their acceptance by the aerospace industry for rapid analysis and design is still hampered by problems in grid generation, CFD/CSD interfacing, and computing time. Note that the order of magnitude of flutter runs that are needed in aircraft certification process of a modern transport aircraft may be larger than ten thousand. On the other hand, most flutter computations in the aerospace industry use commercial finite element codes with aeroelastic modeling capability such as NASTRAN. These codes, however, are usually based on linear aerodynamic methods and thus limited to subsonic or supersonic flows. Therefore, some efforts have been made to overcome this problem by performing some corrections to the aerodynamic influence coefficient (AIC) obtained using unsteady linear aerodynamic methods. Those corrections are carried out by means of data obtained using wind-tunnel
results or CFD methods. The wind tunnel or CFD data needed for these correction factor methods is usually in terms of steady aerodynamic pressure distributions. These correction factor methods offer a more accurate prediction of the unsteady transonic aerodynamic influence coefficient than linear aerodynamic methods. The correction factor methods need less computational time than the CFD methods since the database needed to perform the correction is in the form of the steady pressure distribution.

Several correction factor methods of the AIC can be found in the literature. Yates and Bennet\textsuperscript{205} proposed a simple correction factor based on a modified strip theory. Giesing \textit{et al.}\textsuperscript{206} suggested using pre-multiplication of the AIC matrix by a diagonal matrix to match the experimental data. Pitt and Goodman\textsuperscript{207} suggested using pre-and post multiplication of the AIC matrix. Jadic \textit{et al.}\textsuperscript{209} proposed using a full matrix to substitute the diagonal correction matrix. Brink-Spalink and Bruns\textsuperscript{210} used an optimization scheme to minimize the error of the correction matrix.

Another technique to extent the applicability of the linear aerodynamic theory is by performing the correction to the pressure difference $\Delta C_p$. Dau and Garner\textsuperscript{211} proposed the correction factor based on an assumption that the ratio of the unsteady velocity potential of the transonic and subsonic flow is insensitive to the variation of the reduced frequency $k$. Therefore, the unsteady transonic velocity potential can be approximated as:

\begin{equation}
\varphi(k)\bigg|_{\text{transonic}} \approx \left( \frac{\varphi(k)}{\varphi(k = 0)} \right)_{\text{subsonic}} \varphi(k = 0) \bigg|_{\text{transonic}}
\end{equation}

where $\varphi(k = 0)_{\text{transonic}}$ is the velocity potential for a steady transonic flow.

Luber and Schmid\textsuperscript{212} introduced two correction factor techniques that are applied directly to the pressure difference as follows:

\textit{Multiplicative correction}:

\begin{equation}
\Delta C_p(k)\bigg|_{\text{transonic}} \approx \left( \frac{\Delta C_p(k)}{\Delta C_p(k = 0)} \right)_{\text{subsonic}} \Delta C_p(k = 0) \bigg|_{\text{transonic}}
\end{equation}
**Additive Correction:**

\[
\Delta C_p (k)_{\text{transonic}} = \Delta C_p (k)_{\text{subsonic}} \\
+ \left( \Delta C_p (k = 0)_{\text{subsonic}} - \Delta C_p (k = 0)_{\text{subsonic}} \right) \ast \alpha(k)_{\text{mode}i}
\]  

(4.132)

where \( \alpha \) is the local angle of attack of each mode.

Chen et al.\(^{213} \) developed another procedure called ZTAIC (ZONA transonic AIC) method that has been successfully applied in an MDO software, such as ASTROS\(^{167} \). The correction factor in ZTAIC was derived based on the time-linearized TSD equation.

Another correction technique derived based on the time-linearized TSD was proposed by Lu and Voss for a planar wing\(^{215} \). Extension of their method to non-planar configurations and complete aircraft configuration was reported recently in Ref. 201. The method uses the DLM of Rodden to calculate the AIC in subsonic flow. The AIC for subsonic and transonic flow is calculated as follows:

**Subsonic:**

\[
[AIC] = [A]
\]  

(4.133)

**Transonic:**

\[
[AIC] = [A + B (I - D)^{-1} C]
\]  

(4.134)

where \( A, B, C, \) and \( D \) are derived based on the following kernel function formulation:

\[
w = \frac{1}{8\pi} \iint_S \Delta C_p K_A \, dS + \beta e^{i\epsilon x} \iiint_V \sigma (G_{xy} - i\epsilon G_y) \, dV
\]

(4.135)

\[
\varphi = \frac{e^{i\epsilon x}}{8\pi} \iint_S \Delta C_p K_B \, dS - \iiint_V \sigma (G_{xy} - i\epsilon G) \, dV
\]

where

\[
G = \frac{e^{-i\lambda R}}{4\pi R}
\]

\[
\sigma = k \phi_x^0 (\varphi_x + i \epsilon \varphi)
\]  

(4.136)
\[ \varepsilon = \frac{k M^2}{\beta^2} ; \quad \lambda = \frac{k M}{\beta^2} \]

\[ \varphi = \phi^l(x, y, z) e^{i\varepsilon x} \]

and other variables are defined in Eq. (4.12).

The kernel function formulation of Lu and Voss\(^{215}\) is based on the time-linearized formulation of the velocity potential given as follows:

\[ \phi(x, y, z, t) = \phi^0(x, y, z) + \text{Re} \left( \phi^l(x, y, z) e^{ikt} \right) \] (4.137)

where \(\phi^0\) is the steady velocity potential that can be obtained using experimental data or CFD method.

The kernel functions \(K_A\) and \(K_B\) appearing in Eq. (4.135) are similar to the subsonic kernel function given in Eqs. (4.11) and (4.13) as follows:

\[ K_A = e^{-ikx_0} \left( \frac{M}{RX_1} e^{ikx} + \int_{-X/r}^{\infty} \frac{e^{iku}}{(r^2 + u^2)^{3/2}} du \right) \] (4.138)

\[ K_B = e^{-ikx_0} \left( \frac{M z}{RX_1} e^{ikx} + z \int_{-X/r}^{\infty} \frac{e^{iku}}{(r^2 + u^2)^{3/2}} du \right) \] (4.139)

where the improper cylindrical function occurring in Eqs. (4.138) and (4.139) was solved in Ref. 215 based on the original DLM of Rodden. Similar to the improvement of the subsonic DLM described in Sections 4.3 – 4.7, the present treatment for the improper cylindrical function can be used to improve the transonic DLM, \(i.e.\) by separating the singular and regular parts of the kernel function, integrating analytically the singular part and integrating the regular part using Gauss-Legendre quadrature. To reduce the
computational time of the transonic DLM, however, a further study is needed to simplify numerical evaluation of the integral operators $C$ and $D$ given in Eqs. (4.134) and (4.135).
Chapter 5
Effect of Compressive Force on Strut-Braced Wing Aeroelastic Analysis

5.1 Introduction

Classical wing aeroelastic analysis usually deals with the interaction between structural stiffness, structural (and non-structural) inertia and aerodynamic load. The effect of compressive force on wing stiffness is usually ignored in the flutter analysis since, for a conventional wing, the compressive force is relatively small. The aerodynamic load during cruise flight may not induce a compressive force for a wing having a positive dihedral angle. Even for an anhedral wing, the compressive force is small since the upward wing bending deflection during the cruise flight reduces the negative dihedral angle.

For the strut braced wing (SBW) aircraft design, however, the compressive force may have a significant influence on the flutter analysis due to the unconventional nature of the wing as described in Chapter 2. Previous investigations of a strut-braced wing aircraft show that at high positive load factors, a large tensile force in the strut leads to a considerable compressive axial force in the inner wing, resulting in a reduced bending stiffness and even
buckling of the wing. Studying the influence of this compressive force on the structural response of the strut-braced wing is thus of paramount importance.

In the present chapter the effect of the compressive force on the flutter speed of the strut braced wing is investigated. All of the structural finite element and aerodynamic lifting surface formulations described in the last chapters are implemented in the present chapter to solve the flutter problem. In addition, a theoretical derivation of the K method for the flutter solution is described in the second section of this chapter. The K-method adopted in the present work is based on the work developed by ZONA Technology in Refs. 171 and 172. The unsteady aerodynamics is based on the present doublet lattice method described in Chapter 4. Validation of the present flutter procedure is presented in the last part of the second section.

In order to take into account the compressive force effect, the third section focuses on the procedure to modify the flutter equation of the K method by including the additional term related to the compressive force. A schematic procedure is presented that relates all of the structural and aerodynamic codes needed to solve the flutter problem.

In the fourth section, a trim analysis procedure of the strut-braced wing is described. This section is important to predict the internal compressive force. The trim analysis is performed as an iterative process since the equilibrium equation is non linear due to the presence of the compressive force.

In the fifth section, the natural frequencies and mode shape of the strut braced wing is calculated by including the compressive force calculated in the fourth section. Finally, in the last two sections of the present chapter, the flutter analysis for the final design of the strut braced wing and its sensitivity with respect to several parameters are presented.
5.2 The Flutter K-Method

5.2.1 Theoretical Background

Aeroelasticity has been known as a mutual interaction of inertial and elastic structural forces and aerodynamic forces. The aerodynamic forces can be in the form of self-excited aerodynamic forces induced by structural deformation, or in the form of external disturbance forces. In terms of a discrete system, the equation of motion of the aeroelastic system can be derived based on the equilibrium condition of the aforementioned forces, i.e.:

\[
M \ddot{x}(t) + K \ x(t) - F_a(x) = F_e(t)
\]  

(5.1)

where \( M \) and \( K \) are the mass and stiffness matrices respectively, and \( F_a \) and \( F_e \) are the self-excited and external aerodynamic forces respectively. In the present work the mass and stiffness matrices are generated by the structural finite element method as described in Chapter 3, and the self excited aerodynamic force is generated by the lifting surface method as described in Chapter 4. The external aerodynamic force, such as the aerodynamic gust load, is usually provided.

For the aeroelastic stability problem, such as flutter and divergence, the right hand side of Eq. (5.1) is set to zero to give:

\[
M \ddot{x}(t) + K \ x(t) - F_a(x) = 0
\]  

(5.2)

If the self-excited aerodynamic force is a nonlinear function of the structural deformation \( x(t) \), the growth or the decay of the structural response can be predicted by a time-marching procedure. This time-marching approach requires a nonlinear time-domain unsteady aerodynamics prediction usually generated using the computational fluid dynamics (CFD) method. This approach is computationally expensive, and therefore is not widely used as a flutter analysis tool in industry.
The most widely used approach to solve the flutter problem is to recast Eq. (5.2) into a set of linear systems and solve the (complex) eigenvalue problem. This approach is based on the assumption that the aerodynamics response varies linearly with respect to amplitude of the structural deformation provided the amplitude is sufficiently small. In this approach, the aerodynamic function is related to the structural deformation by means of the convolution integral:

\[
F_a(x) = \int_0^t q_{\infty} H \left( \frac{V}{L} (t - \tau) \right) x(\tau) \, d\tau
\]  

(5.3)

where

\[
q_{\infty} H \left( \frac{V}{L} (t - \tau) \right) = \text{the aerodynamic transfer function}
\]

and \( V \) and \( L \) are the velocity of undisturbed flow and the reference length, respectively. The Laplace domain counterpart of Eq. (5.3) is simply:

\[
F(x(s)) = q_{\infty} H \left( \frac{sL}{V} \right) x(s)
\]  

(5.4)

where \( H \) is the Laplace domain counterpart of \( H \).

Based on Eqs. (5.3) and (5.4), the Laplace domain counterpart of Eq. (5.2) can be written as:

\[
\begin{bmatrix}
  s^2 M + K - q_{\infty} H \left( \frac{sL}{V} \right)
\end{bmatrix} x(s) = 0
\]  

(5.5)

Equation (5.5) is usually not solved directly since the size of the mass and stiffness matrices of the aircraft model are very large. Instead one uses the so called modal approach where the structural deformation \( x \) is transformed to the generalized coordinate \( q \) based on the following relation:
where $\Phi$ is the modal matrix whose columns contain the lower order natural modes. The rationale of the modal approach is based on the premises that the critical flutter modes are usually due to the coupling of lower order structural modes. Normally, no more than ten numbers of the lowest natural modes are sufficient for the flutter analysis of a wing structure.

Substituting Eq. (5.6) into Eq. (5.5) and pre-multiplying the result with $\Phi^T$ yield the following flutter equation in Laplace domain:

$$
\left[ s^2 M + K - q_\infty A \left( \frac{sL}{V} \right) \right] q = 0
$$

where

$$
M = \Phi^T M \Phi = \text{generalized mass matrix}
$$

$$
K = \Phi^T K \Phi = \text{generalized stiffness matrix}
$$

$$
A = \Phi^T H \Phi = \text{generalized aerodynamic force matrix}
$$

A common approach to solve the flutter equation is to further reduce the transient motion in Laplace domain in Eq. (5.7) to a simple harmonic equation in frequency domain by simply replacing the parameter $s$ by $i\omega$ to give the following flutter equation in frequency domain:

$$
\left[ -\omega^2 M + K - q_\infty A (i k) \right] q = 0
$$

where

$\omega = \text{harmonic oscillatory frequency}$
\[ k = \frac{\omega L}{V} = \text{reduced frequency} \]

In the present work, the so-called K method is used to solve the flutter problem. In this method, an artificial structural damping \( g \) is added to Eq. (5.8) as a tool to measure the stability of the flutter equation\(^{170}\). By setting the complex structural damping \( i g \) to be proportional to the stiffness matrix, the flutter equation in the K-method can be written as:

\[
\left[ -\omega^2 M + (1+i g) K - q_\infty A(i k) \right] q = 0 \tag{5.9}
\]

In the present work, the flutter analysis is performed to the wing and strut only, i.e. no rigid body modes are considered. In this case Eq. (5.9) can be simplified as follows:

\[
\left[ M^* - \lambda K \right] q = 0 \tag{5.10}
\]

where

\[
M^* = M + \frac{\rho}{2} \left( \frac{L}{k} \right)^2 A(i k) \tag{5.11}
\]

\[
\lambda = \frac{1 + i g}{\omega^2} \tag{5.12}
\]

Equation (5.10) is solved as an eigenvalue problem for a series of values for parameters \( k \) and \( \rho \). Since \( M^* \) is a general complex matrix, the eigenvalues \( \lambda \) are also complex numbers. For \( n \) structural modes, there are \( n \) eigenvalues corresponding to \( n \) modes at each \( k \). The air speed, frequency and structural damping are recovered from the eigenvalue \( \lambda \) as follows:

\[
f = \frac{l}{2\pi \sqrt{\text{Re} (\lambda)}} \tag{5.13a}
\]
\[ V = \frac{\omega_f L}{k} \]  
\[ g = \omega_f^2 \text{Im}(\lambda) \]

(5.13b)  
(5.13c)

To evaluate the flutter speed the so-called \( V-g \) and \( V-f \) diagrams are constructed. The \( V-g \) diagram is the plot of structural damping vs velocity, and the \( V-f \) diagram is the plot of frequency vs velocity. The flutter critical speeds is obtained from the \( V-g \) plot as the lowest velocity \( V \) at which the \( g \) curve crosses the \( V \) axis from negative structural damping \( g \) (stable region) to positive \( g \) (unstable region), i.e when \( g = 0 \).

### 5.2.2 Validation of the present flutter procedure

In the present work, the K-method procedure described in Section 5.2.1 was performed by using the ZAERO code developed by ZONA Technology, Inc.\(^{171}\). The unsteady aerodynamics used to generate the generalized matrix \( A \) is calculated based on the present doublet lattice method described in Chapter 4. To validate the present procedure, a flutter calculation was performed to the so-called AGARD Standard 445.6 wing (Figure 5.2) at Mach numbers 0.678, 0.9 and 0.95 with four structural modes and 15 sets of \( A(ik) \) ranging from \( k = 0.05 \) to \( k=0.2 \). The number of aerodynamic panels used in the present method in the spanwise and the chordwise directions are 20 and 10 respectively.

The \( V-g \) and \( V-f \) plots for Mach number 0.90 are presented in Fig. 5.2a and 5.2b respectively. The plots indicate that the flutter speed occurs at \( V_f = 938.1 \) fps and frequency 16.273 Hz. This predicted flutter speed is slightly lower than the onset flutter speed predicted by the transonic wind tunnel at \( V_f = 973.4 \) fps and frequency 16.09 Hz. Comparison with other methods are shown in Table 5.2.

For Mach number 0.678 the flutter speed is, as expected, close to the wind tunnel test since the influence of the transonic flow non-linearity is small. However, the flutter frequency calculated by the present procedure is considerably higher than the wind tunnel
result. This difference may be attributed to the inaccuracy in the structural model since other numerical prediction methods also give a higher prediction for the flutter frequency.

For Mach number 0.95, where the nonlinear transonic flow effect is very strong, the present procedure fails to predict an accurate result. This is due to the limitation of the present linear unsteady aerodynamic method where the transonic shock and viscous effects are not included in the formulation. The result of the linear method for this Mach number is undesirable since it is not conservative, i.e. gives a higher flutter prediction.

<table>
<thead>
<tr>
<th>Method</th>
<th>Case 1 Mach 0.678 $\rho = 0.000404 \text{ slug/ft}^3$</th>
<th>Case 2 Mach 0.90 $\rho = 0.000193 \text{ slug/ft}^3$</th>
<th>Case 3 Mach 0.95 $\rho = 0.000123 \text{ slug/ft}^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_f$ (fps) $f$ (Hz) $V_f$ (fps) $f$ (Hz) $V_f$ (fps) $f$ (Hz)</td>
<td>$V_f$ (fps) $f$ (Hz) $V_f$ (fps) $f$ (Hz) $V_f$ (fps) $f$ (Hz)</td>
<td>$V_f$ (fps) $f$ (Hz) $V_f$ (fps) $f$ (Hz) $V_f$ (fps) $f$ (Hz)</td>
</tr>
<tr>
<td>Wind Tunnel Test</td>
<td>759.1 17.98</td>
<td>973.4 16.09</td>
<td>1008.4 14.50</td>
</tr>
<tr>
<td>Present DLM (Linear)</td>
<td>758.0 19.98</td>
<td>938.1 16.27</td>
<td>1158.2 15.79</td>
</tr>
<tr>
<td>ZONA6 (Linear)</td>
<td>766 19.81</td>
<td>984 16.31</td>
<td>1192 16.18</td>
</tr>
<tr>
<td>ZTAIC (Nonlinear)</td>
<td>761 19.30</td>
<td>965.2 16.38</td>
<td>944.0 13.46</td>
</tr>
<tr>
<td>CAPTSD (Nonlinear)</td>
<td>768 19.2</td>
<td>952 15.8</td>
<td>956 12.8</td>
</tr>
</tbody>
</table>

*) The unsteady aerodynamics is calculated based on the present DLM method. The flutter K method used is based on the code developed by ZONA Tech.
Figure 5.1. The AGARD Standard 445.6 wing planform

Figure 5.2. The $V-g$ plot of the AGARD 445.6 wing at $M = 0.90$
5.3 The Compressive Force Effect

It has been introduced in Section 5.1. that the effect of compressive force on the strut braced wing stiffness is larger than that of the conventional wing due to the presence of the strut support. To consider the effect of the compressive force, a slight modification of the flutter K-method is suggested in the present work by rewriting Eq. (5.10) as follows:

$$ \begin{bmatrix} M^* - \lambda K^* \end{bmatrix} q = 0 $$

where the modified stiffness matrix $K^*$ is

$$ K^* = K - P K_g $$
and $K_g$ and $P$ are the geometric stiffness matrix and the internal force and moment of the structure, respectively. For the present flutter calculation, the internal force $P$ is calculated from the force equilibrium of the wing-strut structure at 1.0 $g$ cruise flight condition. This internal force $P$ is used also in the calculation of the natural frequencies and mode shapes of the wing-strut structure.

Therefore, the flutter speed procedure adopted in the present work is as follow:

1. Find the wing and strut stiffness and mass distribution by using $ehexa.f$ code described in Chapter 2. The input data necessary for the code is the wing thickness distribution given by the $wing.f$ of the double plate model described in detail in Ref. 12.

2. Perform a trim analysis of the strut-braced wing at 1.0 $g$ cruise flight condition to obtain the internal force $P$. The wing flexibility and aerodynamic load redistribution is taken into account in the analysis. The strut slack mechanism is also considered in the analysis, i.e. the strut starts to engage when the load factor $n_s = 0.8$ $g$ in the present case.

3. Perform a modal analysis of the strut braced wing by including the effect of the compressive force.

4. Calculate the generalized unsteady aerodynamics force based on the present doublet lattice method. The mode shapes to generalize the aerodynamic matrix are taken from the result of Step 2.

5. Calculate the flutter speed using the K-method. The stiffness matrix is modified by including the compressive force effect. The generalized mass and aerodynamic force matrices are taken from Steps 2 and 3 that has already taken into account the effect of the compressive force.

Figure 5.4 shows the flow chart of the present flutter analysis procedure. A more detailed description of Steps 1 and 2 are given in the next two sections.
5.4 Trim Analysis Of The Strut Braced Wing

The present trim analysis procedure is applied to the strut-braced wing aircraft with fuselage-mounted engine. The aircraft configuration is obtained from an MDO code developed at Virginia Tech described in Refs. 9 and 10. The MDO code includes influence from several fields including aerodynamics, structures, performance, weights, and stability and control. The aircraft take-off gross weight TOGW is minimized with the design optimization package DOT.\textsuperscript{174} For the present strut-braced wing aircraft optimization, 19 design variables of the aircraft parameters including the location of the wing-strut junction $y_s$.
and strut force load $P_s$ (Figs. 2.2 and 2.3) are used. The aircraft configuration data after final MDO design are summarized in Table 5.2

Table 5.2. Strut-braced wing aircraft parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wing half-span</td>
<td>108.44 ft</td>
</tr>
<tr>
<td>Wing - strut junction point</td>
<td>74.52 ft</td>
</tr>
<tr>
<td>Wing sweep (3/4 chord)</td>
<td>25.98°</td>
</tr>
<tr>
<td>Strut sweep (3/4 chord)</td>
<td>19.01°</td>
</tr>
<tr>
<td>Strut offset length</td>
<td>2.74 ft</td>
</tr>
<tr>
<td>Wing root chord</td>
<td>32.31 ft</td>
</tr>
<tr>
<td>Wing tip chord</td>
<td>6.77 ft</td>
</tr>
<tr>
<td>Strut force at 1 g load</td>
<td>215,387 lb</td>
</tr>
<tr>
<td>Strut chord (constant)</td>
<td>6.62 ft</td>
</tr>
<tr>
<td>Wing root t/c</td>
<td>13.75%</td>
</tr>
<tr>
<td>Wing tip t/c</td>
<td>6.44%</td>
</tr>
<tr>
<td>Strut t/c</td>
<td>8.0%</td>
</tr>
<tr>
<td>Fuselage diameter</td>
<td>20.33 ft</td>
</tr>
<tr>
<td>Wing flap area</td>
<td>1411.02 ft²</td>
</tr>
<tr>
<td>Wing reference area</td>
<td>4237.30 ft²</td>
</tr>
<tr>
<td>Take-off gross weight</td>
<td>504833 lb</td>
</tr>
</tbody>
</table>

For calculating the wing weight in the SBW optimization, a hexagonal wing-box model representing the wing sections parameters including wing skin, spar caps, spar webs and stringer is used (Fig. 2.4). This model is provided by Lockheed Martin Aeronautical Systems (LMAS) in Marietta, Georgia. Based upon LMAS experience in wing sizing, the wing-box geometry varies in the spanwise direction with optimized area and thickness ratios.
for each of the wing section parameters. The bending and torsional stiffness of each wing section computed based on this model is used further for flexible wing aeroelastic stability analysis.

Several load cases are used to determine the SBW wing structural weight in the optimization including 2.5 g pull-up maneuver, -1.0 g pushover and -2.0 g taxi bump. To avoid strut buckling, a telescoping sleeve mechanism proposed by Virginia Tech for the SBW design disengages strut during the negative-g maneuvers. For a positive-g maneuver the strut first engages in tension at some positive load factor $n_g$ by providing a slack in the wing-strut mechanism. If we define a slack load factor (SLF) as the load factor at which the strut initially engages, the wing performs as a cantilever beam for $n_g < \text{SLF}$ and performs as a strut-braced beam for $n_g > \text{SLF}$. To prevent the strut from engaging and disengaging during cruise due to gust loads, the slack load factor used in the present SBW configuration is set to 0.8 during the optimization.

If the wing deformation and aerodynamic load redistribution are used to investigate passive load alleviation due to aeroelastic effects, the present procedure includes additional terms related to aerodynamic loading in the governing equation as follows:

$$[K - P(x) K_g] \{x\} + q [A] \{x\} = \{0\}$$

(5.16)

where $A$ is aerodynamic influence coefficient (AIC) matrix. In the present case, AIC is calculated based on the vortex lattice method (VLM). A more detailed description of the VLM procedure is described in Chapter 4.

Equation (5.16) shows that the axial force $P$ is a function of the deformation $x$ since the wing-strut structure is statically indeterminate. However, the axial force is related also to the wing-strut mechanism adopted in the present work. For a negative-g maneuver the strut is disengaged to avoid strut buckling. For a positive-g maneuver the strut would first engage at a load factor $n_g$ equals to the slack load factor, SLF, by providing a slack in the wing-strut mechanism. Therefore two different structure configurations should be considered in order to accurately calculate the wing deformation. The first configuration is the wing when the
strut is disengaged for \( n_g < \text{SLF} \) where in this case \( P = 0 \) in Eq. (5.16). The second configuration is the wing when the strut is engaged for \( n_g > \text{SLF} \) where the geometric stiffness of the wing and strut is used in the calculation. The stress-strain relationship for the strut material is therefore idealized as shown in Fig. 5.5 where the strain \( \varepsilon_s \) is related to the condition \( n_g = \text{SLF} \).

![Figure 5.5. A bilinear stress-strain relationship of the strut for calculation of wing response under aerodynamic loading. The strain \( \varepsilon_s \) is related to the strut slack load factor.](image)

Another important aspect related to the solution of Eq. (5.16) is the fact that the problem involves two different eigenvalues, namely the structural buckling load \( P \) and the aeroelastic divergence speed \( q_\infty \). To ensure the continuity from the first to the second configurations of the wing deformation described previously, Eq. (5.16) is solved as a boundary value problem, where \( P \) and \( q_\infty \) are updated for each iteration as shown schematically in Fig. 5.6. In the present work, \( q_\infty \) is given as the dynamic pressure related to the design cruise speed \( V_c \), and the aircraft incidence is adjusted such that total lift is the same as the take-off gross weight (TOGW) of the aircraft for each iteration.
5.5 Modal Analysis

Based on the present finite element code *mode.f*, a structural dynamic analysis was performed to calculate the natural frequencies and modes of the strut-braced wing. For all the cases considered in the present work, the connection between the fuselage and wing strut and between the fuselage and strut are assumed to be rigid, i.e., there are no relative displacements and rotations at the wing-fuselage and strut-fuselage junctions. The free-vibration analysis was performed to the half wing model using the LAPACK eigen solver\textsuperscript{169}. The natural frequencies and mode shapes for the first seven modes are presented in Table 5.3 and Fig. 5.7. Table 5.3 also shows comparison between the results of the detailed wing model used in Chapter 2 and the simplified wing beam model used in the present chapter. The results show that the frequencies of the simplified beam model are close to the associated...
frequencies of the detailed model. This simplified beam model is used further in the present chapter for calculating the flutter speed.

Table 5.3.
Natural frequencies of the strut-braced wing

<table>
<thead>
<tr>
<th>i</th>
<th>Mode Shape</th>
<th>Simplified Wing Beam Model (Present Chapter) f (Hz)</th>
<th>Detailed Wing Model (Chapter 2) f (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>First vertical bending</td>
<td>2.233</td>
<td>2.332</td>
</tr>
<tr>
<td>2</td>
<td>Second vertical bending</td>
<td>3.073</td>
<td>2.971</td>
</tr>
<tr>
<td>3</td>
<td>First aft bending</td>
<td>3.720</td>
<td>3.742</td>
</tr>
<tr>
<td>4</td>
<td>Third vertical bending</td>
<td>4.784</td>
<td>4.371</td>
</tr>
<tr>
<td>5</td>
<td>Fourth vertical bending</td>
<td>6.656</td>
<td>6.765</td>
</tr>
<tr>
<td>6</td>
<td>Fifth vertical bending</td>
<td>8.538</td>
<td>7.708</td>
</tr>
<tr>
<td>7</td>
<td>First torsion</td>
<td>9.170</td>
<td>9.091</td>
</tr>
</tbody>
</table>
Fig 5.7a. Mode 1 (2.23 Hz)

Fig 5.7b. Mode 2 (3.07 Hz)

Fig 5.7c. Mode 3 (3.72 Hz)
Fig 5.7d. Mode 4 (4.78 Hz)

Fig 5.7e. Mode 5 (6.65 Hz)

Fig 5.7f. Mode 6 (8.54 Hz)
5.6 Flutter Calculation at Reference Condition

In the present work, the flutter speed is calculated first for the reference condition, and then followed by the flutter calculation for a number of parameter variations including strut locations and flight altitudes. The reference condition for the present flutter calculation is defined as follows:

- The wing and strut structural data are based on the final iteration result of the MDO study.
- The wing strut junction location is at \( y = 0.69 \) of the wing half span.
- The computations are performed for sea level condition.
- Zero fuel distribution in the wing.
- The compressive force effect is fully included.

In the present flutter analysis, all of the first ten vibration modes are used and the structural damping is assumed to be equal to 0%. The \( V-g \) and \( V-f \) plots of the flutter results for the reference condition are shown in Figure 5.8. The flutter speed is found at \( V_f = 843.6 \) fps with the flutter frequency of \( f = 3.859 \) Hz. No divergence speeds was found for the reference condition.
Comparison is also made to other methods as shown in Table 5.4. The first row is the present flutter speed and frequency for a simplified beam model using the present doublet lattice method. The second row is the results for the detailed wing-strut model with ZONA6 of ZAERO is used for the unsteady aerodynamic method and the g-method of ZAERO is used for the flutter solution. Note that the g-method is a generalized PK method which is more robust than the K-method. ZONA6 is derived based on a constant pressure method, which is more accurate than the doublet lattice method. The constant pressure method uses an assumption that the acceleration potential is distributed with a constant strength on the surface of each element. The doublet lattice method uses a more restricted assumption, i.e. it assumes that the acceleration potential is lumped with a constant strength on a line of each element.

The third row is the result for the detailed SBW model taken from Section 2.4. of the present work. It was calculated using the PK method of NASTRAN. No compressive force effect was included in the calculation for the detailed SBW model. Finally, the last row is the Lockheed Martin calculation result for their detailed SBW model which is slightly different than the present SBW model. Their wing final model has an anhedral angle. Their strut is rigidly connected to the fuselage and wing, i.e. no strut slack mechanism is used. Their offset beam is modeled as a curve beam. Comparing to these results, the present flutter procedure for the simplified beam model gives a conservative result, i.e. the lowest flutter speed among others. However, it will be shown in the next section that this flutter speed is still beyond the flight speed envelope of the strut-braced wing design.
Table 5.4. Comparison of the flutter speed and frequency of the strut braced wing

<table>
<thead>
<tr>
<th>Method</th>
<th>Structure Model</th>
<th>Flutter Solver</th>
<th>Flutter Speed (fps)</th>
<th>Flutter frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present DLM</td>
<td>Beam model</td>
<td>K-method</td>
<td>834.6</td>
<td>3.859</td>
</tr>
<tr>
<td>ZONA6</td>
<td>Detailed model*</td>
<td>g-method</td>
<td>873.2</td>
<td>3.109</td>
</tr>
<tr>
<td>NASTRAN</td>
<td>Detailed model*</td>
<td>PK-method</td>
<td>902.0</td>
<td>3.93</td>
</tr>
<tr>
<td>LMAS</td>
<td>Detailed model*</td>
<td>N/A</td>
<td>1005</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*) No compressive force effect
Figure 5.8. The $V_g$ and $V_f$ plots of the strut braced wing at the reference condition
5.7. Sensitivity Analysis

A sensitivity study was performed to study the behavior of the aeroelastic response near the reference condition described in the previous section. Variation of several parameters are selected including the changes of:

- spanwise position of the wing-strut junction
- offset beam length in the wing-strut junction
- altitude

It is assumed that the stiffness and dimension of the wing and strut are fixed at the reference condition as the aforementioned parameters are made to vary.

The first variation is to investigate the variation of the flutter speed if the wing-strut junction position changes along the spanwise direction. Two different flutter results for the strut braced wing are shown in Figure 5.9. The first result, shown in Fig. 5.9 by a line with triangular symbols, is for the strut braced wing but ignoring the compressive force effect, i.e. the wing strut is statically indeterminate but the stiffness matrix of the system is not modified by the $P \ K_g$ term. The second result, shown by a line with rectangular symbols, is for the same strut-braced wing but with the compressive effect included. Comparison between these two results are important to investigate the trend of the compressive force along the spanwise direction. Several conclusion that can be drawn from the results are as follow:

- The compressive force tends to give a lower flutter speed. Figure 5.9 shows that the second plot, the one with compressive effect, is almost always below the first plot.
- The influence of the compressive force is not significant if the wing-strut junction is near the wing root. Figure 5.9 shows that if the wing-strut location $y_s$ is less than 0.3 than the two plots are identical, i.e. we can ignore the influence of the compressive force for this case.
• The influence of the compressive force is significant if the wing strut junction is placed near the wing tip. Figure 5.9 shows that for $y_s > 0.8$, the flutter speed of the second plot drops faster than the first plot.

• The flutter speed is reduced significantly when the wing-strut junction is moved toward the wing tip from $y_s = 0.5$ to 1.0. Note that, for the second plot, the flutter speed at $y_s = 1.0$ is almost one third of the flutter speed at $y_s = 0.5$. This trend is related to the decrease of the strut stiffness as its length increases. The strut cross sectional area and moment of inertia are kept constant in this sensitivity study.

• Note that the second plot has a dip near $y_s = 0.4$. The reduction of the flutter speed here is related to the switch of the flutter mode from the bending mode to the torsion mode.

Figure 5.9. Flutter speed as a function of the spanwise position of the strut junction at the wing. $V_{ref} = 834.6$ fps.
The second sensitivity study is performed to investigate the variation of the flutter speed if the length of the offset beam changes. Figure 5.10 shows the results for three different spanwise location of the wing-strut junction, i.e at $y_s = 0.56$, 0.69 and 1.0. Figure 5.10 indicates that the flutter speed decreases as the length of the offset beam increases. This trend is the same for the three different spanwise locations of the wing strut junction. These results are expected since the increase of the offset beam length will reduce the wing-strut stiffness, and thus reduce the flutter speed. All of the calculations were performed by including the effect of the compressive force.

![Figure 5.10. Flutter speed as function of the length of the offset beam at the wing-strut junction. $V_{ref} = 834.6$ fps.](image-url)
Finally, the flutter speed was calculated for the wing with and without strut for every altitude. Related to the FAA regulation,\textsuperscript{25} this condition is required to check the flutter speed of an aircraft not only for a nominal/healthy condition but also for a failure condition. The flutter speed for a nominal aircraft should be greater than 1.2 of $V_D$, and for a failure condition should be greater than $V_D$, where $V_D$ is a dive speed which is greater than the design cruise speed. A brief description of the aeroelastic stability envelope is given in Appendix B.

Figure 5.11 presents the results and comparison with the flight envelope. The wing without strut in the present case gives higher flutter speed than that of the wing with strut. The lower flutter speed for the wing with strut is related to the effect of the compressive force that reduces the stiffness of the inboard part of the wing. Aerodynamic interference between the strut and wing may also contribute to the reduction of the flutter speed. This trend is different than the flutter solution of the Keldysh problem given in Refs. 27 and 28 where the flutter speed for the wing with strut is higher than the wing without strut. In the Keldysh problem, the strut is assumed to have an infinite stiffness such that the wing does not move in lateral directions at the wing-strut junction location. The effect of the strut compressive force is also ignored in the Keldysh problem, \textit{i.e.} the inner wing stiffness does not decrease. Therefore, the structural stiffness for the wing with strut in the Keldysh problem is stronger than the wing without strut, and thus the flutter speed is higher for the wing with strut than the wing without strut.

Figure 5.11 also shows that the present design of the strut-braced wing aircraft is free from flutter within its flight envelope. This important conclusion is in agreement with the finding by LMAS in Ref. 26. The strut braced wing aircraft version of LMAS is derived from the present configuration with a more refined aerodynamic and structural design of the wing. After performing a flutter analysis using a more detailed aircraft structure, LMAS concluded, in their final report to NASA-Langley, that their strut-braced wing is free from flutter.
Figure 5.11. Flutter speed boundary of the strut braced wing. $V_{ref} = 834.6$ fps.
CHAPTER 6

Conclusions

The focus of the present work was to investigate the effect of compressive force on aeroelastic stability analysis of a strut-braced wing by using efficient structural finite element and aerodynamic lifting surface methods. The main goal is to develop an aeroelastic analysis code that is accurate but fast enough to be implemented as a tool in a multidisciplinary optimization environment.

A study to reduce the aeroelastic computational time has been conducted by reducing the number of elements of wing structure and aerodynamic models. To minimize the number of wing structural elements, an accurate finite element formulation for non-uniform beam is developed. For a static problem, the present formulation yields an exact stiffness matrix of the beam with arbitrary polynomial variation of the beam stiffness. For a buckling problem, a new procedure was introduced to improve the accuracy by using a quadratically convergent iteration technique. The results shows that the number of the beam element can be reduced significantly without degrading the accuracy.

To minimize the number of aerodynamic panel models, an efficient unsteady aerodynamic formulation for multiple lifting surfaces was developed. The present formulation improves the accuracy of existing lifting surface methods by implementing a more rigorous treatment of the aerodynamic kernel integration. The singularity of the kernel function is identified and isolated by implementing an exact expansion series to solve a modified cylindrical function problem. An exact integration is performed to the singular part
of the kernel. A Gaussian quadrature is used to integrate the regular part of the kernel that allows to increase the accuracy of the integration without changing the formulation scheme. A hybrid doublet lattice/doublet point scheme is devised to further reduce the total number of integration points by increasing the integration points near a rapid variation of the kernel function and reducing the integration points near a gradual variation of the kernel. Validation has been performed to a number of wing planforms and the results are in good agreements with those obtained using other methods.

In order to include the compressive force in the aeroelastic solution, a static aeroelastic analysis procedure was developed to calculate the internal forces and moment of the structural element during the 1.0 g cruise flight. The wing structural flexibility and the compressive force effect are considered in the analysis. The strut is allowed to deform following the bilinear stress-strain relationship to model the slack mechanism of the strut to engage and disengage during the vehicle maneuver, including the 2.5 g and −1.0 g load maneuvers.

The flutter solution module combines all of the structural stiffness, inertia and geometric stiffness matrices, the aerodynamic influence coefficient matrix, and the internal compressive load data to perform aeroelastic stability analysis. The flutter K method is selected as the flutter solver since it is one of the fastest among other techniques. Validation of the procedure to a standard AGARD 445.6 wing at several Mach numbers shows that the results are in good agreement with those of wind tunnel test and other methods, except for Mach number near 1.0 where the nonlinear transonic flow effect should be taken into account.

The aeroelastic procedure above has been implemented to investigate the influence of the compressive force on the flutter speed of the strut-braced wing. The aircraft configuration selected is the strut-braced wing aircraft with fuselage-mounted engine with the technical data given in Table 5.1. Flutter analysis was performed to the final MDO design and parametric studies with respect to several design studies were conducted to study the effect of the compressive force. The flutter boundary was constructed based on the Federal
Aviation Regulation §25.629 and § 25.333. Several conclusions that can be drawn are as follows:

- *No* flutter occurs within the flight envelope of the present strut-braced wing configuration.
- The compressive force tends to decrease the flutter speed
- Flutter speed *reduces* as the following parameters changes:
  - The wing-strut junction position moves outward toward the wing tip
  - The wing strut junction position moves along chordwise direction from wing front spar to rear spar.
  - The length of the offset beam connecting the wing and strut increases
  - The flight altitude decreases
- The best location of the wing-strut junction is located between 50% - 80% of the wing half-span measured from the wing root. (Note that the location of the wing-strut junction of the present design is at 69%).
- The compressive force effect is significant to decrease the inner wing buckling capacity and the flutter speed if the wing-strut junction is placed near the wing tip.
CHAPTER 7

Future Work

Although this research represents the latest in a long line of work that has been performed in an effort to investigate the advantage and disadvantage of the strut-braced wing design, there is still much work to be done. Among topics that warrant further study in the area presented in this research are as follows:

- The aeroelastic procedure in the present work was developed in a modular form that can be applied to other wing designs by turning off the compressive force effect. However, more work is needed to improve the efficiency of the eigen solver code. Currently, the eigen solver used is dsbgv.f of LAPACK where all eigenvalues of the generalized eigen problem are computed. On the other hand only a few eigenvalues are needed for the flutter analysis. In the present work, the order of the structural finite element equations are between 400 to 500, but, typically, only the first ten modes are needed for wing flutter analysis. One of possible best candidates to replace the current eigen solver is the subspace iteration technique described in Ref. 195.

- Static and dynamic aeroelastic stability analysis were investigated in the present work, but no aeroelastic response analysis due to gust loads was performed. If the acceleration amplitude of the wind gust oscillates beyond 1.0 g load, than it would be necessary to include the geometrically non-linear analysis in the time domain aeroelastic simulation. The present formulation for the unsteady aerodynamic was derived in Laplace domain, therefore it is still suitable to be implemented for the transient type motion.
• The strut-braced wing configuration selected in the present work was the final design of the SBW fuselage-mounted engine. A similar aeroelastic procedure can be performed to other configurations including the SBW under-wing engine and the SBW tip-engine configurations.

• The present study was based on a linear unsteady aerodynamic theory that may not be accurate near sonic Mach number. Application of higher order aerodynamic prediction would be necessary to capture the so-called transonic dip effect in aeroelastic stability analysis.
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Appendix A.

Detailed Derivation Of
The Kernel Function Integration

A.1. Introduction

A detailed derivation of the hybrid doublet-lattice/doublet-point method is described in the following four sections of this Appendix. To simplify the derivation, a summary of the relationship between each section is shown schematically in Fig. A.1. Section A.2 describes the procedure to identify the singular part of the kernel function. Section A.3 proposes a procedure to separate explicitly the singular and regular parts of the kernel function solution. Section A.4 describes an exact integration to the singular part of the kernel function and a numerical Gauss quadrature integration to the regular part. In summary, the scheme introduced in the present work are all involved exact integration of the kernel function along the doublet lattice of each panel element, except the numerical Gauss integration. However, the accuracy of the Gauss integration procedure can be significantly increased simply by increasing the number of integration points without the need to change any other formulation scheme. More detailed derivation of the scheme are described in the following sections.
Figure A.1 Flow chart diagram describes the relationship between sections in Appendix E
A.2. Identification of the Singular Part of the Kernel Function

It has been described in Chapter 4 that the singular part of the lifting surface kernel function is embedded in the incomplete cylindrical functions $B_n$ of the Landahl’s kernel formulation. The incomplete cylindrical function given in Equation (4.10) has been solved in an exact closed form by Ueda based on an expansion series\(^{77,78}\). A procedure is presented in this Appendix to identify and isolate this singular function.

Recall the definition of the incomplete cylindrical function in Eq. (4.14)

$$B_v = \int_{-\infty}^{X} \frac{e^{iku}}{(r^2 + u^2)^{\nu + \frac{1}{2}}} du$$

It is more convenient to divide the function $B_v$ into two parts:

$$B_v = B_{v,\text{real}} + i B_{v,\text{imag}} = \int_{-\infty}^{X} \frac{\cos (ku) \, du}{(r^2 + u^2)^{\nu + \frac{1}{2}}} + \int_{-\infty}^{X} \frac{\sin (ku) \, du}{(r^2 + u^2)^{\nu + \frac{1}{2}}}$$

(4.15)

where Ueda has already solved this cylindrical function in Refs. 77 and 78 as

$$B_{v,\text{real}} = \sum_{n=0}^{\infty} (-1)^n \frac{(k^{2}/2)^v}{(2v - I)!} \sum_{n=0}^{\infty} p_n \frac{(kr/2)^{2n}}{n! (n + v)!}$$

(4.16a)

$$B_{v,\text{imag}} = \sum_{n=0}^{\infty} (-1)^n \frac{(k^{2}/2)^v}{(2v - I)!} \sum_{n=0}^{\infty} p_n \frac{(kr/2)^{2n}}{n! (n + v)!}$$

(4.16b)

and

$$p_n = -\gamma - \ln \frac{k}{2} + \sum_{m=1}^{n} \frac{l}{m} + \sum_{m=n+1}^{n+v} \frac{l}{2m}$$

$$\gamma = \text{Euler’s constant} = 0.577215664901532860606512\ldots$$

and the $U$ terms in Eq. (4.16) are based on the following recursion formulas:

$$...$$
\[
U_{v, m>2v} = \frac{k \left(kX\right)^{m-l}}{(m-2v)\, m \, X_l^{2v-l}} - \frac{(kr)^2}{(m-2v)\, m} \, U_{v, m-2}
\]

\[
U_{v, 2v} = -\frac{k^{2v}}{2v!} \left\{ \ln \left(X_l - X\right) + \sum_{m=1}^{v} \frac{I}{2m-I} \left(\frac{X}{X_l}\right)^{2m-l} \right\}
\]

\[
U_{v, 2n<2v} = \frac{(v-n-l)! \, k^{2n}}{(2n)! \, r^{2(v-n)}} \left\{ 2^{v-n-l} \, \frac{(2n-l)!!}{(2v-l)!!} + \sum_{m=0}^{v-n-l} \frac{(-1)^m \, X^{m-l} \, (X/X_l)^{2m+2n+l}}{(2m+2n+l)\, m! \, (v-m-n-l)!} \right\}
\]

\[
U_{v, 1} = -\frac{k}{(2v-1) \, X_l^{2v-1}} \quad (4.17)
\]

where

\[
r = \sqrt{y_o^2 + z_o^2}
\]

\[
R = \sqrt{x^2 + \beta^2 r^2}
\]

\[
X = \left(x_o - M \, R\right) \, \beta^{-2}
\]

\[
X_l = \sqrt{x^2 + r^2}
\]

\[
\beta = \sqrt{1 - M^2}
\]

\[M < 1 \quad \text{(subsonic)}\]

The symbol of double-factorials \(!!\) is used to define

\[(2n-1)!! = 1 \cdot 3 \cdot 5 \cdot 7 \ldots (2n-1)\]

It has been described in Chapter 4 that the incomplete cylindrical function \(B_h\) is numerically singular when \(r = 0\) and \(X > 0\), i.e. when the control point is located at the center of the downstream panel of the doublet point or doublet line. This can be easily observed for the case of \(h = 1\), where the singularity is located in the 0\({}^{th}\) and 2\({}^{nd}\) terms of the recurrence series as follows:
If $r \to 0$ and $X > 0$, the kernel becomes infinite because of the strong dipole singularity in Eq. (A.1) and a weak logarithmic singularity in Eq. (A.2). Note that Eqs. (A.1) and (A.2) are the Ueda’s expansion series for planar lifting surfaces. Note also that the singularity occurs only on the real part of the incomplete cylindrical function, or $B_{n,\text{real}}$.

A direct approach to separate the singular and regular parts in Ueda’s expansion series may not be simple since the singularity occurs in the recurrence series, i.e. higher order terms of $U_{1,2n}$ are affected by $U_{1,2}$ according to the following recursion formula:

$$U_{1,m>2} = \frac{k}{(m-2)m!} \frac{(kr)^2}{X_j} - \frac{(kr)^2}{(m-2)m} U_{1,m-2}$$  \hspace{1cm} (A.3)

An attempt to isolate the singularity has been initiated by the present author in Ref. 135 by using the modified Bessel function as follows:

$$B_{n,\text{real}} \left( |X| \right) + B_{n,\text{real}} \left( -|X| \right) = \left| X \right| \int_{-\infty}^{0} \frac{\cos (ku) \, du}{\left( r^2 + u^2 \right)^{\nu + 1/2}} + \left| X \right| \int_{0}^{\infty} \frac{\cos (ku) \, du}{\left( r^2 + u^2 \right)^{\nu + 1/2}}$$

$$= \int_{-\infty}^{0} \frac{\cos (ku) \, du}{\left( r^2 + u^2 \right)^{\nu + 1/2}} + \int_{0}^{\infty} \frac{\cos (ku) \, du}{\left( r^2 + u^2 \right)^{\nu + 1/2}} + \int_{-\infty}^{0} \frac{\cos (ku) \, du}{\left( r^2 + u^2 \right)^{\nu + 1/2}} + \int_{0}^{\infty} \frac{\cos (ku) \, du}{\left( r^2 + u^2 \right)^{\nu + 1/2}}$$

(A.4)

Since the integrand is an even function, we can simplify Eq. (A.4) as follows:
\[ B_{h, \text{real}} (|x|) + B_{h, \text{real}} (-|x|) = 2 \int_0^\infty \frac{\cos (ku) \, du}{(r^2 + u^2)^{h+1/2}} \]

or,

\[ B_{h, \text{real}} (|x|) = B_{h, \text{real}} (-|x|) + 2 \int_0^\infty \frac{\cos ku}{(r^2 + u^2)^{h+1/2}} \, du \quad (A.5) \]

Since no singularity occurs in \( B_{h, \text{real}} (|x|) \) even for \( r \to 0 \) and \( X > 0 \), then the singularity has been extracted to the second integral in the right hand side of Eq. (A.5). This second integral in the sub-interval \([-\infty, 0]\) has been known to be a complete cylindrical function which consists of the modified Bessel function of the second kind \( K_h \) or MacDonal function as follows\(^{113, 114}\):

\[ \int_0^\infty \frac{\cos ku}{(r^2 + u^2)^{h+1/2}} \, du = \frac{1}{(2h-1)!!} \left( \frac{k}{r} \right)^h K_h(kr) \quad (A.6) \]

where

\[ K_h(kr) = (-1)^h \left\{ \ln \frac{kr}{2} + \gamma \right\} I_h(x) + \frac{1}{2} \sum_{n=0}^{h-1} (-1)^n \frac{(h-n-1)!}{n!} \left( \frac{kr}{2} \right)^{2n-h} \]

\[ + \frac{(-1)^h}{2} \sum_{n=0}^\infty (\varphi(n) + \varphi(n+h))(kr/2)^{h+2n} \frac{1}{n! (n+h)!} \]

\( I_h \) is the modified Bessel function of the first kind:

\[ I_h(kr) = \sum_{n=0}^\infty \frac{(kr/2)^{h+2n}}{n! (n+h)!} \]

and \( \varphi \) is the Digamma function:

\[ \varphi(n) = \sum_{m=1}^n \frac{1}{m} \quad ; \quad \varphi(0) = 0 \]

The singularity of \( K_h \) in the right hand side of Eq. (A.6) is shown for \( r = 0 \) where the logarithmic singular functions occurs in the first part and the multipole singular functions
appears in the second part. This procedure may complicate the computation of the 
incomplete cylindrical function for \( X > 0 \) and \( r \) is small since it needs a special function 
subroutine to evaluate numerically the modified Bessel function. The other disadvantage of 
the procedure is the limitation to treat the kernel function in the frequency domain only.

In the present work another approach is presented to identify the singular part of the 
singular function. The procedure is based on the following identity relation:

\[
B_h \left( |X| \right) = \int_{-\infty}^{\infty} \frac{e^{iku}}{(r^2 + u^2)^{h+1/2}} \, du
\]

\[
= \int_{-\infty}^{-|X|} \frac{e^{iku}}{(r^2 + u^2)^{h+1/2}} \, du + \int_{-|X|}^{|X|} \frac{e^{iku}}{(r^2 + u^2)^{h+1/2}} \, du
\]

\[
= \int_{-\infty}^{-|X|} \frac{e^{iku}}{(r^2 + u^2)^{h+1/2}} \, du - 2 \int_{0}^{\infty} \frac{\cos k u}{(r^2 + u^2)^{h+1/2}} \, du
\]

\[
= B_h (-|X|) - 2 \int_{0}^{\infty} \frac{\cos k u}{(r^2 + u^2)^{h+1/2}} \, du \quad (A.8)
\]

Note that the integration of the present approach was performed to both even and odd 
series terms of \( B_h \). Therefore the approach is more general than the previous work\(^\text{135} \), where 
only the real part is treated. Since no singularity occurs in \( B_h (-|X|) \) even for \( r \to 0 \) and \( X > 0 \), then the singularity has been extracted to the second integral in the right hand side of Eq. 
(A.54).

To solve the second integral in the right hand side of Eq. (A.54), one may use an 
expansion series to the cosine function as follows:
\[ \cos k u = \sum_{n=0}^{\infty} (-1)^n \frac{(ku)^{2n}}{(2n)!} \] \hspace{1cm} (A.9)

Substitution of Eq. (A.9) into the second part of Eq. (A.8) gives
\[ \int_{0}^{x} \frac{\cos ku}{(r^2 + u^2)^{h+1/2}} \, du = \sum_{n=0}^{\infty} (-1)^n T_{2n} \] \hspace{1cm} (A.10)

where
\[ T_m = \frac{k^m}{m!} \int_{0}^{x} \frac{u^m}{(r^2 + u^2)^{h+1/2}} \, du \] \hspace{1cm} (A.11)

The evaluation of the integral \( T_m \) for each term can be simplified by considering three different cases as follows:

(1) For \( m > 2h \), \( T_m \) can be evaluated using an integration by parts technique\(^{113}\) as follows:
\[ \int_{0}^{x} \frac{u^m}{(r^2 + u^2)^{h+1/2}} \, du = \frac{u^{m-1}}{(m-2h)(r^2 + u^2)^{h-1/2}} \bigg|_{0}^{x} - \frac{m-1}{r^2 - 2(2h-1)(r^2 + u^2)^{h-1/2}} \int_{0}^{x} \frac{u^{m-2}}{r^2 + u^2} \, du \] \hspace{1cm} (A.12)

or
\[ T_m = \frac{k(kX)^{m-1}}{(m-2h)m!X_{1}^{2h-1}} - \frac{(kr)^2}{(m-2h)} T_{m-2} \hspace{1cm} \text{for } m > 2h \] \hspace{1cm} (A.13)

(2) For \( m = 2h \) the solution for the integral \( T_m \) is based on the relation\(^{113}\)
\[ \int_{0}^{x} \frac{u^{m-2}}{(r^2 + u^2)^{h+1/2}} \, du = \frac{-u^{m-1}}{(2h-1)(r^2 + u^2)^{h-1/2}} \bigg|_{0}^{x} - \frac{(m-1)}{(2h-1)} \int_{0}^{x} \frac{u^{m-2}}{(r^2 + u^2)^{h-1/2}} \, du \] \hspace{1cm} (A.14)

and for \( m = h = 0 \)
\[ \int_{0}^{x} \frac{1}{(r^2 + u^2)^{1/2}} \, du = \ln r - \ln (X_1 - X) \] \hspace{1cm} (A.15)
Substitution $m = 2h$ into Eq. (A.14) gives

$$\int_{0}^{X} \frac{u^{2h}}{(r^2 + u^2)^{h+1/2}} \, du = \frac{-1}{(2h - 1)} \left( \frac{X}{X_1} \right)^{2h-1} \int_{0}^{X} \frac{u^{2(h-1)}}{(r^2 + u^2)^{(h-1)-1/2}} \, du$$

(A.16)

Note that the exponent of the numerator of the integrand in the left-hand side of Eq. (A.16) is reduced from $2h$ to $2(h-1)$. If the same procedure is repeated to the integral in the right hand side of Eq. (A.16) and using Equation (A.15) when $m = h = 0$, the integral $T_{2h}$ can be written as

$$T_{2h} = \frac{-k^{2h}}{(2h)!} \left\{ \ln \left( \frac{X}{X_1} \right) - \sum_{m=1}^{h} \frac{1}{(2m - 1)} \left( \frac{X}{X_1} \right)^{2m-1} \right\} + \frac{k^{2h}}{(2h)!} \ln r$$

(A.17)

It can be easily seen that $T_{2h}$ above has a logarithmic singularity as $r$ approaches 0.

(3) For $m < 2h$, Eq. (1.2.43.5) of Ref. 113 can be used directly as follow

$$\int_{0}^{X} \frac{u^{2n}}{(r^2 + u^2)^{h+1/2}} \, du = \frac{1}{r^{2(h-n)}} \sum_{m=0}^{h-n-1} \frac{(-1)^m}{(2m + 2n + 1)} \binom{h-n-1}{m} \left( \frac{X}{X_1} \right)^{2m+2n+1}$$

(A.18)

or

$$T_{2n} = \frac{k^{2n}}{r^{2(h-n)}(2n)!} \left\{ \sum_{m=0}^{h-n-1} \frac{(-1)^m}{(2m + 2n + 1)(h-m-n-1)!m!} \left( \frac{X}{X_1} \right)^{2m+2n+1} \right\} \text{ for } n < h$$

(A.19)

It can be noticed that the last equation has a multiple pole singularity $1/r^{2m}$ for $r \to 0$.

Therefore it can be concluded that the integral given in Eq. (A.10) can be solved using Eqs. (A.13), (A.17) and (A.19). For $r = 0$ one may identify that there are two singular functions occurring in the integral of Eq. (A.10): the logarithmic singularity, $\ln r$ and the multiple pole singularity $1/r^{2h}$. The logarithmic singularity is shown in Eq. (A.17), and the multiple pole singularity is shown in Eq. (A.19). Separation of these singular functions is given in the next Section.
A.3. Separation of Regular and Singular Parts of the Kernel Function

To isolate the logarithmic singular function occurring in Eq. (A.17), one should consider the recurrence function given in Eq. (A.13). If Eq. (A.12) is rewritten as

\[ T_{2n} = -\frac{k^{2h}}{(2h)!} \ln(X - X) - \sum_{m=1}^{h} \frac{1}{(2m - 1)} \left( \frac{X}{X_1} \right)^{2m-1} \] + \ T_{2h}^* \] (A.20)

where the new functions that extract only the singularity function of Eq. (A.17) is

\[ T_{2h}^* = \frac{k^{2h}}{(2h)!} \ln r \] (A.21)

and a recursive relation based on Equation (A.13)

\[ T_m^* = - \frac{(k r)^2}{(m-2h)} T_{m-2}^* \] for \( m > 2h \) (A.22)

Equation (A.22) can be written for \( 2n = m > 2h \) in a direct form as follows

\[ T_{2n}^* = - \frac{(k r/2)^2}{(n-h)} T_{2(n-1)}^* \]

\[ = -\frac{(k r/2)^2}{(n-h)} \cdot \frac{-(k r/2)^2}{(n-1-h)(n-1)} \cdot \frac{-(k r/2)^2}{(n-2-h)(n-2)} \cdots \frac{-(k r/2)^2}{(h+1)!} T_{0}^* \]

\[ = (-1)^{n-h}\frac{h!}{(2h)!} \frac{(k r/2)^{2(n-h)}}{(n-h)! n!} k^{2h} \ln r \] (A.23)

The total summation of \( T_{2n}^* \) for \( n = h \) until \( \infty \) is based on Equation (A.10) and is given as

\[ \sum_{n=0}^{\infty} (-1)^n T_{2n}^* = (-k^2)^h \ln r \frac{h!}{(2h)!} \sum_{n=h}^{\infty} \frac{(k r/2)^{2(n-h)}}{(n-h)! n!} \] (A.24)

To simplify Eq. (A.24), one may use the following factorial relations given in Refs. 109 and 112:

\( (2n)! = 2^nn! (n-1/2)! \pi^{-1/2} \)

\( (2n-1)!! = 2^n (n-1/2)! \pi^{-1/2} \)

such that
Substitution of the last equation into Eq. (A.24) and setting \( m = n - h \) gives

\[
\sum_{n=h}^{\infty} (-1)^n T_{2n}^* = \left( -\frac{k^2}{2} \right)^h \ln r \frac{h!}{(2h-1)!!} \sum_{n=h}^{\infty} \frac{(k r / 2)^{2(n-h)}}{(n-h)! n!} \]  \hspace{1cm} (A.26)

Equation (A.26) is the total summation for \( n = h \) until \( n = \infty \) of the logarithmic singular terms occurring in the integral given in Eq. (A.10).

The summation of the multipole singular functions given in Eq. (A.19) can be simplified by the following series \( T_{2n}^* \) for \( n = 0 \) until \( (h-1) \) as follows

\[
T_{2n}^* = -\frac{k^2}{r^{2(n-h)}} \left( \frac{h-n-1}{2n}! \right)^2 \left\{ 2^{h-n} \frac{(2n-1)!}{(2h-1)!!} \right\} \text{ for } n < h \]  \hspace{1cm} (A.27)

The total summation of \( T_{2n}^* \) for \( n = 0 \) until \( (h-1) \) is

\[
\sum_{n=0}^{h-1} (-1)^n T_{2n}^* = \frac{1}{r^{2h}} \frac{2^{h-1}}{(2h-1)!!} \sum_{n=h}^{h-1} (-1)^n \frac{(h-n-1)! (2n-1)! (k r / 2)^{2n}}{(2n)! 2^n} \]  \hspace{1cm} (A.28)

which can be simplified by using Equation (A.25) to give

\[
\sum_{n=0}^{h-1} (-1)^n T_{2n}^* = \frac{1}{r^{2h}} \frac{2^{h-1}}{(2h-1)!!} \sum_{n=h}^{h-1} (-1)^n \frac{(h-n-1)! (k r / 2)^{2n}}{n!} \]  \hspace{1cm} (A.29)

Equation (A.26) is the total summation of the multipole singular terms occurring in the integral given in Eq. (A.30).

Therefore it can be concluded that the singular and regular parts of the integral given in Eq. (10) can be written as follows:

\[
\int \frac{\cos k u}{(r^2 + u^2)^{h+1/2}} du = \sum_{n=0}^{\infty} (-1)^n T_{2n} 
\]

\[
= B_{\text{regular}}(0, X) + B_{\text{singular}}(0, X) 
\]

\[
= \sum_{n=0}^{\infty} (-1)^n U_{2n} + \sum_{n=0}^{\infty} (-1)^n T_{2n}^* 
\]  \hspace{1cm} (A.30)
where the $U_n$ term is the $T_n$ term subtracted by the $T^*_n$ term:

$$U_n = T_n - T^*_n \quad (A.31)$$

Substitution of Eqs. (A.19) and (A.27) into Eq. (A.31) for $n < h$ gives

$$U_n = (h-n-1)! \frac{k^{2n}}{(2n)!} \frac{r^{2(h-n)}}{2(h-n)!!} \left\{ 2^{h-n-1} \frac{(2n-1)!!}{(2h-1)!!} + \sum_{m=0}^{h-n-1} \frac{(-1)^m X^{m-1} (X/X_1)^{2m+2n+1}}{(2m+2n+1) m! (h-n-1-m)!} \right\}$$

for $n < h \quad (A.32)$

Substitution of Eqs. (A.17) and (A.21) into Eq. (A.31) for $n = h$ gives

$$U_{2h} = -k^{2h} \frac{1}{(2h)!} \left\{ \ln (X_1 - X) - \sum_{m=1}^{h} \frac{1}{2m-1} \left( \frac{X}{X_1} \right)^{2m-1} \right\} \quad \text{for } n = h \quad (A.33)$$

Substitution of Eqs. (A.13) and (A.22) into Eq. (A.31) for $n > h$ gives

$$U_n = \frac{k (kX)^{n-1}}{(n-h) \ n! \ X_1^{2n-1}} - \frac{( kr )^2}{(n-2h)} U_{n-2} \quad \text{for } n > 2h \quad (A.34)$$

One may find that the $U_n$ terms given in Eqs. (A.31) – (A.34) are the same as the Ueda series given in Eq. (4.17).

The singular part of the kernel function given in Eq. (A.30) can be evaluated as follows:

$$B_{\text{singular}} (0, X) = \sum_{n=0}^{h-1} (-1)^n T_{2n}^* + \sum_{n=h}^{\infty} (-1)^n T_{2n}^* \quad (A.35)$$

$$= g_b + g_a$$

where, by substituting Eqs. (A.26) and Eq. (A.29) into Eq. (A.35), the two singular functions $g_a$ and $g_b$ are as follows

$$g_a = \left( \frac{-k^2}{2} \right)^h \ln r \frac{h!}{(2h-1)!!} \quad (A.36)$$

$$g_b = \frac{1}{2 (2h-1)!!} \left( \frac{2}{r^2} \right)^h \sum_{n=0}^{h-1} (-1)^n \frac{(h-n-1)!}{n!} \left( \frac{k r}{2} \right)^{2n} \quad (A.37)$$
where $h$ is the order of the incomplete cylindrical function. In the lifting surface theory, $h$ is equal to 1 and 2 for the planar and non-planar configurations, respectively.

These singular functions $g_a$ and $g_b$ are completely separated from the regular kernel functions. Therefore, the incomplete cylindrical function can be represented by separated regular and singular functions as follows:

$$B_v = B_{v,\text{regular}} + B_{v,\text{singular}}$$  \hspace{1cm} (A.38)

where

$$B_{v,\text{singular}}(X) = \begin{cases} -2 (g_a + g_b) & \text{if } X > 0 \text{ and } r \to 0 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (A.39)

$$B_{v,\text{regular}}(X) = \begin{cases} +B_v(-X) - 2 \sum_{n=0}^{\infty} (-1)^n U_{2n}(-X) & \text{if } X > 0 \text{ and } r \to 0 \\ +B_v(X) & \text{otherwise} \end{cases}$$  \hspace{1cm} (A.40)

Equations (A.38) – E (40) are used in the present development of the lifting surface methods. In the lifting surface kernel function for a planar surface configuration, the needed order $v$ of the incomplete cylindrical function is equal to one. Substitution of $v = 1$ into Eqs. (A.38) – E(40) gives

$$B_1 = B_{1,\text{regular}} + B_{1,\text{singular}}$$  \hspace{1cm} (A.41)

where

$$B_{1,\text{singular}}(X) = \begin{cases} -2 (g_a + g_b) & \text{if } X > 0 \text{ and } r \to 0 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (A.42)

$$B_{1,\text{regular}}(X) = \begin{cases} +B_1(-X) - 2 \sum_{n=0}^{\infty} (-1)^n U_{2n}(-X) & \text{if } X > 0 \text{ and } r \to 0 \\ +B_1(X) & \text{otherwise} \end{cases}$$  \hspace{1cm} (A.43)

where the singular functions for $v = 1, X > 1$ and $r \to 0$ are given as follows:

$$g_a = -\frac{k^2}{2} \ln r$$  \hspace{1cm} (A.44)
\[ g_b = \frac{-1}{r^2} \]  \hspace{1cm} (A.45)

The incomplete cylindrical functions with the order numbers \( v = 1 \) and \( v = 2 \) are needed for the formulation of the kernel function of non-planar lifting surfaces. The singular functions for \( v = 2, X > 1 \) and \( r \to 0 \) can be obtained from Eq. (A.36) and (A.37) as follows:

\[ g_a = \frac{k^4}{6} \ln r \]  \hspace{1cm} (A.46)

\[ g_b = \frac{2}{3}r^4 - \frac{k^2}{6} \frac{1}{r^2} \]  \hspace{1cm} (A.47)

One may find that the singular function consists of elementary function such that it can be evaluated easily. A further application of the singular function in the lifting surface theory is described in Section A.4.

It should be noted that the present procedure to separate the singular and regular parts of the incomplete cylindrical function in frequency domain can be applied also to the one in Laplace domain. On the other hand, the separation procedure based on the previous work of the present author in Ref. 135 is derived for the frequency domain only.

It has been described in Chapter 4 that the incomplete cylindrical function occurring in the formulation of the kernel function in Laplace domain can be written as follows:

\[ B_v = \frac{X}{\infty} \left( \frac{e^z u}{r^2 + u^2} \right)^{v+1/2} du \]  \hspace{1cm} (A.48)

where the non-dimensional Laplace variable \( z \) is defined as

\[ z = a + i k \]  \hspace{1cm} (A.49)

One may find that if the real part of \( z \) approaches zero than Eq. (48) becomes the incomplete cylindrical function in frequency domain. If \( a \) is not zero than the exponential function of the integrand in Eq. (A.48) can be separated into hyperbolic functions as follows:

\[ e^{z u} = \sinh (zu) + \cosh (zu) \]  \hspace{1cm} (A.50)
The series expansion of the hyperbolic functions are as follows:

\[
\cosh ku = \sum_{n=0}^{\infty} \frac{(zu)^{2n}}{(2n)!} \quad (A.51)
\]

\[
\sinh ku = \sum_{n=0}^{\infty} \frac{(zu)^{2n+1}}{(2n+1)!} \quad (A.52)
\]

If we use the procedure similar to Eq. (A.8), the incomplete cylindrical function becomes

\[
B_h (|X|) = \int_0^{-|X|} e^{z u} \frac{1}{(r^2 + u^2)^{h+1/2}} du = B_h (|X|) - 2 \int_0^{-|X|} \cosh \frac{zu}{(r^2 + u^2)^{h+1/2}} du \quad (A.53)
\]

Substitution of Eq. (A.51) into the last integral in Eq. (A.53) gives

\[
\int_0^X \frac{\cosh zu}{(r^2 + u^2)^{h+1/2}} du = \sum_{n=0}^{\infty} T_{2n} \quad (A.54)
\]

where

\[
T_m = \frac{z^m}{m!} \int_0^X \frac{u^m}{(r^2 + u^2)^{h+1/2}} du \quad (A.55)
\]

The integral given in Eq. (A.55) is the same as the integral given in Eq. (A.11). Therefore the procedure to separate the singular and regular parts of the incomplete cylindrical function can be performed similarly.

### A.4. Integration of Singular and Regular Parts of the Kernel Function

Accurate integration of the kernel function is important in the lifting surface method. It has been described in Chapter 4 that a common approach of the kernel integration in various lifting surface methods is based on the following equation:
where $\mathfrak{I}$ is the aerodynamic operator, $\Delta x_s$ is the panel chord length of element $j$, $e$ is the panel semi-width of the element $j$, and $K$ is the kernel function that relates the pressure distribution at point $(x_j, y_j, z_j)$ to the normal-wash at point $(\xi, \eta, \zeta)$. Based on Landahl’s formulation given in Eq. (4.13), the kernel function for planar multiple lifting surface can be written as follows:

$$K = e^{-ikx_0} \left( \frac{Me^{ikX}}{RX_1} + B_1 \right)$$

(A.57)

and the incomplete cylindrical function $B_1$ is calculated from Equations (4.13) and (4.14) for $\nu = 1$

$$B_1 = \sum_{n=0}^{\infty} (i)^n U_1 - \frac{k}{2} \sum_{n=0}^{\infty} p_n \frac{(kr/2)^{2n}}{n!(n+1)}$$

(A.58)

$$p_n = \frac{1}{m + \frac{1}{2(n+1)}} - \gamma - \ln \frac{k}{2} - i\pi$$

(A.59)

$$U_{1,m \geq 3} = \frac{k(kX)^{m-1}}{(m-2)m!X_1} - \frac{(kr)^2}{(m-2)m} U_{1,m-2}$$

(A.60)

$$U_{1,2} = -\frac{k^2}{2} \left\{ \ln \left( X_1 - X \right) + \frac{X}{X_1} \right\}$$

(A.61)

$$U_{1,1} = -\frac{k}{X_1}$$

(A.62)

$$U_{1,0} = \frac{1}{X_1(X_1 - X)}$$

(A.63)

and

$$k = \frac{\omega b}{U_\infty} = \text{reduced frequency}$$
\[ x_o = x - \xi \]  
\[ y_o = y - \eta \]  
\[ r = |y_o| \]  
\[ R = \sqrt{x^2 + \beta^2 r^2} \]  
\[ X = (x_o - M R) \beta^{-2} \]  
\[ \beta = \sqrt{1 - M^2} \]  
\[ M < 1 \text{ (subsonic)} \]  
\[ X_1 = \sqrt{X^2 + r^2} \]  

It has been described in Section A.2. that the singularity problem arises when \( r \to 0 \) and \( X > 0 \). The singular part of the function \( B_{l,r} \) has been separated from the regular part as shown in Eqs. (A.42) - (A.43). Therefore, by substituting Eq. (A.57) with \( h = 1 \) and \( X > 0 \) into Eq. (A.63), the kernel function becomes:

\[ K = e^{-ikx_0} \left( \frac{M e^{ikX}}{RX_1} + B_{l,r}^* + iB_{j,i} \right) + g_a^* + g_b^* \]  

where

\[ g_a^* = g_a^* e^{-ikx_0} = e^{-ikx_0} k^2 \ln r \]  
\[ g_b^* = g_a^* e^{-ikx_0} = \frac{2}{r^2} e^{-ikx_0} \]

In the present work, two integration schemes, i.e. for the doublet lattice and doublet point methods, are presented.

**A.4.1. Present Doublet Point Method**

In the present DPM, the singular functions is integrated with respect to \( \hat{y} \) across the sub-interval \([-e, e]\). By referring to Fig. (A.2), one may find that \( x_0 \) in Eq. (A.69) is also a function of \( \hat{y} \) as follows:
\[ x_0 = x_m - y_0 \tan \Lambda \quad \text{(A.70)} \]

\[ L_x - y_0 \tan \Lambda \]

Figure A.2. Control point in the center of downstream panel of the doublet point / doublet-lattice

such that Eqs. (A.68) and (A.69) become

\[ g^*_{\mu} = e^{-i k (x_m - y_0 \tan \Lambda)} k^2 \ln r \quad \text{(A.71)} \]

\[ g^*_{\mu} = \frac{2}{r^2} e^{-i k (x_m - y_0 \tan \Lambda)} \quad \text{(A.72)} \]

Note that \( g^*_{\mu} \) and \( g^*_{\nu} \) are no longer ordinary singular functions. Therefore, a procedure should be performed to separate the singular and regular parts of both functions such that the singular part are in terms of ordinary functions.
To separate the singular and regular parts of $g^*_b$, define a function $c_b$ such that Eq. (A.72) becomes:

$$g^*_b = \frac{2}{r^2} c_b + \frac{2}{r^2} \left( -c_b + e^{-ik(x_m - y_0 \tan \Lambda)} \right)$$  \hspace{1cm} (A.73)

and such that the second term in the right hand side of Eq. (A.73) has a finite value or regular for $r \to 0$:

$$\lim_{r \to 0} \frac{2}{r^2} \left( -c_b + e^{-ik(x_m - y_0 \tan \Lambda)} \right) = g^*_{b, regular}$$  \hspace{1cm} (A.74)

By using l’Hospital’s rule to Eq. (A.74), one may find that the function $c_b$ that satisfies the two requirement above is as follows:

$$c_b = (I + ik y_0 \tan \Lambda) e^{-ikx_m}$$  \hspace{1cm} (A.75)

and the finite value $g^*_{b, regular}$ is

$$g^*_{b, regular} = \lim_{r \to 0} \frac{2}{r^2} \left( -c_b + e^{-ik(x_m - y_0 \tan \Lambda)} \right) = -k^2 \tan^2 \Lambda \ e^{ikx_m}$$  \hspace{1cm} (A.76)

By using the same steps, define a function $c_a$ to separate the regular and singular parts of $g^*_a$ such that Eq. (A.71) becomes:

$$g^*_a = c_a k^2 \ln r + \left( -c_a + e^{-ik(x_m - y_0 \tan \Lambda)} \right) k^2 \ln r$$  \hspace{1cm} (A.77)

and such that the second term in the right hand side of Eq. (A.77) has a finite value or regular for $r \to 0$:

$$\lim_{r \to 0} \left( -c_a + e^{-ik(x_m - y_0 \tan \Lambda)} \right) k^2 \ln r = g^*_{a, regular}$$  \hspace{1cm} (A.78)

By using l’Hospital’s rule to Eq. (A.78), one may find that the function $c_a$ that satisfies the two requirement above is as follows:

$$c_a = e^{-ikx_m}$$  \hspace{1cm} (A.79)

and the finite value $g^*_{a, regular}$ is
Substitution of Eq. (A.71) – (A.80) into Eq. (A.67) gives the expression for the singular and regular parts of the kernel function as follows:

\[ K = K_{\text{regular}} + K_{\text{singular}} \]  
(A.81)

where

\[ K_{\text{regular}} = e^{-ikx_0} \left( \frac{Me^{ikX}}{RX_I} + B_{l,r}^* + iB_{l,i} \right) + g_{b,\text{regular}}^{*} \]  
(A.82)

\[ K_{\text{singular}} = e^{-ikx_m} \left( k^2 \ln r + \frac{2(l + iky_0 \tan \Lambda)}{r^2} \right) \]  
(A.83)

For the regular kernel function, a direct evaluation of the kernel at the center of the panel (Fig. A2), i.e. by substitution of \( r = 0 \) into Eq. (A.82), gives:

\[ K_{\text{regular}} = \frac{Me^{ikX}}{RX_I} + iB_{l,r} - B_{l,r}^* (-X) + k^2 \left( \ln \frac{k}{2} + \gamma - \frac{l}{2} - \tan \Lambda \right) \]  
(A.84)

Substitution of Eq. (A.81) into Eq. (A.62) and a Gaussian quadrature technique to integrate the regular function yields

\[ \mathbb{S}_{\hat{y}} = \frac{\Delta x_s}{8\pi} \int_{-\epsilon}^{+\epsilon} K_{\text{singular}} \, d\hat{y} + \frac{\Delta x_s}{8\pi} \sum_{n=1}^{N} \left( K_{\text{regular}} \right)_n * W_n \]  
(A.84)

where \( W_n \) is the Gauss-Legendre weighting factor, and \( N \) is the number of integration points.

In the doublet point approach, the number of integration point \( N \) is equal to one, i.e. only one doublet point at the center of the panel is used. Therefore, the integration of the regular part becomes:

For the singular part, however, a direct evaluation of the kernel function at the center of the panel (Fig. A.2), i.e. by substitution of \( r = 0 \) into Eq. (A.69), will give singularity.
Therefore, the singular kernel function is evaluated as the average of the singular kernel function integrated across the sub-interval \([-e, e]\) as follows:

\[
K_{\text{singular}} \approx \frac{1}{2e} \int_{-e}^{+e} K_{\text{singular}} (\hat{y}) \, d\hat{y}
\]

(A.85)

Since the integrand is singular, the integration is performed using the Cauchy and Mangler technique where only the principal value of the integration is taken as follows:

\[
\int_{-e}^{+e} K_{\text{singular}} \, d\hat{y} = -\frac{4}{e} + 2ek^2 (-1 + \ln e)
\]

(A.86)

Equations (A.84) and (A.86) are the equations used in the present doublet point method. One may combine both equations and divide the results by the panels width \(2e\) to give:

\[
\frac{1}{2e} \int_{-e}^{+e} (K_{\text{singular}} + K_{\text{regular}}) \, d\hat{y} \approx
\]

\[
\frac{M e^{ikX}}{RX} + B_{i,\text{regular}} + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} - \tan^2 \Lambda \right) - \frac{2}{e^2}
\]

(A.87)

To compare with Ueda and Dowell’s DPM formulation\(^66\), we may write \(B_i(X>0)\), based on Eq. (A.87) as follows:

\[
B_i(X>0) = B_i (-X) + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} - \tan^2 \Lambda \right) - \frac{2}{e^2}
\]

(A.88)

On the other hand, Ueda and Dowell formulation\(^66\) is

\[
B_i(X>0) = -B_{i,\text{real}} (-X) + iB_{i,\text{imag}} + k^2 \left( \ln \frac{ke}{2} + \gamma - \frac{3}{2} \right) - \frac{2}{e^2}
\]

(A.89)

Therefore, the present formulation has additional term associated with the element sweep angle \(\Lambda\). The correction may be significant if the reduced frequency or the sweep angle is large.
A.4.2. Present Doublet-Lattice Method (DLM)

In the DPM, the pressure load is concentrated at a single doublet point, and therefore it requires a treatment to separate $g^*_a$ and $g^*_b$ functions in Section A.4.1. On the other hand, in the present DLM, the pressure load is concentrated along the doublet-lattice, and therefore no further treatment for $g^*_a$ and $g^*_b$ is needed. Substitution of Eqs. (A.67) – (A.69) into Eq. (A.62) and performing a Gaussian quadrature technique to integrate the regular function yields

$$
\mathbb{S}_y = \frac{\Delta x_s}{8\pi} \int_{-e}^{e} K_{\text{singular}} \, d\hat{y} + \frac{\Delta x_s}{8\pi} \sum_{n=2}^{N} \left( K_{\text{regular}} \right)_n * W_n
$$

(A.90)

where the number of integration points $N$ is selected based on Table 4.1. The regular kernel function is

$$
K_{\text{regular}} = e^{-ik\lambda_0} \left( \frac{M e^{ikX}}{RX} + B_I \right)
$$

(A.91)

where the function $B_I$ can be obtained from Eq. (A.59).

The singular kernel function, based on Eq. (A.68) and (A.69), is

$$
K_{\text{singular}} = g^*_a + g^*_b
$$

(A.92)

The integration of $K_{\text{singular}}$ along the sub-interval [-e, e] can be performed based on an expansion series to the exponential function as follows:

$$
e^{\lambda x} = \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} x^n
$$

(A.93)

Substitution of Eq. (A.93) into the integration of $g^*_b$ gives:

$$
\int_{-e}^{e} g^*_b \, d\hat{y} = 2e^{-ikx_m} \int_{-e}^{e} e^{\lambda \hat{y}} \, \frac{d\hat{y}}{\hat{y}^2} = 2e^{-ikx_m} \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} \int_{-e}^{e} \hat{y}^{n-2} \, d\hat{y}
$$

(A.94)
where

$$\lambda = -i k \tan \Lambda$$  \hspace{1cm} (A.95)

for \( n > 2 \), the solution of the integral in Eq. (A.95) is straightforward, \textit{i.e.}

$$\int_{-e}^{e} y^{-n-2} d\hat{y} = \begin{cases} 
\frac{2(e)^{n-l}}{n-1} & \text{if } n \text{ is even number} \\
0 & \text{if } n \text{ is odd number}
\end{cases} \hspace{1cm} (A.96)$$

For \( n=0 \) and 1, the integrals are singular and therefore the Mangler and Cauchy principal values should be taken as follows:

$$\int_{-e}^{e} \frac{1}{y^2} \, d\hat{y} = \frac{2}{e} \hspace{1cm} (A.97)$$

Substitution of Eqs. (A.96) and (A.97) into Eq. (A.94) gives:

$$\int_{-e}^{e} g_{b}^{*} \, d\hat{y} = 4 \, e^{-\epsilon k x_{m}} \sum_{n=0}^{\infty} \frac{(i k e \tan \Lambda)^{2n}}{n! (2n - 1) e} \hspace{1cm} (A.98)$$

The same procedure is performed to integrate the function \( g_{a}^{*} \). The integration result is as follows:

$$\int_{-e}^{e} g_{a}^{*} \, d\hat{y} = 2 \, e^{-\epsilon k x_{m}} \left\{ \sin \left( \frac{k e \tan \Lambda}{\tan \Lambda} \right) k \ln e - k^2 \sum_{n=0}^{\infty} \frac{(i k e \tan \Lambda)^{2n}}{(2n + 1)! (2n + 1) e} \right\} \hspace{1cm} (A.99)$$

By combining Eqs. (A.98) and (A.99), the analytical integration of the singular part of the kernel function for the DLM is given as follows:
\[
\int_{-\epsilon}^{+\epsilon} K_{\text{singular}} \, d\tilde{y} = 2 \, e^{-ix_m} \left\{ \frac{\sin k \, e \tan \Lambda}{\tan \Lambda} \, k \ln e + \sum_{n=0}^{\infty} \frac{(i \, k \, e \, \tan \Lambda)^{2n}}{(2 \, n)!} \left( \frac{2}{e(2n-1)} - \frac{k^2 \, e}{(2n+1)^2} \right) \right\} 
\]

(A.100)
Appendix B

Aeroelastic Stability Envelope

An airplane must be designed to be free from aeroelastic stability, such as flutter and divergence, within a minimum flight envelope required by the Federal Aviation Administration (FAA). To obtain the minimum flight envelope, one should, at least, refer to two sections of Federal Aviation Regulation (FAR) given as follows:

- FAR § 25.629 that describes the aeroelastic stability requirements
- FAR § 25.335 that describes design air speeds

According to FAR § 25.629, the aeroelastic stability envelope \( V_E \) or \( M_E \) at each altitude should be obtained as follows:

- For a normal condition (without any failure):
  \[
  V_E \geq 1.15 \ V_D \\
  M_E \geq 1.15 \ M_D 
  \]  \quad (B.1)

- For a failure condition:
  \[
  V_E \geq V_D \\
  M_E \geq M_D 
  \]  \quad (B.2)

where \( V_E \) and \( M_E \) are air speed and Mach number for the flight envelope, respectively. \( V_D \) and \( M_D \) are dive speed and dive Mach number, respectively. The failure condition includes malfunction of flutter damper system and failure of any single element of the frame structure.
supporting engine, independently mounted propeller shaft, large auxiliary power unit, or large externally mounted aerodynamic body (such as an external fuel tank).

The dive speed can be obtained from FAR § 25.335 as follows:

\[
V_D \geq V_C / 0.8 \\
M_D \geq M_C / 0.8
\]  

(B.3)

where \(V_C\) and \(M_C\) are the design cruising speed and Mach number. In addition, the minimum speed margin between \(V_C / M_C\) and \(V_D / M_D\) should be enough to provide for atmospheric variations, such as horizontal gusts, and penetration of jet streams and cold fronts. More detailed description of the dive speed and aeroelastic stability requirement may refer to Ref. 216. It should be noted that \(V_C, V_D\) and \(V_E\) given in Eqs. (B.1) – (B.3) are calculated as equivalence air speeds (EAS). Equations (B.1) – (B.3) are used in the present work to construct the aeroelastic stability envelope of the strut-braced wing presented in Chapters 2 and 5.
Appendix C

Minimum Denominator Rational Function

C.1 Introduction

A minimum denominator rational function (MDRF) is defined in this Appendix as a sum of polynomial functions and rational function terms with minimum denominators, i.e. the denominator is a polynomial function of \( x \) having only one root. A general expression of the MDRF function can be written as follow

\[
\sum_{j=0}^{N} \frac{e_j x^j}{\prod_{j \neq j} (x - c_j)^{m_j}} = \sum_{j=1}^{N} a_j (x - c_j)^{m_j} + \sum_{j=1}^{N} \sum_{k=1}^{m_j-1} \frac{d_{jk}}{(x - c_j)^k} + \sum_{j=0}^{N - N_{tot}} b_j x^j
\]  

(C.1)

where the right hand side of Eq. (C.1) is a general rational function and the left-hand side the MDRF functions. \( N_{tot} \) is the total number of multiple-roots \( c_j \), which is defined as

\[
N_{tot} = \sum_{j=1}^{N} m_j
\]  

(C.2)

The MDRF function is important in the present work to transform the general rational function, described in Chapter 2 for the Euler Lagrange differential equation of the non-linear beam element, into a sum of simple rational function and/or polynomial function forms. The transformation into simpler forms is an important key in the present finite element codes, since an analytical solution to the differential equation can be performed by direct integration to the MDRF function.
Present derivations of the MDRF function are given gradually from some elementary functions into a more general form. Three cases related to Chapter 2 are described in the following sections.

**C.2. Case 1. MDRF with $N_e = 1, N = 1,$ and $m_1 = 1$**

This simplest case is related to the formulation of the flexural stiffness matrix of a beam with a linear variation of the stiffness distribution. Equation (C.1) for this case can be written as

\[
\frac{e_0 + e_1 x}{x - c_1} = \frac{a_1}{x - c_1} + b_0
\]

(C.3)

The coefficient $a_1$ can be obtained directly by multiplying both sides of Eq. (C.3) by $(x - c_k)$,

\[
e_0 + e_1 x = a_1 + b_0(x - c_1)
\]

(C.4)

and substituting $x = c_1$ to give

\[
a_1 = e_0 + e_1 c_1
\]

(C.5)

For this simple case, the coefficient $b_0$ can be obtained directly by equating both sides of Eq. (C.4) to give

\[
b_0 = e_1
\]

(C.6)

However, for more complicated cases (see Case 3), the coefficient $b_j$ may not be easily obtained by direct application of the equality rule above. In the present work, it is proposed to find $b_0$ from Eq. (C.4) by substituting an arbitrary number $x_0$ to replace $x$, and then solving the problem for $b_0$:

\[
b_0 = - \frac{e_0 + e_1 x_0 - a_1}{(x_0 - c_1)}
\]

(C.7)

where, after substituting $a_1$ from Eq. (C.5), the result for $b_0$ is the same as previously obtained in Eq. (C.6). Obviously, from Eq. (C.7), $x_0$ can be selected arbitrarily but it is required not to be the same as the root $c_1$.

**C.3. Case 2. MDRF with $N_e < N_{tot}$ and $m_j = 1, 1 < j \leq N$**
This case is related to the formulation of the flexural stiffness matrix of a beam with a non-linear variation of the stiffness distribution. The stiffness function is an $N^{th}$ order polynomial function with no multiple root. For $N = 3$, the cubic polynomial function of the stiffness distribution is useful for the problem where a cubic spline approximation is used to approximate the beam stiffness distribution. Equation (C.1) for this case can be written as:

$$\sum_{j=0}^{N_e} e_j x^j \prod_{j=1}^{N} \frac{a_j}{(x-c)} = \sum_{j=1}^{N} \frac{a_j}{(x-c)}$$  (C.8)

Note that in Eq. (C.8) there is no $b_j$ terms since $N_e < N_{tot}$, and no $d_{jk}$ terms since $m_j = 1$.

Similar to Case 1, the coefficients $a_k$, can be obtained directly by multiplying both sides of Eq. (C.8) by $(x - c_k)$ to give

$$\sum_{j=0}^{N_e} e_j x^j \prod_{j=1}^{N} \frac{a_j}{(x-c)} = a_k + (x - c_k) \sum_{j=1}^{N} \frac{a_j}{(x-c)}$$  (C.9)

and substituting $x = c_k$ into Eq. (C.10) to give

$$a_k = \frac{\sum_{j=0}^{N_e} e_j c_k^j}{\prod_{j=1}^{N} (c_k - c)}$$  (C.10)

C.4. Case 3. MDRF with $N_e < N_{tot}$

This case is related to the formulation of the flexural stiffness matrix of a beam with a non-linear variation of the stiffness distribution. The order of the polynomial function with some multiple roots is $N_{tot}$. For $N_e = 1$, the solution is used to derive the stiffness matrix of
the nonlinear beam, such as the one presented in Ref. C2. Equation (C.1) for this case can be written as:

\[
\sum_{j=0}^{N} e_j x^j \prod_{j=4}^{N} (x - c_j)^{m_j} = \sum_{j=1}^{N} \frac{a_j}{(x - c_j)^{m_j}} + \sum_{j=1}^{N} \sum_{k=1}^{N} \frac{d_{jk}}{(x - c_j)^k}
\]  

(C.1)

Similar to Case 2, the coefficients \(a_k\) can be obtained directly by multiplying both sides of Eq. (C.11) by \((x - c_k)^m\) to give

\[
\sum_{j=0}^{N} e_j x^j \prod_{j=4}^{N} (x - c_j)^{m_j} = a_k + (x - c_k)^m \left( \sum_{j=1}^{N} \frac{a_j}{(x - c_j)^{m_j}} + \sum_{j=1}^{N} \sum_{k=1}^{N} \frac{d_{jk}}{(x - c_j)^k} \right)
\]  

(C.12)

and substituting \(x = c_k\) into Eq. (C.12) to give

\[
a_k = \frac{\sum_{j=0}^{N} e_j c_k^j}{\prod_{k=1}^{N}(c_k - c_j)^{m_j}}
\]  

(C.13)

In the present Case, two procedures to find the coefficient \(d_{jk}\) are presented, including a direct differentiation procedure and a substitution procedure.

1. Direct Differentiation Method

The first procedure is a direct procedure where \(d_{ab}\) is calculated one-by-one by direct differentiation. To calculate effectively, the procedure should be started from the highest rank of the second index \(k\) of the coefficient \(d_{jk}\), i.e. in Eq. (C.11) the highest rank is \(m_j - 1\). To start calculation for the coefficient \(d_{ab}\), multiply Eq. (C.11) by \((x - c_a)^m\) to give
\[
\frac{\sum_{j=0}^{N} e_j x^j}{\prod_{j=1 \atop j \neq \alpha}^{N} (x-c_j)^{m_j}} = a_\alpha + \sum_{k=1}^{m_\alpha-1} d_{\alpha k} (x-c_\alpha)^{m_\alpha-k} + (x-c_\alpha)^{m_\alpha} \left( \sum_{j=1 \atop j \neq \alpha}^{N} \frac{a_j}{(x-c_j)^{m_j}} + \sum_{k=1}^{m_\alpha-1} \sum_{j=1 \atop j \neq \alpha}^{N} \frac{d_{jk}}{(x-c_j)^k} \right)
\]

(C.14)

To find \( d_{\alpha \beta} \) for \( \beta = m_\alpha - 1 \), differentiate Eq. (14) once to give

\[
\frac{d}{dx} \left( \frac{\sum_{j=0}^{N} e_j x^j}{\prod_{j=1 \atop j \neq \alpha}^{N} (x-c_j)^{m_j}} \right) = 0 + d_{\alpha, m_\alpha-1} + \sum_{k=1}^{m_\alpha-2} d_{\alpha k} (m_\alpha - k) (x-c_\alpha)^{m_\alpha-k-1} +
\]

\[
(x-c_\alpha)^{m_\alpha} \frac{d}{dx} \left( \sum_{j=1 \atop j \neq \alpha}^{N} \frac{a_j}{(x-c_j)^{m_j}} + \sum_{k=1}^{m_\alpha-1} \sum_{j=1 \atop j \neq \alpha}^{N} \frac{d_{jk}}{(x-c_j)^k} \right) +
\]

\[
m_\alpha (x-c_\alpha)^{m_\alpha-1} \frac{d}{dx} \left( \sum_{j=1 \atop j \neq \alpha}^{N} \frac{a_j}{(x-c_j)^{m_j}} + \sum_{k=1}^{m_\alpha-1} \sum_{j=1 \atop j \neq \alpha}^{N} \frac{d_{jk}}{(x-c_j)^k} \right)
\]

(C.15)

Substitution of \( x = c_\alpha \) into Eq. (C.15) gives:

\[
d_{\alpha, m_\alpha-1} = \left. \frac{d}{dx} \left( \frac{\sum_{j=0}^{N} e_j x^j}{\prod_{j=1 \atop j \neq \alpha}^{N} (x-c_j)^{m_j}} \right) \right|_{x = c_\alpha}
\]

(C.16)

To find the next coefficient \( d_{\alpha \beta} \) for \( \beta = m_\alpha - 2 \), differentiate Eq. (C.15) once and perform the same procedure. Therefore, it can be shown that \( d_{\alpha \beta} \) can be obtained by the following formula:
2. A Substitution Procedure

Equation (C.17) for calculating the coefficients $d_{jk}$ is used when a symbolic package solver such as Mathematica~\textsuperscript{\textregistered} is available. As an alternate formula suitable for FORTRAN or C computer programming languages, the procedure introduced in Case 1 is used. The detail of the procedures to solve Eq. (C.11) for $d_{jk}$ are as follows:

1. The coefficient $a_j$ should be obtained first, i.e. by using Eq. (C.10).

2. Rearrange Eq. (C.11) by moving the set of rational functions containing $a_j$ into the left hand side of Eq. (C.11).

$$\frac{\sum_{j=0}^{N} e_j x^j}{\prod_{j=1}^{N} (x-c_j)^{m_j}} - \sum_{j=1}^{N} \frac{a_j}{(x-c_j)^{m_j}} = \sum_{j=1}^{N} \sum_{k=1}^{m_j} \frac{d_{jk}}{(x-c_j)^k}$$  \hspace{1cm} (C.18)

If the variable $x$ in Eq. (C.18) can be selected arbitrarily, the unknown parameters in Eq. (C.18) are the $d_{jk}$. The total number of $d_{jk}$ is $N_d$ where

$$N_d = \sum_{j=1}^{N} (m_j - 1)$$  \hspace{1cm} (C.19)

3. Therefore, to obtain the $d_{jk}$ we need to select as many as $N_d$ number of $x = x_{jk}$. Note that $x_{jk}$ can be selected arbitrarily but should not be equal to the roots $c_j$.

4. Substitute each of $x = x_{jk}$ into Eq. (C.18) to form an $N_d$ set of linear equations with the $d_{jk}$ as the unknown.

In a matrix form, the coefficient $d_{jk}$ can be computed as a vector from the following equation:
\( \{ d \} = [ D ]^{-1} \{ g \} \) \hspace{1cm} (C.20)

where \( \{ d \} \) and \( \{ g \} \) can be divided into \( N \)-submatrices \( \{ d^*_j \} \) and \( \{ g^*_j \} \) respectively defined as follows

\[
\begin{pmatrix}
\{ d^*_1 \} \\
\{ d^*_2 \} \\
\vdots \\
\{ d^*_j \} \\
\vdots \\
\{ d^*_N \}
\end{pmatrix}
\begin{pmatrix}
\{ g^*_1 \} \\
\{ g^*_2 \} \\
\vdots \\
\{ g^*_j \} \\
\vdots \\
\{ g^*_N \}
\end{pmatrix}
\]

\hspace{1cm} (C.21)

and \([ D ]\) is divided into \( N \)-by-\( N \) submatrices \( [ D^*_{jk} ] \) defined as follows

\[
[D] =
\begin{bmatrix}
[ D^*_{11} ] & [ D^*_{12} ] & \cdots & \cdots & [ D^*_{1,N } ] \\
[ D^*_{21} ] & [ D^*_{22} ] & \cdots & \cdots & \vdots \\
[ D^*_{j1} ] & \cdots & [ D^*_{jk} ] & \cdots & [ D^*_{j,N } ] \\
\vdots & \cdots & \cdots & \cdots & \cdots \\
[ D^*_{N,1} ] & \cdots & \cdots & \cdots & [ D^*_{N,N } ]
\end{bmatrix}
\]

\hspace{1cm} (C.22)

The sub-matrices \( \{ d^*_j \} \), \( \{ g^*_j \} \) and \( [ D^*_{jk} ] \), can be obtained as

\[
\begin{pmatrix}
d_{j1} \\
d_{j2} \\
\vdots \\
d_{jk} \\
\vdots \\
d_{j,m_j-1}
\end{pmatrix}
\begin{pmatrix}
g_{11} \\
g_{12} \\
\vdots \\
g_{jk} \\
\vdots \\
g_{j,m_j-1}
\end{pmatrix}
\]

\hspace{1cm} (C.23)
(C.24)

\[
\begin{bmatrix}
\frac{1}{x_{k,1} - c_j} & \frac{1}{(x_{k,1} - c_j)^2} & \ldots & \frac{1}{(x_{k,1} - c_j)^N} & \ldots & \frac{1}{(x_{k,j} - c_j)^{N-j}}
\end{bmatrix}
\]

where the vector element \( g_{jk} \) in Eq. (C.21) can be obtained as

\[
g_{jk} = \frac{e_0 + e_j x_j}{\prod_{i=1\atop i \neq j}^{N} (x_{k,j} - c_i)^{n_j}} - \sum_{i=1}^{N} \frac{a_i}{(x_{k,j} - c_i)^{n_j}}
\]

(C.25)

C.5. Case 4. MDRF with \( N_e > N_{tot} \)

This case is not related to the formulation of the stiffness matrix of the beam, but is related to the formulation of a vector load for a nonuniform beam element subjected to nonuniform load distributions. Since the polynomial order of the numerator \( N_e \) in Eq. (C.1) is larger than that of the denominator \( N_{tot} \), additional step is required to calculate the \( b_j \) coefficients. This step can be performed directly for low numbers of \( N_e \) and \( N_{tot} \), by using the equality rule as given in Section C2. For high numbers of \( N_e \) and \( N_{tot} \), however, the substitution procedure given in Section C4 is easier to use. The detail of the procedure is as follows:

1. The coefficient \( a_j \) should be obtained first, i.e. by using Eq. (C.10).
2. Rearrange Eq. (C.1) by moving the set of rational functions containing \( a_j \) into the left hand side of Eq. (C.11).
If the variable $x$ in Eq. (C.26) can be selected arbitrarily, the unknown parameters are the $d_{jk}$ and $b_j$. The total number of $d_{jk}$ is $N_d$ as given Eq. (19). The total number of $b_j$ is $N_b$ defined as

$$ N_b = N_e - N_{tot} + 1 \quad \text{(C.27)} $$

3. Therefore, to obtain the $d_{jk}$ and $b_j$ we need to select as many as $(N_d + N_b - 1)$ number of $x = x_{jk}$. Note that $x_{jk}$ can be selected arbitrarily but should not be equal to the roots $c_j$.

4. Substitute each of $x = x_{jk}$ into Eq. (C.26) to form a $(N_d + N_b)$ set of linear equations with the $d_{jk}$ and $b_j$ as the unknowns.

In a matrix form, the coefficient $d_{jk}$ and $b_j$ can be computed as a vector from the following equation:

$$ \{d\} = [D]^{-1}\{g\} \quad \text{(C.28)} $$

where $\{d\}$ and $\{g\}$ can be divided into $N$-submatrices $\{d^*_j\}$ and $\{g^*_j\}$ respectively defined as follows

$$ \{d\} = \{d_1^*, \ldots, d_j^*, \ldots, d_N^*\} \quad ; \quad \{g\} = \{g_1^*, \ldots, g_j^*, \ldots, g_N^*\} \quad \text{(C.29)} $$
and \( [D] \) is divided into four sub-matrices as follows

\[
[D] = \begin{bmatrix}
D_{dd} & D_{db} \\
D_{bd} & D_{bb}
\end{bmatrix}
\]  \hspace{1cm} \text{(C.30)}

where

\[
[D_{dd}] = \begin{bmatrix}
[D'_{11}] & [D'_{12}] & \cdots & \cdots & [D'_{1N}] \\
[D'_{21}] & [D'_{22}] & \cdots & \cdots & \vdots \\
& \ddots & \ddots & \ddots & \vdots \\
[D'_{j1}] & \cdots & [D'_{jk}] & \cdots & [D'_{jN}] \\
& \cdots & \cdots & \cdots & \cdots \\
[D'_{N1}] & \cdots & \cdots & \cdots & [D'_{NN}]
\end{bmatrix}
\]  \hspace{1cm} \text{(C.31)}

\[
[D_{db}] = \begin{bmatrix}
[D'_{b1}] \\
[D'_{b2}] \\
\vdots \\
[D'_{bn}]
\end{bmatrix}
\]  \hspace{1cm} \text{(C.32)}

\[
[D_{bd}] = \begin{bmatrix}
[D'_{b1}] & [D'_{b2}] & \cdots & [D'_{bj}] & \cdots & [D'_{bN}]
\end{bmatrix}
\]  \hspace{1cm} \text{(C.32)}

\[
[D_{bb}] = \begin{bmatrix}
1 & x_{N+1,N+1} & x_{N+1,N+2} & \cdots & x'_{N+j,N+1} & \cdots & x'_{N+1,N_j-1} \\
1 & x_{N+2,N+1} & x_{N+2,N+2} & \cdots & x'_{N+j,N+1} & \cdots & x'_{N+2,N_j-1} \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
1 & x_{N+j,N+1} & x_{N+j,N+2} & \cdots & x'_{N+j,N+1} & \cdots & x'_{N+j,N_j-1} \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
1 & x_{N_j-1,N+1} & x_{N_j-1,N+2} & \cdots & x'_{N_j-1,N+1} & \cdots & x'_{N_j-1,N_j-1}
\end{bmatrix}
\]  \hspace{1cm} \text{(C.33)}

The sub-matrices \( \{d^*_{i,j}\} \), \( \{g^*_{i,j}\} \) and \( \{D^*_{jk}\} \), can be obtained as
\begin{equation}
\{ d_j^* \} = \begin{bmatrix} d_{j1} \\ d_{j2} \\ \vdots \\ d_{jk} \\ \vdots \\ d_{j,m_j-1} \end{bmatrix} ; \{ g_j^* \} = \begin{bmatrix} g_{j1} \\ g_{j2} \\ \vdots \\ g_{jk} \\ \vdots \\ g_{j,m_j-1} \end{bmatrix}
\end{equation}

\begin{equation}
g_{jk} = \frac{e_0 + e_2 x_j}{\prod_{i=1}^{N} (x_{k,j} - c_i)^{m_j}} - \sum_{i=1}^{N} \frac{a_i}{(x_{k,j} - c_i)}
\end{equation}

\begin{equation}
\left[ \begin{array}{cccccc}
\frac{1}{x_k,c_j} & 1 & \frac{1}{(x_k,c_j)^2} & \cdots & \frac{1}{(x_k,c_j)^{n_j}} & \frac{1}{(x_k,c_j)^{n_j-1}} \\
\frac{1}{x_k,c_j} & 1 & \frac{1}{(x_k,c_j)^2} & \cdots & \frac{1}{(x_k,c_j)^{n_j}} & \frac{1}{(x_k,c_j)^{n_j-1}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{x_k,n_{j-1},c_j} & \frac{1}{(x_k,n_{j-1},c_j)^2} & \cdots & \frac{1}{(x_k,n_{j-1},c_j)^{n_j}} & \frac{1}{(x_k,n_{j-1},c_j)^{n_j-1}} \\
\end{array} \right]
\end{equation}
Appendix D

Translation of Axis Procedure

Most of the following translation axis procedure is a summary of the concept described in Ref. 7. The procedure is used in Chapter 2 of the present work to simplify the construction of the stiffness matrix of a beam element from its flexibility matrix. Among other methods, this procedure is suitable for the present work because of the following advantages:

(1) The 12-by-12 element stiffness matrix is constructed by only inverting a 2-by-2 flexibility matrix and performing some simple matrix multiplications. This procedure is derived in Ref. 7.

(2) The procedure (1) of Ref. 7 is further modified and exploited in the present work. Direct matrix inversion and multiplication are avoided such that the 12-by-12 stiffness matrix can be constructed only from 5 independent coefficients, i.e. three of the coefficients are related to flexural stiffness, and two of the rest are related to axial and torsional stiffnesses. The application of the present procedure to formulate the stiffness matrix of the non-uniform beam is described in Chapter 2.

(3) The need to calculate only 5 independent variables is an important step in the present work to reduce the computational time.
D.1. Static Equivalence Translation

Consider a force vector $P_\alpha$ and a moment vector $M_\alpha$ at point $\alpha$ as shown in Fig. D.1. The actions at point $\alpha$ can be computed from their static equivalence $P_\beta$ and $M_\beta$ actions at other point $\beta$ based on the following expressions:

$$P_\alpha = P_\beta$$

$$M_\alpha = r_{\alpha\beta} \times P_\beta + M_\beta$$

or, in matrix notations:

$$\begin{bmatrix} P_\alpha \\ M_\alpha \end{bmatrix} = T_{\alpha\beta} \begin{bmatrix} P_\beta \\ M_\beta \end{bmatrix} = \begin{bmatrix} I_3 & 0 \\ c_{\alpha\beta} & I_3 \end{bmatrix} \begin{bmatrix} P_\beta \\ M_\beta \end{bmatrix}$$

Figure D.1 Translation of axes for $(P_\alpha, M_\alpha)$ and its static equivalence $(P_\beta, M_\beta)$
where $I_3$ is a 3-by-3 identity matrix, the vector $r_{\alpha\beta}$ is
\[ r_{\alpha\beta} = x_{\alpha\beta} \hat{i} + y_{\alpha\beta} \hat{j} + z_{\alpha\beta} \hat{k} \]
and $c_{\alpha\beta}$ is a skew-symmetric matrix given as:
\[ c_{\alpha\beta} = \begin{bmatrix} 0 & -z_{\alpha\beta} & y_{\alpha\beta} \\ z_{\alpha\beta} & 0 & -x_{\alpha\beta} \\ -y_{\alpha\beta} & x_{\alpha\beta} & 0 \end{bmatrix} \]

A reverse transformation, i.e. from point $\beta$ to $\alpha$, can be written as
\[ \begin{bmatrix} P_{\beta} \\ M_{\beta} \end{bmatrix} = T_{\alpha\beta}^{-1} \begin{bmatrix} P_{\alpha} \\ M_{\alpha} \end{bmatrix} = \begin{bmatrix} I_3 & 0 \\ c_{\beta\alpha} & I_3 \end{bmatrix} \begin{bmatrix} P_{\alpha} \\ M_{\alpha} \end{bmatrix} \]
where
\[ c_{\beta\alpha} = -c_{\alpha\beta} \]

**D.2. Kinematic Equivalence Translation**

Similar to the above procedure, a kinematic relationship between displacements at two different points on a rigid body can be expressed in a matrix form. Consider a displacement vector $u_\alpha$ and a rotation vector $\theta_\alpha$ at point $\alpha$. The displacements at point $\alpha$ can be computed from their kinematic equivalence $u_\beta$ and $\theta_\beta$ displacements at other point $\beta$ based on the following expressions:
\[ u_\alpha = u_\beta + \theta_\beta \times r_{\alpha\beta} \]
\[ \theta_\alpha = \theta_\beta \]

or, in matrix notations:
\[ \begin{bmatrix} u_\alpha \\ \theta_\alpha \end{bmatrix} = T_{\alpha\beta}^{-T} \begin{bmatrix} u_\beta \\ \theta_\beta \end{bmatrix} = \begin{bmatrix} I_3 & c_{\alpha\beta}^T \\ 0 & I_3 \end{bmatrix} \begin{bmatrix} u_\beta \\ \theta_\beta \end{bmatrix} \]
where
\[ c_{\alpha\beta}^T = -c_{\alpha\beta} \]

**D.3 Stiffness Matrix Construction**
Figure D.2 shows a beam element with six degree of freedom displacements at each end. The relationship between displacements and actions have the following forms:

\[
\begin{bmatrix}
R_a \\
R_b
\end{bmatrix} =
\begin{bmatrix}
S_{jj} & S_{jk} \\
S_{kj} & S_{kk}
\end{bmatrix}
\begin{bmatrix}
U_a \\
U_b
\end{bmatrix}
\]  \hspace{1cm} (D10)

\[
\begin{bmatrix}
U_a \\
U_b
\end{bmatrix} =
\begin{bmatrix}
F_{jj} & F_{jk} \\
F_{kj} & F_{kk}
\end{bmatrix}
\begin{bmatrix}
R_a \\
R_b
\end{bmatrix}
\]  \hspace{1cm} (D11)

where

\[
R_i = \begin{bmatrix} P_i \\ M_i \end{bmatrix} \quad U_i = \begin{bmatrix} u_i \\ \theta_i \end{bmatrix}
\]  \hspace{1cm} (D12)

Figure D.2. Beam element with 6 degrees of freedom displacements at each end

The step procedures to construct the 12-by-12 stiffness matrix \( S \) used in the present work are as follow:
Fig. D.3. A cantilever beam with six degrees of freedom deformations at the tip

1. Determine \( u_k \) displacements at point \( k \) at the tip of a cantilever beam shown in Fig. D.3. A direct integration is used to solve the Euler-Lagrange differential equation.

2. Form the flexibility sub-matrix \( F_{kk} \) from the displacements \( u_k \).

3. Inversion of \( F_{kk} \) produces the stiffness sub-matrix \( S_{kk} \) as follow:

\[
S_{kk} = F_{kk}^{-1}
\]  

4. The sub-matrix \( S_{jk} \) can be determined from \( S_{kk} \) based on Eq. (D2)

\[
S_{jk} = -T_{jk} S_{kk}
\]  

where

\[
T_{jk} = \begin{bmatrix}
I_3 & 0 \\
c_{jk} & I_3
\end{bmatrix}
\] 

Based on Fig. D.3. the vector \( r_{jk} \) can be obtained as
\[ r_{jk} = L \hat{i} \quad (D16) \]

Substitution of Eq (D15) into Eq. (D4) gives
\[
c_{jk} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -L \\ 0 & L & 0 \end{bmatrix} \quad (D17)
\]

(5) Since the stiffness matrix \( S \) is symmetric, the sub-matrix \( S_{kj} \) must be equal to the transpose of \( S_{jk} \)
\[
S_{kj} = S_{jk}^T \quad (D18)
\]

(6) Finally the sub-matrix \( S_{ij} \) can be determined from \( S_{kj} \) based on Eq. (D2)
\[
S_{ij} = -T_{jk} S_{kj} \quad (D19)
\]

If there is no coupling among axial, torsional and flexural stiffness terms, a further simplification can be performed by treating the axial, torsional and flexural stiffness terms separately. For the bending problem in an \( x - y \) plane, the steps above is repeated with a simpler matrix operation, since the static equivalence relationship in Eq. (D2) becomes
\[
\begin{bmatrix} F_\alpha \\ M_\alpha \end{bmatrix} = T_{\alpha\beta} \begin{bmatrix} F_\beta \\ M_\beta \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ L & 1 \end{bmatrix} \begin{bmatrix} F_\beta \\ M_\beta \end{bmatrix} \quad (D20)
\]

For the axial and torsional problems, Eq. (D2) becomes
\[
F_\alpha = T_{\alpha\beta} F_\beta = I \cdot F_\beta \quad (D21)
\]
such that a direct calculation of the stiffness matrix can be obtained using the six steps above.
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