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(ABSTRACT)

Fueled by the rapid advancement in digital and wireless technologies, the ever-increasing capabilities of wireless devices have placed upon us a tremendous challenge – how to put all of this capability to effective use. Individually, wireless devices have outpaced the ability of users to optimally configure them. Collectively, the complexity is far more daunting. Research in cognitive networks seeks to provide a solution to the difficulty of effectively using the expanding capabilities of wireless networks by embedding greater degrees of intelligence within the network itself.

In this dissertation, we address some fundamental questions related to cognitive networks, such as “What is a cognitive network?” and “What methods may be used to design a cognitive network?” We relate cognitive networks to a common artificial intelligence (AI) framework, the multi-agent system (MAS). We also discuss the key elements of learning and reasoning, with the ability to learn being the primary differentiator for a cognitive network.

Having discussed some of the fundamentals, we proceed to further illustrate the cognitive networking principle by applying it to two problems: multichannel topology control for dynamic spectrum access (DSA) and routing in a mobile ad hoc network (MANET). The multichannel topology control problem involves configuring secondary network parameters to minimize the probability that the secondary network will cause an outage to a primary user in the future. This requires the secondary network to estimate an outage potential map, essentially a spatial map of predicted primary user density, which must be learned using prior observations of spectral occupancy made by secondary nodes. Due to the complexity of the objective function, we provide a suboptimal heuristic and compare its performance against heuristics targeting power-based and interference-based topology control objectives. We also develop a genetic algorithm to provide reference solutions since obtaining optimal solutions
is impractical. We show how our approach to this problem qualifies as a cognitive network.

In presenting our second application, we address the role of network state observations in
cognitive networking. Essentially, we need a way to quantify how much information is needed
regarding the state of the network to achieve a desired level of performance. This question
is applicable to networking in general, but becomes increasingly important in the cognitive
network context because of the potential volume of information that may be desired for
decision-making. In this case, the application is routing in MANETs. Current MANET
routing protocols are largely adapted from routing algorithms developed for wired networks.
Although optimal routing in wired networks is grounded in dynamic programming, the crit-
ical assumption, static link costs and states, that enables the use of dynamic programming
for wired networks need not apply to MANETs. We present a link-level model of a MANET,
which models the network as a stochastically varying graph that possesses the Markov prop-
erty. We present the Markov decision process as the appropriate framework for computing
optimal routing policies for such networks. We then proceed to analyze the relationship
between optimal policy and link state information as a function of minimum distance from
the forwarding node.

The applications that we focus on are quite different, both in their models as well as their
objectives. This difference is intentional and significant because it disassociates the technol-
ygy, i.e. cognitive networks, from the application of the technology. As a consequence, the
versatility of the cognitive networks concept is demonstrated. Simultaneously, we are able
to address two open problems and provide useful results, as well as new perspective, on both
multichannel topology control and MANET routing.
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Chapter 1

Introduction

Riding the back of the digital revolution, the ever-increasing capabilities of wireless devices have placed upon us a tremendous challenge – how to put all of this capability to effective use. The complexity of modern wireless networks far exceeds the ability of users and operators to optimally configure them, with the only viable solution being to incorporate greater degrees of intelligence within the network itself. Such a network would perform autonomously (or at least require little human intervention) and be equipped to solve difficult problems and to learn in the face of uncertainty.

A potential solution to these challenges is the emerging field of cognitive networks, which was originally introduced by Thomas et al. [1]. Cognitive networks are formed when a collection of communication nodes organize to achieve network-level goals with the aid of some form of cognitive processing. The concept is an outgrowth of research in cognitive radios, which couples intelligent, or cognitive, processing with a platform that provides the ability to both sense the radio environment and react by changing its configuration. The question that Thomas et al. sought to answer was how cognitive processing could be applied to problems at the network level.

As with any emerging research topic, much of the initial work must be performed at a high
level, answering such questions as “What is a cognitive network?” and “What methods may be used to design a cognitive network?” Chapters 2 and 3 address these questions, with the focus of Chapter 2 being to establish some key characteristics of a cognitive network through comparison against cognitive radio and cross-layer design. As fields of research are usually built on prior, and perhaps concurrent, research topics, Chapter 2 describes similarities with these other areas as well as differences. In Chapter 3, we explore cognitive models and how cognitive models translate to computational methods. We identify learning and reasoning as key characteristics of cognitive networks and describe methods for implementing each of these functions. As cognition is most naturally associated with AI, we discuss the relationship between multiagent systems, a key AI concept, and cognitive networks.

Once a concept has been adequately defined, one’s attention turns to applications. Often, this emphasis on applications enables further refinement of the initial concept. The broad association of cognitive radio research with DSA motivated us to consider network-level DSA problems for application of a cognitive network. DSA seeks to use the radio spectrum more efficiently by taking advantage of variations in the spatio-temporal usage of spectrum owners, or primary users. A key enabler of DSA is the ability of detect primary users in a frequency band. The DSA and cognitive radio communities have been justifiably preoccupied with the detection and classification of primary user signals. However, limitations inherent in the detection of random processes mean that it is impossible to always detect primary users. Also, the potentially time-varying behavior of primary users, coupled with the non-zero amount of time that it takes to vacate channels, creates additional potential for interfering with primary user communications. Additive interference from secondary nodes (i.e. nodes that seek to use spectrum when primary users are inactive) is a network-level issue that is affected by network topology as well as the medium access control (MAC) protocol in use. Network topology has traditionally been defined by node transmit powers, but the advent of multi-channel radios has led to the formation of multichannel topology control problems. Multichannel topology control is a recent development, with few results currently in existence. Furthermore, topology control problems usually do not take into consideration
the effects of the MAC protocol in the topology control objective. In Chapter 4, we formulate a multichannel topology control problem that includes the effects of a CSMA-like MAC protocol as well as the stochastic nature of the wireless medium to minimize the potential for interfering with primary users. The secondary network uses past observations of primary user behavior to compute a spatial map representing the potential for primary users to appear in an area that included the secondary network. This learning of primary user behavior patterns, coupled with heuristic reasoning to minimize an interference objective, is an example of a cognitive network applied to a DSA problem.

While DSA has tremendous potential and has capture the interest of many researchers, emphasis on a particular application may lead to confusion of the technology with the application of that technology. For example, cognitive radio is often used synonymously with DSA, despite the fact that Mitola, the inventor of the cognitive radio concept, identified radio resource management, network management, services delivery, and download certification as potential application areas [2], signifying that the cognitive radio concept is more broad than just DSA. By focusing on a single application, we may leave the impression that the concept does not extend to other types of problems. To address this concern, Chapter 5 addresses the problem of routing in MANETs as another suitable application for a cognitive network. This problem is quite distinct from DSA, which emphasizes the versatility of the cognitive network concept. Routing in MANETs has proven to be a challenging problem, and despite the existence of literally hundreds of routing protocols, there is little work that can claim optimality of a proposed solution. Chapter 5 models a MANET as a Markovian random graph, for which the optimal routing policy is the solution to a Markov decision problem (MDP). However, the optimal policy cannot be executed by real networks due to physical limitations on the availability of link state information. This leads us to characterize the realistic routing problem as a decentralized partially observable Markov decision problem (DEC-MDP), which is also of significant interest in current MAS research. By treating each node in the network as an agent, the problem described in Chapter 5 fits perfectly with the description of a cognitive network as a MAS presented in Chapter 3.
Chapter 6 closes the dissertation by providing a summary of the conclusions that we have reached as a result of the work in preceding chapters. We also provide a summary of the main contributions of this work to the existing body of knowledge and describe opportunities for future research in cognitive networks as well as on the particular problems covered in Chapters 4 and 5.

The main contributions of this dissertation are to the development of the cognitive network concept and to the solution of the two applications that we study. In the cognitive network arena, we contribute to the concept definition and propose ways in which it may be tied to AI as well as methods for implementing the key elements of cognition, learning and reasoning. For the multichannel topology control application, we present polynomial-time heuristics that address our objective function and a polynomial-time heuristic that addresses a previously unstudied power-based multichannel topology control problem. For the MANET routing application, we provide one of the few examples of provably optimal routing policy and give analytical results for several special classes of Markovian random networks.
Chapter 2

Background on Cognitive Networks

Cognitive networks are motivated by complexity. Particularly in wireless networks, there has been a trend towards increasingly complex, heterogeneous, and dynamic environments. While wired networks can also take on any of these characteristics and are not excluded from potential cognitive network applications, wireless networks are a natural focus of research in complex networks because of the significant additional complexity introduced by the wireless medium. Previous wireless research in cognitive radio and cross-layer design has addressed some of these issues, but has shortcomings from the network perspective. Cognitive networks represent a new approach to dealing with this complexity. This chapter is intended to provide a primer on the cognitive network concept. As such, it begins by first explaining the need for cognitive networks, how they are defined, and possible applications for the technology. Then we examine how cognitive networks are related to, but distinct from, previous work in cognitive radios and cross-layer design.

1This chapter is based on the work published in [3] and is a result of joint work with Dr. Ryan Thomas.
2.1 Definition

We suggest the following definition for a cognitive network, first described by Thomas et al. in [1]: A cognitive network is a network with a cognitive process that can perceive current network conditions, and then plan, decide, and act on those conditions. The network can learn from these adaptations and use them to make future decisions, all while taking into account end-to-end goals.

The cognitive aspect of this definition is similar to that used to describe cognitive radio and broadly encompasses many simple models of cognition and learning. More critical to the definition are the network and end-to-end aspects. Without the network and end-to-end scope, the system is perhaps a cognitive radio or layer, but not a cognitive network. Here, end-to-end denotes all the network elements involved in the transmission of a data flow. For a unicast transmission, this might include the subnets, routers, switches, virtual connections, encryption schemes, mediums, interfaces, or waveforms, to mention just a few. The end-to-end goals are what give a cognitive network its network-wide scope, separating it from other adaptive approaches.

2.2 Motivation and Requirements

The overall goal of any technology is that it meet some need in the best way possible for the least cost. With the first half of this goal in mind, a cognitive network should provide, over an extended period of time, better end-to-end performance than a non-cognitive network. Cognition can be used to improve the performance of resource management, quality of service (QoS), security, access control, or many other network goals. Cognitive networks are only limited in application by the adaptability of the underlying network elements and the flexibility of the cognitive process.

In examining the second half of this goal, the cost (in terms of overhead, architecture, and
operation) must justify the performance. We would expect, in general, that implementing a cognitive network would require a system that is more complex than a non-cognitive network. Thus for cognitive networks to be justifiable, the performance improvement must outweigh these additional costs. For certain environments, such as static wired networks with predictable behavior, it may not make sense to convert to cognitive behaviors. Other environments, such as heterogeneous wireless networks, may be ideal candidates for cognition.

Cognitive networks should use observations of network performance as input to a decision-making process and then provide output in the form of a set of actions that can be implemented in the modifiable elements of the networks. Ideally, a cognitive network should be forward-looking, rather than reactive, and attempt to adjust to problems before they occur.

Cognitive networks require a software adaptable network (SAN) to implement the actual network functionality and allow the cognitive process to adapt the network. Similarly to cognitive radio, which depends on a software defined radio (SDR) to modify aspects of radio operation, a SAN depends on a network that has one or more modifiable elements. Practically, this means that a network must be able to modify one or several layers of the network stack in its member nodes. A simple example of a SAN could be a wireless network with directional antennas (antennas with the ability to direct their maximum receive or transmit gain to various points of rotation). A more complex example would incorporate more modifiable aspects at various layers of the protocol stack, such as MAC adaptations or routing control.

2.3 Foundations and Related Work

Having defined a cognitive network, it is helpful to review some existing research areas related to the cognitive network concept. We take a look at two areas in particular, cognitive radio and cross-layer design. We also examine other current research on the cognitive network
2.3.1 Cognitive Radio

**Shared Attributes with Cognitive Networks**  The 50 percent correlation in nomenclature would of itself imply some degree of commonality, and it can certainly be argued that research in cognitive radio has sparked the formulation of the cognitive network concept. What cognitive radios and cognitive networks do share is the cognitive process that is the heart of the performance optimizations. An essential part of the cognitive process is the capability to learn from past decisions and use this learning to influence future behavior. Both are goal-driven and rely on observations paired with knowledge of node capabilities to decide on current actions and plan for the future. A cognitive radio requires tunable parameters which define the optimization space of the cognitive process. These tunable parameters are ideally provided by an SDR. The concept of the SAN is the cognitive network analog of SDR. Therefore, both technologies employ a software-configurable platform that is controlled by the cognitive process.

**Differences from Cognitive Networks**  Cognitive networks are delineated from cognitive radios by the scope of the controlling goals. Goals in a cognitive network are based on end-to-end network performance, whereas cognitive radio goals are localized only to the radios user. These end-to-end goals may be derived from users, applications, and/or resource requirements. This difference in goal scope from local to end-to-end enables the cognitive network to operate more easily across all layers of the protocol stack. Current research in cognitive radio emphasizes interactions with the physical layer, which limits the direct impact of changes made by the cognitive process to the radio itself. Agreement with other radios on parameters that must match for successful link communication is reached through a process of negotiation. Since changes in protocol layers above the physical layer tend to impact more nodes in the network, the cognitive radio negotiation process would have to be
expanded to include all nodes impacted by the change. However, because the negotiation process is unable to assign precedence to radios desires without goals of a broader scope, achieving agreement among multiple nodes may be a slow process. Any resulting compromise may result in suboptimal network performance. In contrast, cognitive networks are more cooperative in nature, since the performance is referenced to the end-to-end goals and nodes within a single cognitive element must cooperate to enact decisions.

Another significant difference between cognitive radios and cognitive networks is the degree of heterogeneity that is supported. Cognitive networks are applicable to both wired and wireless networks whereas cognitive radios are inherently for wireless use. Since the cognitive network may span multiple wired and wireless mediums, it is useful for optimizing performance for these heterogeneous types of networks, which are generally difficult to integrate.

The fact that a cognitive network is composed of multiple nodes also adds a degree of freedom in how the cognitive processing is performed compared to cognitive radio. A cognitive network has the option to implement a centralized cognitive process, a fully distributed cognitive process, or a partially distributed cognitive process.

### 2.3.2 Cross-Layer Design

**Shared Attributes with Cross-Layer Design** Designs that violate the traditional layered approach by direct communication between non-adjacent layers or sharing of internal information between layers are called cross-layer designs [4]. Cognitive networks may directly or indirectly share information that is not available externally in the strict layered architecture. Therefore, cognitive networks may perform cross-layer design.

The common theme is that observations are made available externally and some adaptation is performed at a layer other than the layer providing the observation. In a cognitive network that included multiple layers in its SAN, protocol layers provide observations of current conditions to the cognitive process. The cognitive process then determines what is optimal
for the network and changes the configurations of network elements’ protocol stacks.

**Differences from Cross-Layer Design** Despite similarities, cognitive networks reach beyond the scope of cross-layer designs. The cognitive network may support trade-offs between multiple goals and in order to do so may perform multi-objective optimization (MOO), whereas cross-layer designs typically perform single objective optimizations. Cross-layer designs perform independent optimizations that do not account for the network-wide performance goals. Trying to achieve each goal independently is likely to be suboptimal, and as the number of cross-layer designs within a node grows, conflicts between the independent adaptations may lead to adaptation loops [5]. This pitfall is avoided in a cognitive network by jointly considering all goals in the optimization process.

The ability to learn is another significant difference. The cognitive network learns from prior decisions and applies the learning to future decisions. Cross-layer designs are adaptations that respond the same way when presented with the same set of inputs, regardless of how poorly the adaptation may have performed in the past. The ability to learn from past behavior is particularly important in light of the fact that our understanding of the interaction between layers is limited.

As was the case when compared to cognitive radio, the scope of goals and observations sets cognitive networks apart from cross-layer design. The observations used by the cognitive process span multiple nodes, and the optimization is performed with with a network-level objective in mind, whereas cross-layer design is node-centric. This global information allows the cognitive process to adapt in ways that are not possible when nodes have limited visibility into the state of other nodes or parts of the network, as is the case with cross-layer design.
2.3.3 Cognitive Networks in the Literature

Perhaps the first mention of a cognitive network-like concept was in the article by Clark et al. on the network knowledge plane, which they define as a “pervasive system within the network that builds and maintains high level models of what the network is supposed to do” [6]. Thomas et al. [1] were the first to define the term “cognitive network” and examine its functionality. More recently, the End-to-End Reconfigurability Project II [7], m@ANGEL platform [8], CTVR at Trinity College [9], and the Institute for Wireless Networks at RWTH Aachen University [10] have proposed architectures at various degrees of maturity for end-to-end oriented, autonomous networks. These architectures are typically focused on a particular application (such as 4G cellular or wireless), implementation (such as the cognitive mechanism or associated API), or problem (such as mobility or management).

2.4 Generic Cognitive Network Hierarchy

A common model of cognition is the three-level theory [11]. The model is often summarized as consisting of behavioral, functional, and physical layers. The behavioral level determines what observable actions the system produces, the functional layer determines how the system processes the information provided to it, and the physical layer comprises the neuro-physiology of the system.

From this concept, we derive a three-layer framework, with each layer corresponding roughly to the layers of the three-level theory. At the top layer are the goals of the system and elements in the network that define the behavior of the system. These goals feed into the cognitive process, which determines the actions that the system takes. The SAN is the physical control of the system, providing the action space for the cognitive process. This framework is illustrated in Fig. 2.1.

The framework allows a cognitive process to consist of one or more cognitive elements,
operating in some degree between autonomy and full cooperation. If there is a single cognitive element, it may still be physically distributed over one or more nodes in the network. If there are multiple elements, they may be distributed over a subset of the nodes in the network, on every node in the network, or several cognitive elements may reside on a single node. In this respect, the cognitive elements operate in a manner similar to a software agent.

### 2.4.1 User/Application/Resource Requirements

The top-level component of the cognitive network framework includes the end-to-end goals, cognitive specification language (CSL), and cognitive element goals. The end-to-end goals,
which drive the behavior of the entire system, are put forth by the network developers, users, applications and/or resources. Without end-to-end goals guiding network behavior, undesired consequences may arise. This is a problem with many cross-layer designs and is explored in some depth in [5], which illustrates unintended end-to-end interactions in a MAC/PHY cross-layer design.

Like most engineering problems, there is likely to be a trade-off for every goal that is part of the optimization. When a cognitive network has multiple objectives, it may not be able to optimize all metrics indefinitely, eventually reaching a point in which one metric cannot be optimized without affecting another. This set of actions from which no goal can be improved without worsening another is called the Pareto optimal front.

To connect the goals of the top-level users of the network to the cognitive process, an interface layer must be developed. In a cognitive network, this role is performed by the CSL, which provides behavioral guidance to the elements by translating the end-end goals to local element goals. Less like the Radio Knowledge Representation Language (RKRL) proposed by Mitola for cognitive radio and more like a QoS specification language [11], the CSL maps end-to-end requirements to underlying mechanisms. Unlike a QoS specification language, the mechanisms are adaptive to the network capabilities as opposed to fixed. Furthermore, a CSL must be able to adapt to new network elements, applications, and goals, some of which may not even be imagined yet. Other requirements may include support for distributed or centralized operation, including the sharing of data between multiple cognitive elements.

2.4.2 The Cognitive Process

There is not a common, accepted definition of what cognition means when applied to communication technologies. The term cognitive, as used in this chapter, follows closely in the footsteps of the definition used by Mitola in [2] and the even broader definition of the FCC. The former incorporates a spectrum of cognitive behaviors, from goal-based decisions to proactive adaptation. Here, we associate cognition with machine learning, which is broadly
defined in [12] as any algorithm that “improves its performance through experience gained over a period of time without complete information about the environment in which it operates.” Underneath this definition, many different kinds of artificial intelligence, decision making, and adaptive algorithms can be placed, giving cognitive networks a wide scope of possible mechanisms to use for reasoning and learning.

Learning serves to complement the decision-making of the cognitive process by retaining the effectiveness of past decisions under a given set of conditions and/or by revealing behavioral patterns in the network environment that aid in planning and future decision-making. Gauging the effectiveness of past decisions requires a feedback loop to measure the success of the chosen solution in meeting the objectives defined. This is retained in memory, so that when similar circumstances are encountered in the future, the cognitive process will have some idea of where to start or what to avoid. Learning behavioral patterns may be accomplished by using observations to update a deterministic or stochastic model of the environment. This model is used as an input to the reasoning process, so that as the accuracy of the model improves as a result of learning, reasoning performance also improves.

The effect of a cognitive process’s decisions on the network performance depends on the amount of network state information available to it. In order for a cognitive network to make a decision based on end-to-end goals, the cognitive elements must have some knowledge of the network’s current state or the state of the network environment. If a cognitive network has knowledge of the entire state, decisions at the cognitive element level should be at least as good, if not better (in terms of the cognitive element goals) than those made in ignorance. For a large, complex system such as a computer network, it is unlikely that the cognitive network would know the total system state. There is often a high cost to exchange this information, and it may even be impossible to know the instantaneous network state due to an inability to communicate state information before it changes. This implies that a cognitive network will have to work with partial state information.

The performance costs of a distributed system knowing less than the whole state of the
system could be termed the *price of ignorance*. Of course, the price of ignorance would only account for costs due to decisions made on insufficient information. Other issues that may arise in systems with limited information, such as the reduction in overhead from reduced data collection and distribution or the increase in critical nodes knowledge of important information represent different design issues in the engineering trade-space.

### 2.4.3 Software Adaptable Network

The SAN consists of the application programming interface (API), modifiable network elements, and network status sensors. The SAN is really a separate research area, just as the design of the SDR is separate from the development of the cognitive radio, but at a minimum the cognitive process needs to be aware of the API and the interface it presents to the modifiable elements. Just like the other aspects of the framework, the API should be flexible and extensible.

Another responsibility of the SAN is to provide observations of the network state or surrounding environment to the cognitive process. These observations are the source of the feedback used by the cognitive process. Possible observations may be local (such as bit error rate, battery life, or data rate), nonlocal (such as end-to-end delay and clique size), external (such as spectrum scanning), or compilations of different observations.

Overall, the SAN enables the higher-level cognitive processing that occurs in cognitive elements. The control of modifiable elements in the SAN, as well as observations made by the SAN, are used in reasoning and learning. As reasoning and learning are the key elements in cognitive processing, we devote the next chapter to a discussion of these elements.
Chapter 3

Learning and Reasoning: Key Elements of Cognitive Networks

The emerging research area of cognitive networks offers a potential solution for dealing with the increasing complexity of communication networks by empowering networks with learning and decision-making capabilities. A key feature of a cognitive network, as described in Chapter 2, is the cognitive process, which is responsible for the learning and reasoning that occurs in the cognitive network. This chapter investigates the underlying mechanisms for the cognitive process and the trade-offs involved in selecting and implementing these mechanisms. We restrict our focus to selected methods that appear to be applicable to cognitive networks and do not attempt to evaluate all possible methods for reasoning and learning.

The terms learning and reasoning are difficult to define for general use, making it important to explain what these terms mean to us. Following the line of thought in [15], we consider reasoning to be the immediate decision process that must be made using available historical knowledge as well as knowledge about the current state of the world. The primary respon-

---

1The majority of this chapter is based on the sections of [13] that were written by me. Section 3.4, which is based on [14], is the result of joint work with Mustafa ElNainay and Yongsheng (Sam) Shi.
sibility of reasoning is to choose a set of actions. Learning is a long-term process consisting of the accumulation of knowledge based on the perceived results of past actions. Cognitive nodes learn by enriching the knowledge base to improve the efficacy of future reasoning. It is not always easy to separate reasoning and learning along these lines since the two may be tightly coupled. We will endeavor to point out cases in which they cannot be easily separated as they are encountered.

Having established our position on the nature of learning and reasoning in a cognitive network, we proceed to discuss frameworks for learning and reasoning in Section 3.1, where we also give our reasons for viewing the multi-agent system (MAS) as a fitting framework for bridging the gap between AI and cognitive networks. Section 3.2 goes into detail on some of the methods that may be used for learning and reasoning in a cognitive network. We then turn our attention in Section 3.3 to the sensor and actuator functions that close the cognitive loop and give our perspective on how existing research in sensor networks may be used to benefit cognitive networks. Section 3.4 concludes the chapter with a presentation of a cognitive node architecture that facilitates the elements of cognitive processing described in this chapter and in Chapter 2.

### 3.1 Frameworks for Learning and Reasoning

As a starting point for investigating systems that are capable of learning and reasoning, it is helpful to consider general cognitive architectures. More specifically, we are interested in cognitive architectures that are intended for implementation in a computing device. A variety of such architectures exist with varying degrees of complexity. At the higher complexity end of the scale are the so-called universal theories of cognition such as ACT-R [16], Soar [17], and ICARUS [18]. Each of these architectures seeks to capture all of the components of the human mind and the interactions necessary for cognition. Toward the other end of the complexity scale are the OODA and CECA loops [19]. These two architectures do not
attempt to incorporate all of the elements of human thinking but are intended to model the
decision-making process to provide a basis for improved command and control in military
decision-making. A cognitive architecture that is closely related to the OODA loop is the
cognition cycle proposed in [2], which is the basis for many of the architectures used in
cognitive radio research.

3.1.1 Linking Cognitive Architectures to Cognitive Network Architectures

While it is tempting to convert the most human-like cognitive architectures to cognitive
network architectures, we must not forget that the purpose of the cognitive network is to
exchange data between users and applications within the network. By directly converting
human cognitive models for use in cognitive networking, we may introduce unnecessary com-
plexity. Therefore, it may be appropriate to simplify a human-like cognitive architecture to
remove the elements that are superfluous to the purposes of networking. On the other hand,
some cognitive architectures may be oversimplified and lack key elements for a successful
cognitive network architecture. An example of this may be the OODA loop, which in its
simplest incarnation [19] does not include learning. It is conceivable for a cognitive network
to be designed without the capacity to learn; however, cognitive networks are most likely to
be applied to complex problems that are difficult or infeasible to completely characterize at
design time. Therefore, we expect learning to play a central role in a cognitive network.

More recently, there have been proposals for cognitive network architectures in [9, 10]. The
architectures presented in [9,10] are based on the cognition cycle of Mitola [2] and focus on the
inner workings of a cognitive node. In [10], Mahonen et al. propose that a toolbox of methods
from machine learning, mathematics, and signal processing be available for matching to the
needs of the decision-making process. In [9], Sutton et al. describe a reconfigurable node
architecture for use in cognitive networks. The emphasis is on enabling reconfiguration at all
layers of the protocol stack, with reconfiguration varying from changing parameters within
a layer to replacement of the entire layer with a different protocol.

### 3.1.2 The Cognitive Network as a Multiagent System

Discussion of cognition, learning, and reasoning in a computational environment inevitably leads to a discussion of artificial intelligence. One of the largest subfields within AI is the multi-agent system (MAS). Although a MAS has no universally accepted definition, we will adopt the definition in [20], which relies on three concepts: situated, autonomous, and flexible. *Situated* means that agents are capable of sensing and acting upon their environment. The agent is generally assumed to have incomplete knowledge, partial control of the environment, or both limitations [21]. *Autonomous* means that agents have the freedom to act independently of humans or other agents though there may be some constraints on the degree of autonomy each agent has. *Flexible* means that agents’ responses to environmental changes are timely and pro-active and that agents interact with each other and possibly humans as well in order to solve problems and assist other agents. A special case of a MAS is the study of cooperative distributed problem solving (CDPS), which differs from a MAS in that, in addition to the three concepts describing a MAS, CDPS also possesses inherent group coherence [22]. In other words, motivation for the agents to work together is inherent in the system design. This simplifies the problem but leaves the challenging issue of how to ensure that this benevolence is put to good use.

In [15], Dietterich describes a standard agent model consisting of four primary components: observations, actions, an inference engine, and a knowledge base. In this agent model, reasoning and learning are a result of the combined operation of the inference engine and the knowledge base. By our definition, reasoning is the immediate process by which the inference engine gathers relevant information from the knowledge base and sensory inputs (observations) and decides on a set of actions. Learning is the longer term process by which the inference engine evaluates relationships, such as between past actions and current observations or between different concurrent observations, and converts this to knowledge
to be stored in the knowledge base. This model fits well within most of the cognitive architectures previously mentioned, and we shall use it as our standard reference for our discussion of learning and reasoning.

Returning to the cognitive network architecture in Figure 2.1, we will relate this architecture to the agent model just described. Sensory inputs (network status sensors) in the cognitive network architecture are received from nodes in the network through the SAN API. Actions are taken on the modifiable elements using the SAN API as well. Inference engines and knowledge bases are contained within the cognitive elements. In distributed implementations, each cognitive element consists of multiple agents (i.e. network nodes) that learn and reason cooperatively to achieve the common element goals. Interactions between groups of agents belonging to different cognitive elements can be opportunistic, allowing competition between cognitive elements.

At this point it is clear that a cognitive network can be framed as a MAS. This is perhaps no surprise due to the generality of the MAS definition, but we will continue a step further and explain why a cognitive network is more aligned to the CDPS framework when agents share the same set of end-to-end goals. A key component of the definition of a cognitive network is the existence of end-to-end goals that drive its behavior. These goals provide a common purpose for each agent and motivate them to work together. Referring to Figure 2.1, the greatest alignment occurs among agents within the same cognitive element since they have the same element goals. Across cognitive elements, the element goals are derived from the network’s end-to-end goals. This implies that there is some degree of coherence across cognitive elements.

3.2 Learning and Reasoning within a MAS Framework

Having established the framework within which we will treat learning and reasoning for a cognitive network, we turn our attention to methods that allow agents to learn and reason
and the factors involved in selecting a method. The number of methods that we could discuss is much larger than this chapter can accommodate, so we have simply tried to provide a cross-section of possible methods that are suitable for use in cognitive networks. We have divided the reasoning methods into two categories: generic methods and heuristics. The motivation for doing so is rooted in computational complexity and the trade-off between general versus limited-scope methods.

### 3.2.1 Complexity and Exploitation of Domain Knowledge

Many existing network optimization problems have been shown to be NP-hard. In fact, networking research seems to attract much attention from theoretical computer scientists due to the rich variety of computational complexity issues that arise from inherently combinatorial problems. Since cognitive networks are intended to address the inherent complexity in networking problems, we would expect the problems addressed by cognitive networks to frequently be NP-hard. Since such problems are unlikely to admit polynomial time optimal solutions, researchers must devise non-optimal methods. Frequently, a heuristic algorithm can be found that provides reasonable average performance and, in some cases, algorithms can be proven to provide solutions that are within some factor of the optimal (these are known as approximation algorithms). Another approach is to use a more general problem-solving method such as a metaheuristic. These methods are applicable to a wider variety of problems; therefore, we refer to them as generic methods.

In the context of a cognitive network, the flexibility of a generic reasoning method is more aligned with the concept of human cognition in that a single “brain” is able to solve problems of various types, whereas a heuristic is more limited in the range of problems that it may address. In fact, a heuristic may become worthless with even a slight change in the problem definition. This is because heuristics tend to exploit domain-specific knowledge (i.e. the specifics of the problem) to a greater degree than generic reasoning methods. This exploitation may provide significant improvements in performance, but at the cost of flexibility. The
decision between the degree of flexibility needed for the reasoning method is driven by the intended application. However, heuristics may be able to provide some flexibility to the cognitive network if they form a toolbox of reasoning methods, with the appropriate heuristic being selected at runtime, as described in [10].

### 3.2.2 Elements of Reasoning

The primary objective of reasoning within a cognitive network is to select an appropriate set of actions in response to perceived network conditions. This selection process ideally incorporates historical knowledge (often referred to as short term and long term memories) as well as current observations of the network’s state.

Often reasoning is categorized as either inductive or deductive. Inductive reasoning forms hypotheses that seem likely based on detected patterns whereas deductive reasoning forgoes hypotheses and only draws conclusions based on logical connections. Due to the size of the cognitive network state space, which is likely to grow combinatorially with the number of network nodes, the cognitive process must be capable of working with partial state information. Since the cognitive process always sees a limited view of the network state, it is difficult to draw certain conclusions as required by deductive reasoning. The approach in inductive reasoning of generating a best hypothesis based on what is known to be more conducive to the limited observations available to the cognitive process.

Reasoning (or decision-making) can also be categorized as one-shot or sequential [15]. A one-shot decision is akin to single-shot detection in a digital communications receiver. A final action is selected based on immediately available information. Conversely, sequential reasoning chooses intermediate actions and observes the response of the system following each action. Each intermediate action narrows the solution space until a final action can be chosen. This is a natural approach to problem diagnosis. Sequential reasoning may also be especially useful for proactive reasoning where time constraints are more relaxed and there are only indications of an impending problem. However when immediate action is needed,
such as a response to congestion at a particular network node, a one-shot decision is more expedient.

The formulation of our approach to reasoning in a cognitive network is partly driven by the depth of our understanding of relationships between the parameters we can control and the observations that we have available to us. Treating the network as a system, our actions are the inputs to the system and the observations are the outputs. If we cannot mathematically represent relationships between the inputs and outputs, then we may select a reasoning method that is capable of dealing with uncertainty, such as Bayesian networks. This approach relies heavily on the learning method to uncover the relationships between inputs and outputs, implying the need for a large number of observations to reveal statistical relationships. If we can link inputs and outputs mathematically, then we can use methods based on the optimization of objective functions such as distributed constraint reasoning or metaheuristics. In this case, learning may be used to reduce the time required to find solutions that are within an acceptable range of the optimum.

3.2.3 Generic Methods for Reasoning

3.2.3.1 Distributed Constraint Reasoning

Distributed constraint reasoning problems can be further classified as either a distributed constraint satisfaction problem (DisCSP) or a distributed constraint optimization problem (DCOP). A DisCSP attempts to find any of a set of solutions that meets a set of constraints, whereas a DCOP attempts to find an optimal solution to a set of cost functions. The cost functions in a DCOP essentially replace the constraints in a DisCSP, which allows for a more general problem solving method. Since a DCOP always admits a solution whereas a DisCSP may not be satisfiable, we focus our attention on the application of a DCOP to cognitive networks.

Following the definition given in [23], each agent in a MAS DCOP has control over a variable
Each variable has a finite and discrete domain $D_n$. A set of cost functions $f_{i,j}$ are defined over pairs of variables $x_i$ and $x_j$. The sum of the cost functions provides an objective function that the DCOP seeks to minimize.

A well-known algorithm for solving a DCOP is Adopt [23]. The goals of Adopt are to limit the amount of inter-agent communication, allow flexibility in the accuracy of the solution to speed execution time, provide theoretical bounds on the worst case performance, and allow completely asynchronous operation. Adopt first forms a tree structure based on the cost functions. This tree structure is used to determine which agents communicate and what messages will be transmitted between agents. Agents then iteratively choose solutions for their variables based on local knowledge and exchange these partial solutions in the search for a global solution. Upper and lower bounds on the cost functions are computed and continually refined by the agents as new information is received. Tracking the lower and upper bounds allows early termination of the algorithm when some amount of error in the solution is tolerable.

The desirable characteristics for using Adopt in a cognitive network are asynchronous message passing, autonomous control of each agent’s variable, and the flexibility of choosing solution accuracy. Additional advantages of Adopt are its potential for robustness to message loss and its ability to reduce inter-agent communications through a timeout mechanism [24]. These are especially important for wireless cognitive networks. Two limitations of DCOP algorithms are that cost functions are functions of only two variables and that each agent is assigned only one variable. However, procedures for extension to n-ary cost functions and multiple variables per agent are presented in [23] (without evaluation) with further work on n-ary cost functions in [25].

### 3.2.3.2 Bayesian Networks

The Bayesian network (BN) is a method of reasoning under uncertainty. The uncertainty may be a result of limited observations, noisy observations, unobservable states, or uncertain
relationships between inputs, states, and outputs within a system [26]. All of these causes for uncertainty are common in communications networks. In particular, the ability of cognitive networks to potentially control parameters at different layers in the protocol stack gives rise to concern over interactions between different protocol layers, interactions that are currently not well understood [27]. BNs provide a means for dealing with this uncertainty probabilistically.

BNs decompose a joint probability distribution (JPD) over a set of variables (i.e. events) into a set of conditional probability distributions defined on a directed acyclic graph (DAG). Each node represents a variable in the JPD. The directionality of the edges in the DAG represents parent-child relationships where, conditioned on the knowledge of its parents, a child is independent of all other non-descendents in the network [26]. Each node contains a conditional probability distribution, which is the probability distribution of the variable at that node conditioned on the variables at all parents of the node. The JPD can then be reconstructed as the product of all of the conditional probability distributions.

BNs are an example of a method that incorporates both reasoning and learning. Learning in a BN is accomplished through belief updating. Belief updating is the process of modifying the conditional probability distributions based on observations of variables in the JPD. Knowledge is contained within the conditional probability distributions as well as the DAG structure itself. Reasoning in a BN consists of producing probability estimates of sets of variables based on the current JPD and possibly observed variables as well. BNs only satisfy part of our definition of reasoning since they do not specify a method for selecting an action. To completely satisfy our definition of reasoning, BNs may be paired with a decision making method such as multi-criteria decision making (see [28] for an example).

A well known method for distributed BNs is the multiply sectioned Bayesian network (MSBN) [26]. The MSBN is constructed by sectioning the BN into subdomains that are then assigned to agents in an MAS. Each agent’s subdomain is organized as a junction tree in order to simplify belief updating. The overall network structure is known as a linked junction forest. Organizing the original DAG as a linked junction forest provides guarantees
that cannot be made with arbitrary decompositions of the DAG.

There are two guarantees provided by the MSBN framework that are of particular interest to its application in a cognitive network. First, an agent is only allowed to directly communicate with other agents that share one or more of its internal variables. This ensures that communications are localized with respect to the variable dependencies. Second, the global JPD is consistent with the agents’ conditional JPDs, which means that the MSBN is equivalent to a centralized BN.

Perhaps the first question that arises when considering an MSBN for application to a cognitive network is what the variables should be. There are two scenarios for the types of variables in the network. The variables may inherently be tied to each agent (in which case dynamic cognitive networks such as mobile wireless networks are more easily dealt with), or a subset of the variables may be independent of the number of agents in the MAS (in which case these variables must be protected from loss as agents enter and leave the cognitive network). It is likely that the dependence structure is unknown at design time and therefore must be learned (see Section 3.2.7.2 on learning the DAG structure of a BN). Also, a high average node degree in the DAG implies greater complexity in the computation of conditional distributions as well as increased communication between subdomains in the MSBN. A sparse DAG is ideal from both a computational as well as a communications standpoint.

3.2.3.3 Metaheuristics

Some of the most generic reasoning methods fall under the category of metaheuristics. A metaheuristic is an optimization method that teams simpler search mechanisms with a higher level strategy that guides the search. Metaheuristics commonly employ randomized algorithms as part of the search process [29]. This means that, given the same search space, the metaheuristic may arrive at a different solution each time it is run. Metaheuristics are commonly applied to problems for which finding an exact solution is infeasible. For these types of problems, the time required to find a globally optimum solution grows exponentially in
the dimension of the search space. Metaheuristics trade off solution optimality for a feasible computation time. Since metaheuristics are adept at handling complex problems of various types, they are of interest for cognitive networks.

**Parallel Genetic Algorithms** Parallel genetic algorithms are members of a class of biologically-inspired metaheuristics called evolutionary algorithms (EA). This class also includes evolutionary programming and evolution strategies. Because all three types of algorithms share a similar approach, we will focus only on the parallel genetic algorithm (PGA). The PGA evolves a population of candidate solutions through crossover and mutation operations. Parameters of the search space are encoded in chromosomes that are represented by binary vectors. The objective function is used to evaluate candidate solutions (i.e. chromosomes) and produce a fitness for each candidate solution. The fitness values are used to decide which members of the population survive and/or are crossbred. Randomness in the crossover and mutation operations seeks to explore the search space and provide diversity within the population.

Parallel implementations generally fall into three categories: master-slave, island (also distributed or coarse-grain), and cellular (or fine-grain) [29]. The PGA is centrally controlled in the master-slave model while the island and cellular models give agents more autonomy. Island PGAs appear to hold the most promise for cognitive network applications because the migration policy can be controlled whereas cellular PGAs require local communication at all agents for each generation of the PGA and master-slave PGAs require constant communication between master and slaves. Migration in island models occurs infrequently, which implies reduced communications between agents. Also, the migration in island PGAs can be asynchronous [30], which is a better fit for MAS than the synchronous requirements of cellular or master-slave PGAs. Additional flexibility is available in the injection island genetic algorithm (iGA), which allows island populations to have different resolutions in the binary encoding of parameters in a chromosome [30]. This may be useful in a cognitive network with heterogeneous nodes that have different computational abilities or different amounts of
energy available for computation.

**Scatter Search**  Another member of the EA family is scatter search. Scatter search differs from a genetic algorithm in that new generations are constructed (deterministically or semi-deterministically) rather than randomly generated via mutation and crossover. The basic procedure for a scatter search is to select an initial population, choose a reference set of good and diverse solutions, and then enter an iterative loop of combining and improving solutions to create a new population from which a new reference set is selected [31]. If the reference set can no longer be improved, the algorithm may add diversity to the reference set and continue iterating.

Parallel scatter search is a recent development. Three initial approaches to parallelization given in [31] are synchronous parallel scatter search (SPSS), replicated combination scatter search (RCSS), and replicated parallel scatter search (RPSS). SPSS and RCSS are centrally controlled algorithms that require synchronous operation and the distribution of the reference set at each iteration. RPSS is similar to iGAs in that multiple populations exist simultaneously. Because there is no mechanism specified in [31] for exchanging subsets of the population (i.e. migration), we conclude that the algorithm is asynchronous, which is desirable for cognitive network applications.

A potential drawback of parallel scatter search (PSS) is that the combination and improvement operations are problem-dependent [32], which restricts the flexibility of a PSS. Particularly, it may be difficult to adapt a PSS to changes in the objective function. Since allowing changes in the end-to-end goals of a cognitive network implies changing the objective function, a PSS-based cognitive network may be restricted to having fixed end-to-end goals.

**Tabu Search**  One of the most prominent metaheuristics is tabu search. The key elements of tabu search are a short-term memory called a tabu list, an intermediate-term memory, a
long-term memory, and a local transformation that defines the neighborhood of the current solution [33]. The use of memory in the search process is a major factor in the success of tabu search and distinguishes it from the metaheuristics we have discussed. The tabu list prevents the search from backtracking into territory that has been previously explored. The intermediate-term memory directs the search toward promising areas of the search space (intensification), and the long-term memory directs the search toward unexplored regions of the search space (diversification). By using these memories, tabu search learns from its exploration of the search space. When this learning is tied to the agent’s knowledge base for use in future searches, tabu search is an example of a method that incorporates both learning and reasoning.

A taxonomy for parallel tabu search (PTS) is given in [34]. This taxonomy defines two classes of algorithms that have distributed control and asynchronous communications: collegial and knowledge collegial. Collegial identifies those PTSs in which a process (or agent) simply communicates promising solutions to other processes that make up the PTS. This class is similar to iGAs. Knowledge collegial is more complex in that agents communicate promising solutions but also try to infer global properties from the communicated solutions, such as common characteristics of good solutions.

3.2.4 Reasoning by Heuristic

Thus far, we have focused on methods that are general in nature and may be applied in a variety of circumstances with some tailoring of algorithm details. While metaheuristics in particular are often used to tackle problems that are known to be NP-hard, researchers frequently develop heuristic techniques that perform better by exploiting problem-specific attributes. In fact, this was our motivation for employing heuristics to address the problem in Chapter 4. As heuristics are generally problem-specific, the following examples do not necessarily directly translate into approaches that are meaningful for addressing networking problems, but are intended to show how heuristics exploit problem-specific attributes.
3.2.4.1 Job Shop Scheduling

Job shop scheduling is a classical NP-hard problem [35] in which a finite set of jobs is to be completed on a finite set of machines, with each job consisting of a set of operations that can only be performed on particular machines and in a prescribed order. The objective is to find a schedule of minimum length. A number of heuristic algorithms for job shop scheduling provide approximate solutions that are provably within some factor, $\rho$, of the optimum solution.

One such approximation algorithm, provided by Schmoys et al. [36], uses a randomized procedure to obtain a $\rho$-approximation with high probability. The jobs are first aligned so that they run to completion simultaneously. Since this schedule may require multiple jobs to run on the same machine at once, making the schedule infeasible, a randomized delay is prepended to each job, reducing the probability of conflict. In the final stage, the schedule is “flattened” so that any conflicts for the same machine are resolved by sequential scheduling of the operations.

Randomization is a powerful technique that is often used in heuristic algorithm development as well as in metaheuristics. Schmoys et al. are able to exploit the fact that introducing random delays to the job shop scheduling problem results in a reduction in the probability of conflict. Then, the ability of each machine to sequentially process any number of jobs is exploited to eliminate any conflicts that may remain.

3.2.4.2 Robot Motion Planning

Robot motion planning is the problem of, given a destination or final goal, determining the series of motion controls that will result in reaching the destination while avoiding potential obstacles along the way. The obstacles may be fixed in their location, or they may be moving, which leads to the dynamic motion planning problem. The two-dimensional dynamic point robot motion planning problem with bounded velocity, which has been shown to be NP-
hard [37], models the robot as a point in the plane that has a finite maximum velocity and assumes that obstacles are moving with fixed linear trajectories without rotating.

Kant and Zucker [38] tackle the two-dimensional dynamic robot motion planning problem with a two-level heuristic approach in which one level addresses global path planning while the other level performs local path planning. At the global level, the problem is broken down into path planning and trajectory planning, collectively referred to as path-velocity decomposition (PVD), where path planning is the process of breaking the overall path into straight-line segments and trajectory planning involves assigning a velocity to the robot for each segment in the path. The local-level heuristic is then left to address imminent collisions. When local sensors detect a nearby obstacle, the robot employs a repulsion-based algorithm to avoid a collision. If the avoidance algorithm causes the robot to be unable to continue the current global plan, the PVD stage is repeated to establish a new plan.

Kant and Zucker’s heuristic contains elements of cognitive behavior such as sensing, actuation, reasoning, and planning. It exploits a geometric model of the robot’s environment and simplifies path planning by constraining the plan to be a set of constant-velocity line segments. Since this linear path plan is not necessarily collision-free, Kant and Zucker add a local path-planning (i.e. collision avoidance) heuristic that handles situations in which the global path plan is leading the robot toward a collision. By constraining the global path plan to a finite set of constant velocity sub-plans and not requiring the global plan to be collision-free, the problem difficulty is greatly reduced. Then, the robot is supplied with a collision avoidance algorithm to handle situations in which the global path plan fails. This approach of first providing a best solution based on a subspace of the original problem and then providing a failure-recovery mechanism to handle issues that arise when implementing this solution may be useful as an approach for cognitive network heuristics.
3.2.4.3 Delay-constrained Least-cost Routing

In the standard routing problem, the goal is to deliver packets over paths that minimize a cost function. This problem is solvable in polynomial time using dynamic programming approaches. QoS routing imposes additional constraints that often increase the complexity of the problem. For example, delay-constrained least-cost routing, which routes a packet over the least-cost path that satisfies a delay constraint, is known to be NP-complete [39]. Chen and Nahrstedt tackle the delay-constrained least-cost routing problem in wireless networks using a ticket-based probing heuristic, in which the number of candidate routing paths that are searched is limited by the number of tickets issued by the source node [40]. For tighter delay constraints, more tickets are issued by the source.

Two types of tickets are issued: yellow tickets, which favor satisfying the delay constraint, and green tickets, which favor least-cost paths. The number of each type of ticket is based on a linear function of the delay constraint. Nodes that receive probes containing tickets split the tickets among outgoing links using an inverse proportional weighting of estimated delay for yellow tickets and an equivalent function using cost instead of delay for green tickets.

The reasoning behind the heuristic is that green tickets are used to aggressively search for a low-cost path that satisfies the delay constraint, with a high probability of failure, while yellow tickets serve as the backup by emphasizing discovery of paths that satisfy the delay constraint but may have much higher total cost. This approach is similar to that of the heuristic for the robot motion planning problem in Section 3.2.4.2 in that the heuristic first reduces the size of the problem space (by constraining the number tickets issued) and then provides a backup mechanism (yellow tickets) in case the primary mechanism (green tickets) fails.
3.2.5 Multiobjective Reasoning

The discussion so far has focused on cases in which the cognitive network has a single goal (or objective function), and perhaps additional constraints. However, it is also possible for the cognitive network to have multiple, potentially competing, goals. Reasoning then becomes a multiobjective problem. Multiobjective optimization attempts to first find members of the Pareto-optimal set, and then decide on a single solution from the set of Pareto-optimal solutions. Multiobjective DCOP is a recent development. Results in this area can be found in [25, 41, 42]. Multiobjective optimization is a well studied topic for evolutionary computation with some results for distributed multiobjective genetic algorithms in [43, 44]. Bayesian networks can be teamed with multi-criteria decision making to handle multiple objectives [28].

3.2.6 Elements of Learning

Thus far we have discussed some powerful methods for reasoning based on current knowledge. However, these methods are severely impaired when there is no knowledge base available to guide reasoning. Teaming learning with reasoning makes the core of the cognitive process complete.

Learning methods may be classified as supervised, unsupervised, or rewards-based [45]. Supervised learning requires that the learning method be trained using known inputs and outputs provided by an expert. The expert is usually human, and the process of generating training data sets is generally laborious, if not infeasible. Rewards-based learning uses a feedback loop in which the feedback consists of measurements of the utility (i.e. reward) of prior actions. Rewards-based methods must then infer the correctness of prior actions based on the utility measurements. Unsupervised learning operates in an open loop without any assistance from an expert or utility measurements. Due to the difficulty of applying supervised and unsupervised learning methods to MASs, the majority of research on learning
in a MAS environment has focused on rewards-based learning [45]. It may be reasonable to use rewards-based learning for learning in cognitive networks as well since the possible variations in the network environment are too large to make supervised learning feasible, whereas performance measurements are readily available at all layers of the protocol stack.

One of the major issues encountered in developing a rewards-based learning system for a MAS is the credit assignment problem (CAP). The CAP is the problem of determining how to assign credit or blame to agents for the results of prior actions. It can be broken into two parts: the correlation of past actions with observations and the assignment of credit. The first stage is particularly difficult in a cognitive network because of the variation in response time to changes made at different layers of the protocol stack. For example, a change in transmit power may be observed within milliseconds as degraded signal-to-interference-and-noise ratio (SINR) at neighboring nodes. The same change in transmit power may also result in congestion apparent at the transport layer; however, the response time of the congestion observation is likely to be on the order of seconds.

For MASs in general, there are two levels of credit assignment that must be made: inter-agent CAP and intra-agent CAP [22]. Inter-agent CAP deals with assigning credit to agents based on the level of responsibility that each agent has for taking the actions. Since a MAS may not be cooperative, one agent may be more responsible for a particular action than any other and should therefore be assigned more credit or more blame. An example of this is the ACE algorithm [46] in which agents compete for the right to take actions based on estimates of their action’s usefulness. Since only winning agents in ACE are allowed to implement their actions, credit should only be assigned to winning agents. The inter-agent CAP in a cognitive network may be simpler if agents take actions based on global agreement. In this case, a uniform credit assignment may be appropriate. This leaves intra-agent CAP, which is the process of determining the knowledge or inference that led to the action under consideration. To perform intra-agent CAP, a short-term history of past actions and their bases must be kept until actions can be correlated with their results. Agents must determine whether the action was due to inference from observations, knowledge in the knowledge base,
or some combination of the two and then respond appropriately.

### 3.2.7 Methods for Learning

Methods for learning should be considered along with the reasoning method. As we have seen with Bayesian networks, the coupling is sometimes so tight as to make the distinction between learning and reasoning difficult. While not all feasible pairings of learning and reasoning methods are this closely coupled, there is an inescapable dependency that necessitates their joint selection. The dependency comes from the need to apply what the learning algorithm has stored in the knowledge base. If this knowledge is not used, then learning is superfluous. This dependency motivates us to consider learning as paired with one of the methods of reasoning discussed previously.

In line with our discussion of rewards-based learning, we will discuss Q-learning and case-based reasoning. Reinforcement learning, of which Q-learning is an example, has been a popular subject for learning in MASs. For our discussion, we have paired Q-learning with DCOP. Case-based reasoning may seem misplaced for a section on learning, but, in fact, it is a framework that includes both reasoning and learning. We will discuss learning within the case-based reasoning framework and pair it with a metaheuristic for reasoning.

Bayesian networks do not fit cleanly within the supervised, unsupervised, and rewards-based classification of learning methods. This stems from being a probabilistic network. Learning in Bayesian networks can be thought of as occurring in two stages: first, learning of the network structure and initial conditional distribution estimates, and second, continual belief updating of the conditional distributions. In this section we focus on the first stage since the second stage is part of the previously discussed MSBN algorithm.
3.2.7.1 Q-learning

Q-learning (and reinforcement learning in general) models the world as a discrete-time, finite state, Markov decision process with unknown transition probabilities [47]. Actions result in an observable scalar reward that reveals something about the transition probabilities. Q-learning seeks to determine a policy that will maximize the expected reward. A policy, or decision rule, is a mapping from the observation/state space to the action space. The optimal policy is learned by an iterative process of first selecting an action based on the current state, a set of available actions, and a probability distribution and then updating the current policy based on the reward for the selected action (see [48] for a tutorial on Q-learning). Learning and reasoning are tightly coupled in Q-learning in that actions and the corresponding rewards are used to learn how to reason.

In distributed Q-learning, agents can be classified as performing joint action learning (JAL) or independent learning (IL) [49]. In JAL the agents are fully aware of the actions of all agents, whereas in IL the agents are only aware of their own actions. The JAL case implies communication between agents to share their actions. The IL approach is clearly beneficial when trying to minimize communication overhead in a cognitive network. However, convergence to the optimum learned policy is much more difficult to guarantee. An approach to this problem for stochastic environments is given in [50], where implicit coordination is used to overcome the lack of information about other agents’ actions and converge to the optimal joint policy.

3.2.7.2 Learning of Bayesian Networks

As we mentioned in the discussion of BNs, the structure of the dependency graph may not be known a priori. An obvious consequence of this is that the conditional distributions are unknown as well. This issue is normally addressed by learning the structure of the DAG and then estimating the conditional distributions. The process requires a set of data consisting
of past combinations of inputs and outputs of the system. This data set is not training data
in the sense of a supervised learning method because there is no concept of a correct output
for any particular input. It consists of samples of the system’s behavior.

The ability to learn the structure and conditional distributions of a BN allow a cognitive
network to construct a set of beliefs about the network by observing the behavior of the
network. This could be beneficial for networks that may be deployed in a variety of scenarios
but cannot be fully characterized beforehand. One example of this is wireless networks for
emergency response, where the geographic location for deployment of the network is not
known until a disaster occurs. An additional benefit of learning a BN is that prior knowledge
(such as that generated by an expert) can be incorporated into the BN to improve the learning
process [51].

Learning a BN imposes a heavy computational burden, and this has led researchers to find
ways to parallelize the process. For structures of moderate dimensionality, an asynchronous
complete search such as in [52] may be feasible. For larger networks, researchers have turned
to metaheuristics such as ant colony optimization [53], variable neighborhood search [54], and
evolutionary algorithms [55] to provide approximate solutions to the BN structure. However,
work on distributed metaheuristics for learning BNs seems to be in the early stages with one
of the first results being reported in [56].

3.2.7.3 Case-based Reasoning

An example of a method that combines reasoning and learning is case-based reasoning
(CBR). In CBR, the knowledge base (or case base) contains cases that are representa-
tions of past experiences and their outcomes. Dynamic networks will inevitably lead to
disparity in the contents of agents’ case bases. However, the structured contents of the case
base can easily be shared among agents. This allows agents that have recently joined the
network to benefit from the experience of other agents. This sharing of case bases also makes
the cognitive network more robust to loss of agents, since the case base can be essentially a
A four-stage cycle for CBR is presented in [57], with the stages being retrieve, reuse, revise, and retain. When a new case is encountered, the retrieve stage selects the most similar case from the knowledge base. The reuse stage combines the new case with this similar case to form a proposed solution. The efficacy of the proposed solution is evaluated in the revise stage, and the case is repaired if it failed to achieve the desired outcome. The final stage, retain, extracts any meaningful results and either enters the learned case into the knowledge base or updates existing cases. Based on this decomposition of CBR, reasoning consists of the retrieve and reuse stages while learning consists of the revise and retain stages.

Distributed case-based reasoning is discussed in [58, 59] where agents have individual responsibility for maintaining their case bases as well as sharing cases with other agents to improve global solutions. We conceptually pair case-based reasoning with a metaheuristic (this combination has been used in [60] for a single agent scenario using the genetic algorithm as the metaheuristic). The metaheuristic revises retrieved cases using information from past searches. This allows the metaheuristic to partition the search space so that it can either focus on finding a better solution in a region that has already produced good solutions or avoid trying to optimize dimensions of the search space that have little effect on solution quality.

The learning stages (revise and retain) are generally problem-specific when using case-based reasoning. For the cognitive network problem, learning may consist of evaluating how well a solution achieved the end-to-end goals. A similar problem to credit assignment occurs when evaluating the success of a solution. The response time of the network to the actions of the cognitive process may have different delays just as with Q-learning. This makes learning more difficult when there are multiple end-to-end goals (i.e. multiobjective optimization), especially when the goals apply to different protocol layers. Learning may also extend to the parameters used by the metaheuristic, in which case the cognitive network is learning how to search more efficiently.
3.3 Sensory and Actuator Functions

The MAS characteristic of *situated* encompasses the ability of agents to sense their environment as well as take actions on their environment. The ability to sense the environment provides the reasoning method with up-to-date information on the state of the network. These sensory inputs also provide the feedback necessary for learning. Actuator functions provide the ability to enact the solution or decision reached after reasoning. Therefore, sensory and actuator functions are vital to learning and reasoning.

Sensory functions lead to parallels between cognitive networks and sensor networks. Sensor networks are deployed to observe changes in an environment. In a cognitive network, the environment consists of the network itself as well as its surroundings. The cognitive network can be conceptually thought of as having a sensor network embedded within it that interacts with the cognitive elements through the SAN API (see Figure 2.1) to provide the status of the network. Sensor networks are usually considered to be limited in terms of available energy and processing power at each sensor node. The energy constraint drives sensor networks to limit communication in the network. In the cognitive network, it is also desirable to limit communication in the network, though the reason is to allow the communication channels in the network to serve users and applications as much as possible.

The processing limitations are less applicable to the sensors within cognitive networks. However, the cost of computation versus communication is leading some researchers to consider performing in-network computation [61] to reduce the amount of communication necessary to obtain the information of interest. It was pointed out in [61] that applications in sensor networks are often interested in aggregate queries such as averages or maximums. This is also relevant to cognitive networks where the observation of interest may be the average delay for flows in the network or the maximum transmit power over all the nodes. Thus, it is equally valuable to perform in-network computation in cognitive networks in order to reduce the required communication needed to obtain aggregates.
One point of difference between typical sensor networks and a cognitive network is that there is usually a single point in a sensor network that requires the aggregate observation, whereas in a cognitive network multiple nodes may need to know this result. One question that may be asked is whether this problem is even scalable in the number of nodes in the network. It has been shown in [62] that (using joint data compression) it is scalable for local observations to be globally distributed. In-network computation then eliminates redundant data and further reduces the load on the network.

Two methods that may be considered as types of in-network computation and data compression, respectively, are filtering and abstraction [3]. Filtering gives agents some autonomy over what local observations should be communicated to one or more agents. The learning process will ideally provide a means for agents to learn which observations have strictly local impacts and which observations need to be shared. When the nature of an observation is such that geographical proximity leads to correlation in agents’ observations, agents may learn that only a subset of the cognitive network needs to report this observation. Abstraction is a common method of representing data in a more compact form. This is analogous to data compression in that redundant information has been removed.

The actuator functions are the means for the cognitive network to change its state as a result of reasoning and learning. Changes are enacted in the modifiable elements using the SAN API and must be coordinated by agents so that actions are coherent. Some changes, such as modulation type, addressing scheme, and MAC protocol, will require a degree of synchronization to prevent interruption to application sessions. In the worst case, poorly implemented actuator functions may lead to network instability. In this regard, research in distributed control may be beneficial.
3.4 Cognitive Node Architecture

A cognitive network achieves network-level cognition by integrating the cognitive cycle across layers in the protocol stack and throughout the nodes of the network. Such cognitive nodes require an architecture that supports observation of the state of the network, collective reasoning to achieve end-to-end network goals, learning from past actions, and reconfiguration of cognitive nodes based on collective decisions. In this section, we describe a cognitive node architecture that is intended to support cooperative distributed cognition.

The architecture presented herein has its roots in the work presented in [9,60] and is therefore derived from research in cognitive radio. The work in [9] provides a platform that allows reconfiguration of the whole protocol stack. We assume the presence of the type of platform described in [9] and focus on adding the ability to perform distributed learning and reasoning.

The cognitive node architecture is shown in Fig. 3.1. There are six major components of the architecture: the reconfigurable platform, stack manager, configuration and observation database (COD), exchange controller, distributed optimization process, and cognitive controller.

3.4.1 Reconfigurable Platform, Stack Manager, and COD

The reconfigurable platform and stack manager are inspired by the like-named components presented in [9]. Thus, each cognitive node has a flexible platform that allows the cognitive controller to choose from a variety of stack configurations in response to network conditions. The stack manager constructs the stack and reconfigures protocol layers.

The COD, which is a relational database, is the main repository for observations and configuration information. By keeping this information in a database, rather than internal to the cognitive controller, the information can be accessed by the exchange controller without interrupting the cognitive controller.
3.4.2 Exchange Controller

The exchange controller offloads communication and management overhead from the cognitive controller. Policies for exchanging observations between cognitive nodes are set by the cognitive controller and stored and enforced within the exchange controller. Thus, when another cognitive node requests data from the COD or knowledge base, the exchange controller responds according to established policy and without intervention from the cognitive controller. Requests from internal sensors for external data pass through the exchange controller so that multiple requests may be packaged in an efficient way. It is likely for observations to be on the order of a few bytes; therefore, the protocol overhead required to transport a single observation could be an order of magnitude larger than the observation itself if we assume a network protocol such as Universal Datagram Protocol/Internet Protocol (UDP/IP) in conjunction with MAC frame headers. By packaging observations appropriately, the exchange controller alleviates some of the protocol overhead in obtaining observations from other nodes.

The exchange controller acts as an application in communicating with the exchange controllers of other cognitive nodes, which explains its connection to the reconfigurable platform in Fig. 3.1. Therefore, application layer protocol processing occurs within the exchange controller. This creates greater modularity in the architecture and simplifies the design of the cognitive controller. Part of the application layer overhead in the exchange controller is providing secure communications between cognitive nodes so that the integrity of critical data, such as new configurations, is maintained. The exchange controller may also offload some of the coordination tasks associated with distributed reasoning.

3.4.3 Cognitive Controller and Distributed Optimization Process

The cognitive controller and distributed optimization process are the heart of the cognitive node. The cognitive controller manages the flow of information to the distributed optimiza-
tion process, deciding when it is necessary to re-optimize the current network configuration, as well as how the distributed optimization process should be configured. The cognitive controller also learns from past experience and stores the knowledge acquired by learning into the knowledge base.

Observations and experiences inherently contain uncertainty. This uncertainty may be related to sensing limitations (e.g. noise, nonlinear channels), but they may also be security-related, such as the trustworthiness of observations from an unknown source. As such, the cognitive controller should be based on a method that directly incorporates uncertainty into its processing.

In the following chapter, we change our focus from describing the cognitive network at a functional and architectural level to application of the cognitive network concept. By focusing on applications, we begin to provide greater clarity to how a cognitive network may operate on real problems.
Chapter 4

Secondary Network Multi-channel Topology Control for Minimizing Expected Outage Potential ¹

Chapters 2 and 3 have focused on higher levels of abstraction with regard to cognitive networks. To deal with the specifics of a cognitive network, thereby helping to solidify the ideas discussed in Chapters 2 and 3, it is useful to define the application to which the cognitive networking concept is to be applied. Hence, this chapter focuses on a particular application of cognitive networking. Our presentation first describes the problem and its associated model, followed by a description of the heuristic approach we have developed for solving the problem. We conclude by discussing how the problem solution satisfies the criteria for being a cognitive network.

In this chapter, we have chosen to apply cognitive networking to DSA. This decision is motivated by the wide-ranging association of cognitive radio with DSA as well as the close ties between cognitive radio and cognitive networks. These associations make it natural to ask how a cognitive network may be applied to DSA problems. We select an area within

¹This chapter is based on the work contained in [63, 64].
DSA that has thus far been largely neglected and show how cognitive networks enable a solution approach.

To date, much of the focus of DSA research has been on detecting primary users and then establishing a network using spectrum that has been identified as unoccupied. Such focus on these areas is justified and must continue; however, due to the stochastic nature of wireless channels and the dynamic behavior of primary users, there exist scenarios where interference to primary users may occur, despite efforts to avoid it. Two such scenarios are:

- Despite an increased emphasis on distributed detection for DSA (see, e.g. [65,66]) and the accompanying improvement in detection capabilities, there will remain some non-zero probability of missed detection. Also, the missed detection probability will vary with the positions of the secondary network nodes relative to primary users, due to resulting variations in the received signal-to-noise ratio (SNR) of the primary user’s signal, making it difficult to maintain a fixed probability of missed detection. This problem is compounded in fading/shadowing environments.

- Primary users may move into the proximity of secondary nodes, or primary user devices may be powered on while the secondary network is in operation on the primary user’s channel. Once the secondary network is operating on a channel, there will be some delay before a newly appearing primary user is detected by the secondary network and further delay while the secondary network vacates the channel. For example, the channel abandonment time requirement for the DARPA XG DSA tests reported in [67] was 500 ms, with a network of up to 6 nodes requiring approximately 450 ms to abandon the channel with high probability. Assuming that not all secondary nodes can detect primary users with high probability (indeed, this is the motivating assumption behind distributed detection for DSA), we would naturally expect the channel abandonment time to increase with secondary network size due to forwarding delays in communicating both detection information (assuming distributed detection is used) and the decision to vacate the channel.
Since in either of these scenarios the secondary network may cause service interruptions, we are motivated to consider how the secondary network topology may be proactively chosen to be *environmentally friendly* to the primary network. In this chapter, we develop a quantitative measure of environmental friendliness based on outage probability that indicates the potential for a secondary network to cause outages to primary users, and using this measure, we formulate an objective function for selecting an optimal topology for the secondary network. The measure of environmental friendliness, called *expected primary outage potential* and signified by $E_o$, requires the secondary network to estimate the potential for primary users to appear and/or to have gone undetected within a region surrounding the secondary network.

This chapter addresses the single-channel case [63] separately from the multi-channel case [64] with heuristics for each. In addressing the multi-channel case, we have also developed a new power-based topology control problem along with a heuristic for solving it and metaheuristics for providing comparison solutions since complete search is impractical. The single-channel heuristic is compared against two well-known single-channel topology control algorithms, one that seeks to minimize total power and one that seeks to minimize interference.

In the following section, we discuss related work on multi-channel topology control as well as outage probability in networks. Then, in Section 4.2, we lay out the stochastic path loss model and describe the way in which a graph-based description for the multi-channel topology is obtained, as well as the way in which the MAC protocol is used to obtain a set of conflict graphs. In Section 4.3, we discuss the outage potential map and provide a simple method for generating the map. Section 4.4 presents the topology control objective function, describes the algorithm for estimating the expected outage potential for a given multi-channel topology, and presents our heuristics for the single- and multi-channel topology control problems. Section 4.5 describes the power-based multi-channel topology control algorithm and a heuristic for finding the min-max power multi-channel topology, which we then compare against our multi-channel heuristic for MinMaxEo topology control in Section 4.6. Finally, in Section 4.7, we describe how the solution to this DSA problem may
be viewed as a cognitive network.

4.1 Related Work

Much work has been done in outage probability for cellular networks (e.g. [68, 69]). More recently, outage probability has been used to analyze multihop spread spectrum networks for DSA [70]. In both the cellular and spread spectrum network models, network nodes are assumed to be constantly transmitting. Since packet networks tend to be bursty, our work focuses on outage probability in random access multi-hop packet networks by explicitly considering the effects of the MAC protocol on outage probability. Additionally, we do not make the simplifying assumption that the interferers are identically distributed at the receiver, as is often done for the cellular case. We further differentiate our work from existing work in this area by the fact that we do not assume that the location of the primary user is known. Instead, we focus on the total impact of the secondary network on its surrounding geographic region.

Topology control in wireless networks has also received a great deal of attention since the influential paper of Ramanathan and Rosales-Hain [71]. However, multi-channel topology control has been less emphasized. We consider the multi-channel topology control problem to be one in which both power and channel is assigned on a per-node or per-link basis (i.e. two degrees of freedom), subject to some constraint(s), to achieve some objective for the network. Some authors use similar terminology, but with a different meaning. For example, Marina and Das [72], Zhu et al. [73], and Naveed et al. [74] address topology control in multi-channel networks; however, none of these papers allow the node power to vary, making these forms of topology control more akin to channel assignment or logical topology control. Thomas et al. [75] address what we consider to be a multi-channel topology control problem; however, they seek to minimize the number of channels used by the network without any constraint on the number of channels used, whereas we assume that a fixed set of channels are
unoccupied by primary users, making them available to the secondary network. Digham [76] also investigates a joint power and channel assignment problem in cognitive radio networks; however, the network consists of nodes communicating directly with an access point, making the network more similar to a cellular rather than ad hoc network. Additionally, our work differs significantly from the cited works in topology control in two ways: first, we directly account for the MAC protocol; and secondly, the objective function is referenced to an external entity (exogenous), whereas topology control objectives generally refer to the performance of the network being optimized (endogenous).

4.2 Channel and Network Models

In this section we present the assumptions and models for the wireless channel as well as the structure of the secondary network. Included in the network model is a graph-based model of the MAC protocol.

4.2.1 Path Loss and Outage Probability

Within the secondary network, we assume that the path loss between arbitrary pairs of secondary nodes is known (via measurement) for any pair of nodes with path loss small enough such that, when transmitting at maximum power, the received power level meets a detection power threshold, $\mu_d$. However, we assume that path loss is unknown between a secondary user and any other point in space that is not occupied by another secondary user. Therefore, specifying the path loss model between secondary nodes and arbitrary points in space is essential for considering the effect on the primary network of energy radiated by secondary nodes.

While the use of deterministic path loss in networking research is widespread, wireless channels are most commonly described using stochastic models, such as lognormal shadowing,
Ricean fading, or composite random variables. We assume that unknown channel gains have a lognormal distribution. The lognormal distribution is a common model for capturing the medium-scale random variations in received signal strength. Finer-scale variations are often modeled by superimposing Ricean, Rayleigh, or Nakagami random variables over lognormal shadowing; however, since we feel it is impractical to compute outage probability on such a fine scale (e.g. every few centimeters), we have chosen a model that reflects more of an average fading effect. Therefore, we model channel gains as

\[ g = 10^{x/10} \frac{\lambda_o}{(d/d_o)^\gamma}, \]  

(4.1)

where \( \lambda_o \) is a reference path loss at fixed distance \( d_o \) in the far-field of the transmitter, \( x \) is a zero-mean Gaussian random variable with standard deviation \( \sigma \) in dB (generally in the range of 4 to 12 dB), \( d \) is the distance between the transmitter and the point at which interference is being quantified, and \( \gamma \) is the path loss exponent (generally in the range 2 to 4). We refer to the (known) channel gain when secondary node \( i \) transmits to node \( j \) as \( g_{ij} \).

### 4.2.1.1 Calculating Outage Probability

Since we have chosen a stochastic path loss model, the amount of interference at an arbitrary point in the plane due to secondary network transmissions is a random variable. This leads us to use outage probability to measure interference, where outage probability is simply, given the distances and transmit powers of a set of secondary nodes, the probability that the total interference caused by the secondary nodes will exceed a power level, \( \mu_{out} \), called the outage threshold. Formally, this is stated as

\[ \rho = \Pr\left( \sum I_k > \mu_{out} \right), \]  

(4.2)
where the $I_k$ are assumed to be independent and are described by

$$I_k = 10^{Z_k/10} \frac{\lambda_o P_k}{(d_k/d_o)^\gamma}$$

with $P_k$ the transmit power of the $k$th interferer, $d_k$ the distance from node $k$ to the point at which interference is being quantified, and all other parameters as in (4.1). It should be noted that for lognormal random variables, the distribution of the sum of interferers, $\sum_k I_k$, is not known in closed form. However, various methods have been proposed for accurately estimating outage probability either via numerical methods (e.g. [68]) or by approximating the sum with another random variable (e.g. [78]).

### 4.2.2 Network Model

We assume that there are $N$ nodes in the secondary network and that each node can transmit at any power in the set $\{0 \cup [P_{min}, P_{max}]\}$ on a per-link basis (i.e. node transmission power depends on the node to which it is transmitting). Directional link $l_{ij}$, originating at node $i$ and terminating at node $j$, is included in the topology if $P_{ij} \cdot g_{ij} \geq \mu_c$, where $P_{ij}$ is the power used when transmitting on $l_{ij}$, and $\mu_c$ is the link connectivity threshold. We begin by defining the maximal communications graph, $G_{max} = (N, L)$, which is the graph that results when all nodes transmit at $P_{max}$. Any other topology is necessarily a subgraph of $G_{max}$. We designate the total number of possible links as $L = |L|$.

Additionally, we assume that there is a set of channels, $\mathcal{H}$, that the secondary network has determined are available for use and that each node is capable of using any available channel on any of its originating links. The set of channels is assumed to be the same for all nodes, as may be the case when nodes perform distributed detection, thereby making collective decisions as to the availability of channels. Nodes possess multi-channel radios, meaning that they can transmit and/or receive on multiple channels simultaneously. Such multi-channel capability through a wideband transceiver has been emphasized in software radio
research over the last decade (for examples, see [79–81]).

The assignment of channels is transparent to the flow of data so that communication graphs, including $G_{\text{max}}$, are defined solely by link power levels. A feasible topology is defined by the assignment of a valid power level (perhaps zero) and channel to each link in $G_{\text{max}}$, resulting in the link power assignment vector $\bar{P}$. Each $\bar{P}$ induces a topology represented by the graph $\mathcal{G}_{\bar{P}} = (\mathcal{N}, \mathcal{L}_{\bar{P}})$ where

$$\mathcal{L}_{\bar{P}} = \{l_{ij} | P_{ij} \cdot g_{ij} \geq \mu_c \},$$

with $P_{ij}$ being the power assigned to link $l_{ij}$ in $\bar{P}$. We restrict the elements of $\bar{P}$ in the following way:

$$P_{ij} \in \{0, \max(P_{\text{min}}, P_{ij} | P_{ij} \cdot g_{ij} = \mu_c)\}, \quad (4.3)$$

to ensure that any link included in the topology will always use the minimum power necessary to close the link, thereby contributing the least possible interference on a per-link basis.

A feasible multi-channel topology consists of the power assignment vector $\bar{P}$ along with the channel assignment vector $\bar{H}$. The channel assignment for link $l_{ij}$ is denoted by $H_{ij}$. A channel assignment vector is feasible if each element, $H_{ij}$, of the vector $\bar{H}$ satisfies $H_{ij} \in \mathcal{H}$. Combining channel and power assignment results in a feasible space consisting of $|\mathcal{H}|^L$ possible multi-channel topologies, where $|\mathcal{H}|$ is the number of channels in $\mathcal{H}$.

For practical purposes (e.g. to allow link layer acknowledgments and standard routing protocols), we restrict ourselves to topologies that include only bi-directional pairs of links (i.e. if $l_{ij}$ is included in the topology, then $l_{ji}$ is also included). However, we describe the network as a collection of directed links because the directionality is necessary for calculation of outage probabilities, as we will describe in Section 4.2.2.2. Our use of bi-directional link pairs leads to the following definition of connectivity:

**Definition 4.2.1.** A directed graph $\mathcal{G} = (\mathcal{N}, \mathcal{L})$, consisting of a set of nodes $\mathcal{N}$ and a set of directed links $\mathcal{L}$, is bi-directionally connected if the following condition holds:

For every pair of nodes $n_1, n_2 \in \mathcal{N}$, there exists at least one directed path from
n_1 to n_2 such that, for every l_{ij} \in \mathcal{L} on the path, it is also true that l_{ji} \in \mathcal{L}.

### 4.2.2.1 The MAC Protocol

We assume that all nodes in the secondary network use a CSMA-like MAC protocol. In the MAC protocol, a node listens to the channel assigned to l_{ij} before attempting to transmit on l_{ij}. Node j can detect that node i is transmitting (to node k) if

\[ P_{ik} \cdot g_{ij} \geq \mu_d, \]

where \( \mu_d \) is the detection threshold. We consider an idealized version of CSMA in that we assume: it takes zero time to detect a transmitting node, there is zero signal propagation delay between nodes, and links will not be simultaneously active if they conflict. We say that a pair of links, l_{ij} and l_{pq}, conflict if \( H_{ij} = H_{pq} \) and either \( P_{ij} \cdot g_{ip} \geq \mu_d \) or \( P_{pq} \cdot g_{pi} \geq \mu_d \). Additionally, links originating at the same node and assigned the same channel will always conflict.

### 4.2.2.2 Conflict Graph

We may use the channel assignment vector to partition \( \mathcal{G}_{\bar{P}} \) into subgraphs, one for each channel. The subgraph for channel \( H \in \mathcal{H} \) is defined as \( \mathcal{G}_{\bar{P},H} = (\mathcal{N}, \mathcal{L}_{\bar{P},H}) \) where

\[ \mathcal{L}_{\bar{P},H} = \{l_{ij} \in \mathcal{L}_{\bar{P}}|H_{ij} = H\}. \]

Using the MAC protocol, we can construct a set of undirected conflict graphs, one for each \( \mathcal{G}_{\bar{P},H} \). The conflict graph for channel \( H \) is denoted by \( \mathcal{C}_{\bar{P},H} = (\mathcal{V}_{\bar{P},H}, \mathcal{E}_{\bar{P},H}) \), which describes the sets of links that may be active simultaneously on channel \( H \) (a single-channel version of a conflict graph is used in [82]). To avoid confusion, we use the graph-theoretic terms vertex and edge when referring to a conflict graph and the terms node and link when referring to a
communications graph. To construct the conflict graph, we take the directional links of $G_{\bar{P},H}$ (i.e. those links with non-zero power in $\bar{P}$ that have been assigned to channel $H$) and make them the vertices of $C_{\bar{P},H}$. An edge exists between two vertices of $C_{\bar{P},H}$ if the corresponding links in $G_{\bar{P},H}$ conflict with each other, indicating that they cannot be active simultaneously.

**Maximal Independent Sets** The notion of an independent set is important in determining outage probabilities in the secondary network. An independent set of the graph $C_{P,H}$ is a set of vertices that share no incident edges. A maximal independent set (MIS) is an independent set that is not a proper subset of any other independent set. For the conflict graph $C_{\bar{P},H}$, the set of all MISs is denoted by $\mathcal{M}_{\bar{P},H}$.

The concept of a MIS is important for our problem because it describes the largest sets of interferers that are allowed by the MAC protocol on a particular channel. By focusing on MISs as the candidate sets of interferers, we are choosing a per-channel worst-case scenario in that, although independent sets are equally valid under the MAC protocol, we only consider outage probabilities that result from the largest sets of interferers allowed by the MAC protocol in a particular channel. As such, the outage probability at a point in the plane, $\xi$, resulting from the MIS $M \in \mathcal{M}_{P,H}$ is given by re-writing (4.2) in the form

$$\rho_\xi(M) = \Pr \left( \sum_{i,j \in M} 10^{c_i/10} \frac{\lambda_0 P_{ij}}{(d(i,\xi)/d_o)\gamma} > \mu_{out} \right),$$

where $d(i,\xi)$ is the distance from node $i$ to the point $\xi$.

### 4.3 Outage Potential Map

While we may construct an interesting topology control objective using only our network model combined with outage probabilities, it would be better to combine these with knowledge of primary user tendencies gained from prior observations. We use this additional
knowledge to estimate the outage potential at a discrete set of points in the geographic neighborhood of the secondary network, called the region of influence (ROI). The term outage potential is meant to reflect the fact that these estimates are forward-looking, in that outages are not necessarily occurring at the present time, and some points in the plane may be more likely than others to have either missed the presence of primary users or for primary users to appear in the future.

This knowledge is geographically oriented, meaning that outage potential is estimated for a discrete set of points in the geographic neighborhood of the secondary network. Such an approach is along the lines of the spectrum hole probability grid used by Shared Spectrum for their XG architecture [83] and the radio environment map proposed by Zhao et al. [84]. Almost 20 years ago, Elfes [85] introduced another closely related concept called the occupancy grid, which has been successfully applied for mobile robot navigation in unknown environments using observations made by sonar and/or stereo ranging sensors. Elfes uses Bayesian methods for updating the occupancy grid, whereas others use Dempster-Shafer theory [86], which is also used in updating the spectrum hole probability grid [83].

We assume that the secondary network has estimated the outage potential at a discrete set of points in its neighborhood and for each channel of interest. These points, designated by $\psi_i$, are the tile centers of a tiling of the ROI, with the complete set of tiles denoted by $\mathcal{A}$. Each tile has a set of channel-dependent weights, $w_i(H)$, that reflect the secondary network’s estimate of the potential for primary users to have gone undetected or to reappear in channel $H$ and within that tile. In a slight abuse of notation, we use $\psi_i$ to denote both the point at the center of a tile as well as the tile itself.
4.3.1 Maximum Likelihood Position Estimation for Outage Potential Maps

The procedure for estimating the outage potential map warrants considerable research of its own. Therefore, in this chapter, we only provide an outline of one rather simplistic way for estimating the outage potential grid. In our outline, we assume that the secondary network employs a distributed detection algorithm to increase the probability of correct detection. In a distributed detection setting, each secondary network node makes a local observation of a channel, after which these observations are combined in some manner to reach a final decision as to whether the channel is occupied.

Since the observations gathered by secondary nodes for primary user detection are either in the form of received signal strength (RSS) or require raw data from which RSS is readily obtained, we leverage the availability of RSS observations to perform position estimation. Patwari et al. [87] investigate the problem of how to determine location estimates for a set of nodes, referred to as the blindfolded devices, for which position is unknown, using RSS measurements from a set of reference nodes for which position is known. Their maximum likelihood (ML) position estimate can be adapted for use in estimating the position of a primary user by treating the primary user as a blindfolded device and treating the secondary nodes as the reference nodes. In this case, the planar maximum likelihood estimate, \( \{x^*, y^*\} \), is the solution to the following:

\[
\{x^*, y^*\} = \arg \min_{x \in X, y \in Y} f(x, y) \tag{4.4}
\]

where

\[
f(x, y) = \frac{b}{8} \sum_{i \in \mathcal{R}} \ln^2 \frac{\hat{d}_i^2}{d_i^2(x, y)} - \sum_{i=1}^{N} \ln \left[ Q \left( \frac{b}{2} \ln \frac{d_{thr}^2}{d_i^2(x, y)} \right) \right], \tag{4.5}
\]

\( \mathcal{R} \) is the set of secondary nodes that detected the primary user, \( \hat{d}_i \) is the expected distance between secondary node \( i \) and the primary user based on the received power level at node \( i \), \( d_i(x, y) \) is the distance from the secondary node \( i \) if the primary user is assumed to be at
position \(\{x, y\}\), \(d_{thr}\) is the distance beyond which the expected received power falls below the detection threshold of reference nodes’ receivers, and \(Q\) is the complement of the standard normal cumulative distribution function. Additionally, the estimate assumes a lognormal shadowing path loss model that is identical to (4.1) so that \(b\) is given by

\[
b = \frac{10\gamma}{\sigma \ln(10)},
\]

where \(\gamma\) and \(\sigma\) are as in (4.1). The maximum likelihood estimate uses the observed power at the set of nodes that detected the primary user (represented by the left sum in (4.5)) as well as the lack of detection by the remaining nodes (represented by the right sum in (4.5)). After differentiating (4.5), a conjugate gradient algorithm may be used to find the minimum.

We assume that spectrum sensing is performed on a periodic basis. Then, by keeping track of the ML position estimates every time a primary user is detected on each channel, we compute \(w_i(H)\) as the number of ML position estimates that fall within \(\psi_i\) and on channel \(H\) over some fixed interval of time, \(\tau\), normalized by the total number of observations made over \(\tau\). Using this approach, we may interpret \(w_i(H)\) as an estimate of the probability that a primary user will appear within \(\psi_i\) and on channel \(H\) in a future observation. Admittedly, this approach is simplistic; however, it is sufficient for our purposes.

### 4.4 MinMaxEo Topology Control

In this section, we formalize the MinMaxEo topology control problem and describe a heuristic procedure for the problem.

#### 4.4.1 Formalizing the Objective

Having described our network model, the outage potential map, and how to compute outage probabilities, we now use these to describe the objective of our topology control problem.
Our objective is to select the topology that causes the min-max per-channel expected outage potential, subject to the constraint that the topology be bi-directionally connected.

To formally state the objective, we start with the single-channel expected outage potential, which is written as

\[
E_o(\bar{P}, H) = \sum_{\psi_i \in A} \left( \frac{w_i(H)}{|M_{\bar{P}, H}|} \sum_{M \in M_{\bar{P}, H}} \rho_{\psi_i}(M) \right),
\]  

(4.7)

where \(w_i(H)\) is the outage potential of channel \(H\) in tile \(\psi_i\), \(\rho_{\psi_i}(M)\) is the outage probability at the center of tile \(\psi_i\) when the MIS \(M\) is active, \(M_{\bar{P}, H}\) is the set of MISs of conflict graph \(C_{\bar{P}, H}\), and \(|M_{\bar{P}, H}|\) is the total number of MISs. The equal weighting of MISs in (4.7) reflects ignorance of the traffic patterns in the secondary network. The overall measure of a multi-channel topology is the maximum per-channel expected outage potential

\[
E_o(\bar{P}, \bar{H}) = \max_{\bar{H}} E_o(\bar{P}, H).
\]  

(4.8)

Topology \((\bar{P}_1, \bar{H}_1)\) is better than topology \((\bar{P}_2, \bar{H}_2)\) if \(E_o(\bar{P}_1, \bar{H}_1) < E_o(\bar{P}_2, \bar{H}_2)\) because, on average, \((\bar{P}_1, \bar{H}_1)\) has less potential to cause outages. Naturally, we seek the topology that has the least potential to cause outages. Therefore, the topology control objective is to find the topology \((\bar{P}^*, \bar{H}^*)\) that satisfies

\[
E_o(\bar{P}^*, \bar{H}^*) = \min_{\bar{P}, \bar{H}} E_o(\bar{P}, \bar{H}).
\]  

(4.9)

We call the min-max per-channel expected outage potential topology control problem Min-MaxEo.

### 4.4.2 Issues in Finding the Optimum Topology

Direct evaluation of (4.9) is problematic on multiple fronts:
1. The size of the feasible multi-channel topology space is exponential in the number of links $L$, meaning that it is also exponential in $N$.

2. For practical values of $P_{\text{max}}, P_{\text{min}}, \mu_c,$ and $\mu_d$, experimental results show that the size of $\mathcal{M}_{\bar{P}, H}$ is also exponential in the number of links assigned to $H$. Therefore, any algorithm requiring enumeration of all MISs cannot be performed in polynomial time.

3. Since interference is the sum of lognormal interferers, which has no closed-form distribution function, computing each $\rho_{\psi_i}(M)$ involves either numerical methods or approximating the sum of interferers by another random variable, either of which is computationally expensive and must be performed repeatedly for every MIS and every tile $\psi_i$.

Each of these issues is clearly a challenge and provides motivation for using a non-optimal heuristic. Therefore, we have developed a heuristic algorithm for finding approximate solutions to (4.9), the details of which are given in the following sections. This heuristic is derived by addressing each of the three main issues listed above, resulting in a polynomial-time algorithm.

### 4.4.3 Randomized Algorithm for Estimating Single-Channel Expected Outage Potential

As was mentioned in Section 4.4.2, there are multiple difficulties with evaluating the expected outage potential of any multi-channel topology, much less finding an optimum topology. In fact, the MIS enumeration problem is known to be NP-hard in the general case [88]. Since evaluating candidate solutions is a necessary intermediate step in our heuristic, we are in need of an efficient means of estimating (4.8). Because (4.8) is easily calculated from the set of single-channel expected outage potentials, we focus on estimating (4.7).
We first rewrite (4.7) as

\[ E_o(\bar{P}, H) = \frac{1}{|M_{\bar{P}, H}|} \sum_{M \in M_{\bar{P}, H}} \sum_{\psi_i \in A} \rho_{\psi_i}(M) w_i(H), \]  

(4.10)

which tells us that we can compute \( E_o(\bar{P}, H) \) by first computing the channel’s expected outage potential on a per-MIS basis and then averaging over all MISs. This alone is not very helpful, but if we are able to approximate the per-MIS calculations using per-link calculations, then we no longer have to repeatedly apply numerical methods to calculate outage probabilities for sums of lognormal random variables. To develop this part of the approximation, we define two quantities related to (4.10), the channel-dependent per-MIS expected outage potential, given by

\[ E_o(M, H) = \sum_{\psi_i \in A} \rho_{\psi_i}(M) w_i(H), \]  

(4.11)

and the per-link expected outage potential, given by

\[ E_o(l_{ij}, H) = \sum_{\psi_i \in A} \rho_{\psi_i}(l_{ij}) w_i(H), \]  

(4.12)

where \( \rho_{\psi_i}(l_{ij}) \) is the outage probability in tile \( \psi_i \) when only link \( l_{ij} \) is active. This leads to the following approximation:

\[ \hat{E}_o(M, H) = \sum_{l_{ij} \in M} E_o(l_{ij}, H). \]  

(4.13)

By using (4.13), we can take advantage of the fact that outage probability from a single lognormal interferer can easily be calculated using the cumulative distribution function for a Gaussian random variable. We also gain the advantage of being able to pre-compute (4.12) once for each link-channel pair.

As this link-sum approximation will be used as a building block for estimating (4.10), we
must first evaluate its accuracy under various lognormal shadowing models. Fig. 4.1 shows histograms of the ratio of the approximation in (4.13) to the actual values for various lognormal shadowing parameters in sets of 100 uniform randomly generated 15-node networks. The number of MISs per network ranges from several hundred to several thousand so that each histogram contains tens of thousands of samples. The approximation is fairly concentrated around the zero error point (a ratio of 1 implies zero error) for the three lognormal parameter sets \((\sigma = 7.1, \gamma = 3.8), (\sigma = 8.3, \gamma = 2.5),\) and \((\sigma = 9.6, \gamma = 2.8),\) which reflect real measurements reported in [89]. The parameter sets \((\sigma = 12.0, \gamma = 4.0)\) and \((\sigma = 4.0, \gamma = 2.0)\) are used to show the performance at the extremes of \(\sigma\) and \(\gamma,\) and while the lower extreme results in some of the most accurate approximations of all parameter sets shown, we see that at the upper limit the approximation is consistently overestimating the actual value. Since \((\sigma = 12.0, \gamma = 4.0)\) is an extreme case, we interpret the estimation errors for these path loss parameters as a bound on the approximation’s performance.

Although (4.13) allows us to avoid the numerical computation necessary for outage probability due to the sum of lognormal interferers, we still need to address the problem of MIS enumeration. To do this, we insert (4.13) back into (4.10) to obtain

\[
\hat{E}_o(P, H) = \frac{1}{|\mathcal{M}_{P,H}|} \sum_{M \in \mathcal{M}_{P,H}} \sum_{l_{ij} \in M} E_o(l_{ij}, H). 
\] (4.14)

If we define the counting function

\[
c(l_{ij}, \mathcal{M}_{P,H}) = \sum_{M \in \mathcal{M}_{P,H}} 1(l_{ij}, M),
\]

where \(1(l_{ij}, M)\) is the indicator function

\[
1(l_{ij}, M) = \begin{cases} 
1 & \text{if } l_{ij} \in M \\
0 & \text{otherwise}
\end{cases}
\]
then we can rewrite (4.14) as

\[
\hat{E}_o(P, H) = \sum_{l_{ij} \in \mathcal{G}_P} \frac{c(l_{ij}, \mathcal{M}_{\bar{P},H}) E_o(l_{ij}, H)}{|\mathcal{M}_{\bar{P},H}|}.
\]  

(4.15)

This indicates that instead of enumerating all MISs, we can use the link counts of \( \mathcal{M}_{\bar{P},H} \) along with the total number of MISs to obtain \( \hat{E}_o(P, H) \).

Unfortunately, despite significant research in graph theory on finding the maximum length of a MIS as well as the number of MISs for a particular graph, we are aware of no results (exact or bounds) related to finding the distribution of links in the set of MISs by any method other than enumeration, and existing bounds on \(|\mathcal{M}_{\bar{P},H}|\) are not sufficiently tight as to be useful [90]. However, after defining the functions for the ratio of per-link count to the total link count

\[
r(l_{ij}, \mathcal{M}_{\bar{P},H}) = \frac{c(l_{ij}, \mathcal{M}_{\bar{P},H})}{\sum_{l_{ij}} c(l_{ij}, \mathcal{M}_{\bar{P},H})},
\]

and the average number of links per MIS

\[
m(\mathcal{M}_{\bar{P},H}) = \sum_{l_{ij}} c(l_{ij}, \mathcal{M}_{\bar{P},H})/|\mathcal{M}_{\bar{P},H}|,
\]

we see that (4.15) can be rewritten as

\[
\hat{E}_o(P, H) = m(\mathcal{M}_{\bar{P},H}) \sum_{l_{ij} \in \mathcal{G}_P} r(l_{ij}, \mathcal{M}_{\bar{P},H}) E_o(l_{ij}, H),
\]

which shows that we may use \( m(\mathcal{M}_{\bar{P},H}) \) and \( r(l_{ij}, \mathcal{M}_{\bar{P},H}) \) instead of absolute link counts.

For topologies with a large number of MISs, our intuition suggests that a random sampling of the MISs can provide estimates of the link count ratios as well as the average number of links per MIS. In constructing a randomized algorithm for generating MISs, it is important that there be as little bias as possible in the sampling method. Ideally, the algorithm would generate any particular MIS with probability \( 1/|\mathcal{M}_{\bar{P},H}| \). Jain et al. [82] provide a simple
randomized algorithm for finding MISs in which links are randomly ordered by assigning a uniform random number to each link and then sorting. The MIS is constructed by selecting the link with smallest random value, eliminating all conflicting links, and repeating until there are no links remaining. However, this method clearly does not uniformly sample $\mathcal{M}_{\bar{P}, H}$. Consider a link that conflicts with all other links, in which case it will only appear in a single MIS. Jain’s algorithm would generate this link’s MIS with probability $1/L$, which is generally much larger than $1/|\mathcal{M}_{\bar{P}, H}|$.

Intuitively, we would expect links to appear in MISs with a frequency that is roughly inversely proportional to the number of other links with which it conflicts. In graph-theoretic terms, the number of links with which $l_{ij}$ conflicts is the degree, $\text{deg}(v_{ij})$, of the corresponding vertex in the conflict graph. Therefore, we propose the following algorithm for randomly constructing an MIS of $\mathcal{C}_{\bar{P}, H}$:

1: Assign value $p_{ij} = 1/\text{deg}(v_{ij})$ to each $v_{ij}$;
2: Normalize $p_{ij}$ by $\sum_{v_{ij}} 1/\text{deg}(v_{ij})$ so that $\sum p_{ij} = 1$;
3: Initialize $M = \emptyset$, $\mathcal{V} = \mathcal{V}_{\bar{P}}$;
4: while $\mathcal{V} \neq \emptyset$ do
5: Randomly select one vertex, $v^* \in \mathcal{V}$, each with probability $p_{ij}$;
6: Add $v^*$ to $M$ and remove it from $\mathcal{V}$;
7: Remove any links that conflict with $v^*$ from $\mathcal{V}$;
8: Re-normalize each $p_{ij}$ by $\sum_{v_{ij} \in \mathcal{V}} 1/\text{deg}(v_{ij})$;
9: end while

The procedure is repeated for a constant multiple of the number of links, and estimates for link count ratios and average MIS length are calculated from the set of MISs. Using the estimates for the link count ratios $\hat{r}(l_{ij}, \mathcal{M}_{\bar{P}, H})$ and the average MIS length $\hat{m}(\mathcal{M}_{\bar{P}, H})$, we obtain the estimate

$$\hat{E}_o(\bar{P}, H) = \hat{m}(\mathcal{M}_{\bar{P}, H}) \sum_{l_{ij} \in \mathcal{G}_{\bar{P}, H}} \hat{r}(l_{ij}, \mathcal{M}_{\bar{P}, H}) E_o(l_{ij}, H).$$ (4.16)
We repeat (4.16) for each channel and then take the maximum of the per-channel estimates to obtain $\tilde{E}_o(\bar{P}, \bar{H})$.

### 4.4.4 Single-channel Heuristic

Our work in [63] addressed the single-channel case of (4.9), which is equivalent to (4.7). We use the algorithm described in Section 4.4.3 for estimating $E_o(\bar{P}, H)$, but we use a slightly different heuristic from the multi-channel case because there is no need to determine how to assign links to channels. For simplicity and to indicate that we are addressing the single-channel case, we drop the $H$ from our equations in this section.

Since issues 2) and 3) of Section 4.4.2 are addressed by the algorithm in Section 4.4.3, we are left to deal with issue 1), which is the exponential size of the solution space. For this, we reason that we would expect the optimal solution to (4.7) to contain the spanning tree of $G_{\text{max}}$ with the lowest $E_o$. Since the number of spanning trees of $G_{\text{max}}$ is far too large for a complete search to find the one with minimum $E_o$, we instead construct the $E_o(l_{ij})$-weighted minimum spanning tree (MST). The MST is generally defined on undirected graphs, which does not present a problem for us since each bi-directional topology can be easily converted to an undirected graph. The weight of each link in the undirected graph becomes $E_o(l_{ij}) + E_o(l_{ji})$. Well-known polynomial-time algorithms for finding the MST include Prim’s algorithm and Kruskal’s algorithm.

Since the $E_o(l_{ij})$-weighted MST is not necessarily the same as the MST with minimum $E_o$, we perform a local search in the neighborhood of the $E_o(l_{ij})$-weighted MST using single-link-pair replacement to move from one spanning tree to another with lower $\tilde{E}_o(P)$. We first find all link pairs for which either $E_o(l_{ij}) < \tilde{E}_o(P)$ or $E_o(l_{ji}) < \tilde{E}_o(P)$. These are the candidate replacement links. One-by-one, we replace a link in $G_{\bar{P}}$ with a candidate replacement link and compute $\tilde{E}_o(P')$ for any replacement that results in a connected topology. From the set of replacements for which $\tilde{E}_o(P') < \tilde{E}_o(P)$, we choose the one with lowest $\tilde{E}_o$ and modify the topology accordingly. This procedure is repeated until we either cannot find a topology
that decreases $\tilde{E}_o$ or we select a topology that has been previously chosen. Alternatively, a fixed number of iterations may be used, though in our simulations, this procedure usually terminated in less than 20 iterations.

In general, the optimal solution need not be a spanning tree. So, instead of stopping after computing the MST, we estimate $E_o(\bar{P}_{mst})$ using (4.16) and compare the result with the per-link $E_o$ values of the links that are not included in $\bar{P}_{mst}$. We iteratively add the pair of links with smallest $E_o(l_{ij}) + E_o(l_{ji})$ to $\mathcal{G}_P$ and re-compute (4.16). If $\tilde{E}_o$ decreases, then we include the pair of links in the final topology. This procedure is described in the following algorithm:

1: Compute $E_o(l_{ij})$ for $l_{ij} \in \mathcal{L}_{max}$
2: Find the $E_o(l_{ij})$-weighted MST, $\mathcal{G}_{P_{mst}}$
3: Calculate $E_o = \tilde{E}_o(\bar{P}_{mst})$
4: Find $\mathcal{E} = \{(l_{ij}, l_{ji})|E_o(l_{ij}) < E_o(\bar{P}_{mst}), l_{ij} \notin \mathcal{L}_{P_{mst}}\}$
5: Initialize $\mathcal{L} = \mathcal{L}_{P_{mst}}$, $\bar{P} = \bar{P}_{mst}$
6: while $\mathcal{E} \neq \emptyset$ do
7: Choose $(l'_{ij}, l'_{ji}) = \min_{(l_{ij}, l_{ji})} E_o(l_{ij}) + E_o(l_{ji})$
8: $\bar{P}' = \text{update } \bar{P} \text{ to include } (l'_{ij}, l'_{ji})$
9: Calculate $E_o' = \tilde{E}_o(\bar{P}')$
10: if $E_o' \leq E_o$ then
11: Set $E_o = E_o'$, $\bar{P} = \bar{P}'$, $\mathcal{L} = \{\mathcal{L} \cup l'_{ij}, l'_{ji}\}$
12: end if
13: $\mathcal{E} = \mathcal{E} - (l'_{ij}, l'_{ji})$
14: end while
15: return $\mathcal{G} = (\mathcal{N}, \mathcal{L})$
4.4.5 Multi-channel Heuristic

The multi-channel heuristic for finding an approximate solution to (4.9) consists of three stages, of which the final two incorporate the estimation procedure in Section 4.4.3.

4.4.5.1 Stage 1

In the first stage, we find the MST of an undirected graph (thereby guaranteeing that the bidirectional connectivity constraint is met) with link weights being set to \( \min_H E_o(l_{ij}, H) + \min_H E_o(l_{ji}, H) \). Computing the link weights requires a number of computations that is polynomial in \(|L|\), \(|H|\), and \(|A|\), and the MST then can be found in time that is polynomial in \(|L|\). The resulting MST defines the power vector \( \bar{P} \), leaving channel assignment for stages 2 and 3.

4.4.5.2 Stage 2

In stage 2 of the heuristic, we take a first cut at choosing \( \bar{H} \) by assigning pairs of conflicting links greedily to the channel that has the lowest \( \bar{E}_o(\bar{P}, H) \) after adding the links. The algorithm is as follows:

1. Initialize \( \mathcal{L}' = \mathcal{L}, \bar{E}_o(\bar{P}, H) = 0 \ \forall \ H \), and \( \bar{E}'_o(\bar{P}, H) = 0 \ \forall \ H \);
2. Index the links in \( \mathcal{L}' \) in descending order by \( \min_H E_o(l, H) \);
3. while \( \mathcal{L}' \neq \emptyset \) do
4. Take the lowest index link \( l_{\text{max}} \in \mathcal{L}' \);
5. Find the set of links \( \mathcal{K} = \{l_{i,j} | l_{i,j} \in \mathcal{L}', l_{i,j} \text{ conflicts with} l_{\text{max}} \} \);
6. for all \( H_{\text{cur}} \in \mathcal{H} \) do
7. Choose \( l_{\text{min}} \in \mathcal{K} \), which satisfies \( E_o(l_{\text{min}}, H_{\text{cur}}) \leq E_o(l, H_{\text{cur}}) \ \forall \ l \in \mathcal{K} \);
8. Compute \( \bar{E}'_o(\bar{P}, H_{\text{cur}}) \);
9. end for
10. Find the channel \( H_{\text{min}} | \bar{E}'_o(\bar{P}, H_{\text{min}}) \leq \bar{E}'_o(\bar{P}, H) \ \forall \ H \);
11: Choose \( l_{\text{min}} \in \mathcal{K} \), which satisfies \( E_o(l_{\text{min}}, H_{\text{min}}) \leq E_o(l, H_{\text{min}}) \forall l \in \mathcal{K} \);
12: Assign \( l_{\text{max}} \) and \( l_{\text{min}} \) to channel \( H_{\text{min}} \);
13: Update the estimate \( \tilde{E}_o(\bar{P}, H_{\text{min}}) \);
14: Remove \( l_{\text{max}} \) and \( l_{\text{min}} \) from \( L' \);
15: \textbf{end while}

The idea behind this algorithm is that we want to assign the links with worst-case (i.e. max-min) \( E_o(l, H) \) as early as possible and to the channel for which it causes the smallest overall change in \( E_o(\bar{P}, H) \), but rather than assigning the links one at a time, we pair each high \( E_o \) link with a link that has smaller \( E_o \) to balance out the effect on a channel’s \( E_o(\bar{P}, H) \). Otherwise, the high \( E_o \) link may appear in most or all of the MISs of that channel’s conflict graph, resulting in high channel \( E_o \). This algorithm provides a base channel assignment, which we then seek to improve in stage 3 of the heuristic.

### 4.4.5.3 Stage 3

Stage 3 is a local search procedure that takes the output from stage 2 and either moves high \( E_o \) links out of the max-\( E_o \) channel or moves low \( E_o \) links into the max-\( E_o \) channel. It may seem counterproductive to move links into the max-\( E_o \) channel, but there are two reasons why this may improve the channel’s \( E_o \). First, the channel \( E_o \) is an average over all MISs, so adding low \( E_o \) links may improve the average. Additionally, if the new link conflicts with one or more high-\( E_o \) links currently assigned to the channel, the effect will be to reduce the percentage of MISs that include the high-\( E_o \) links with which the newly added link conflicts. Since changing the channel assignment for a single link may result in a new channel having the max-\( E_o \), channel assignments are changed for only one link at a time.

The stage 3 algorithm is as follows:

1: \textbf{Initialize} \( \tilde{E}_o(\bar{P}, H) \) with the estimates from stage 2;
2: \textbf{while} Able to improve by either adding or removing a link \textbf{OR} Reached iteration limit 
   \hspace{1em} \textbf{do}
3: Find $H_{\text{max}} = \arg \max_H \tilde{E}_o(\bar{P}, H)$;
4: Sort $\mathcal{L}' = \{l_{ij}|H_{ij} = H_{\text{max}}\}$ in descending order;
5: \textbf{while} No improvement from removing link from channel $H_{\text{max}}$ \textbf{do}
6: \hspace{1em} Choose highest $E_o$ link from $\mathcal{L}'$, call it $l_{ij}$;
7: \hspace{1em} Set $H_{ij} \neq H_{\text{max}}$;
8: \hspace{1em} Estimate $\tilde{E}_o'(\bar{P}, H_{\text{max}})$;
9: \hspace{1em} $H_{\text{min}} = H_{\text{max}}$;
10: \hspace{1em} \textbf{if} $\tilde{E}_o'(\bar{P}, H_{\text{max}}) \leq \tilde{E}_o(\bar{P}, H_{\text{max}})$ \textbf{then}
11: \hspace{2em} \textbf{for all} $H_{\text{cur}} \neq H_{\text{max}}$ \textbf{do}
12: \hspace{3em} Set $H_{ij} = H_{\text{cur}}$;
13: \hspace{3em} Estimate $\tilde{E}_o'(\bar{P}, H_{\text{cur}})$;
14: \hspace{2em} \textbf{end for}
15: \hspace{1em} \textbf{if} $\tilde{E}_o'(\bar{P}, H) < \tilde{E}_o(\bar{P}, H_{\text{max}})$ for some $H$ \textbf{then}
16: \hspace{2em} Assign $H_{ij}$ to the channel that has lowest $\tilde{E}_o'(\bar{P}, H)$;
17: \hspace{2em} Update $\tilde{E}_o(\bar{P}, H)$ with $\tilde{E}_o'(\bar{P}, H)$;
18: \hspace{1em} \textbf{end if}
19: \textbf{end if}
20: \textbf{end while}
21: \textbf{if} Unable to improve $\tilde{E}_o(\bar{P}, \bar{H})$ by removing link from $H_{\text{max}}$ \textbf{then}
22: \hspace{1em} \textbf{while} No improvement from adding link to channel $H_{\text{max}}$ \textbf{do}
23: \hspace{2em} Find $H_{\text{max}} = \arg \max_H \tilde{E}_o(\bar{P}, H)$;
24: \hspace{2em} Sort $\mathcal{L}' = \{l_{ij}|H_{ij} \neq H_{\text{max}}, E_o(l_{ij}, H_{\text{max}} < \tilde{E}_o(\bar{P}, H_{\text{max}})\}$ in ascending order;
25: \hspace{2em} $H_{\text{cur}} = H_{ij}$;
26: \hspace{2em} Set $H_{ij} = H_{\text{max}}$;
27: \hspace{2em} Estimate $\tilde{E}_o'(\bar{P}, H_{\text{cur}})$;
28: \hspace{2em} Estimate $\tilde{E}_o'(\bar{P}, H_{\text{max}})$;
29: \hspace{2em} \textbf{if} $\tilde{E}_o'(\bar{P}, H_{\text{cur}})$ and $\tilde{E}_o'(\bar{P}, H_{\text{max}})$ less than $\tilde{E}_o(\bar{P}, H_{\text{max}})$ \textbf{then}
30: \hspace{3em} Assign $H_{ij}$ to $H_{\text{max}}$;
31: \hspace{1em} \text{Update } \tilde{E}_o(\vec{P}, H) \text{ with } \tilde{E}_o'(\vec{P}, H);
32: \hspace{1em} \text{end if}
33: \hspace{1em} \text{end while}
34: \hspace{1em} \text{end if}
35: \hspace{1em} \text{end while}

As written, the algorithm terminates when no link can be moved into or out of channel \( H_{\text{max}} \) or after having reached a fixed number of iterations. The fixed iteration limit is included because the randomness of the estimation procedure makes it possible, though improbable, that the algorithm will not terminate otherwise. However, our experience in simulations is that the algorithm terminates in fewer iterations than there are links.

### 4.5 A Power-based Multi-channel Topology Control Problem

As discussed in Section 4.1, most work using the term multi-channel topology control does not allow both power and channel assignments to vary. The few algorithms that do allow both to vary are incompatible with the assumptions that we have made. Therefore, to the best of our knowledge, the existing literature does not provide a topology control objective or algorithm that we can directly compare with the problem we have presented. To address this issue, we begin with the work of Lloyd \textit{et al.} [91] and one of the topology control objectives presented therein, namely connected min-total power.

Lloyd \textit{et al.} assumed that power was assigned on a per-node basis and sought to minimize the total node transmit power, subject to a connectivity constraint. As we are focused on the potential interference of the secondary network on primary users, we assign power on a per-link basis so that nodes always transmit with the minimum power necessary to communicate with another node. Links are directional to allow channels to be assigned in a
more general way and to accommodate possible channel asymmetry. To be compatible with the assumptions in Section 4.2.2, our multi-channel adaptation of min-total power topology control assumes the following:

1. A directed graph $G_{\text{max}} = (\mathcal{N}, \mathcal{L})$ is given.
2. Each $l_{ij} \in \mathcal{L}$ is assigned a power level, $P_{ij}$, as defined by (4.3), resulting in a power assignment vector $\bar{P}$.
3. Each non-zero power link, $l_{ij}$, is assigned a channel, $H_{ij}$, resulting in channel assignment vector $\bar{H}$. Any link may be assigned to any channel in the set of available channels, $\mathcal{H}$.
4. The total per-channel power of channel $H$ is the sum of the $P_{ij}$ for all $l_{ij}$ assigned to $H$.

The min-max total per-channel power topology control problem, or $\text{MinMaxP}$, is to find the power and channel assignment vectors that satisfy

$$\min_{\bar{P}} \max_{\bar{H}, H \in \mathcal{H}} \sum_{H_{ij} = H} P_{ij},$$

s.t. $G_{\bar{P}}$ is bi-directionally connected,  

(4.17)

where $G_{\bar{P}}$ and bi-directional connectivity are as defined in Section 4.2.2.

### 4.5.1 Solving $\text{MinMaxP}$

We believe that this multi-channel topology control problem is a natural extension of the min-total power problem when we are primarily focused on the interference caused by the secondary network. To our knowledge, this problem has not been previously researched, which means that there are no known algorithms for solving the problem. Our first concern is whether this problem can be solved in polynomial time. As previously stated, an optimal
solution for the single-channel case can be found in polynomial time by finding the MST. However, we are concerned with the cases where $|\mathcal{H}| \geq 2$. First, let us assume that $\bar{P}$ is fixed so that the problem reduces to

$$\min_{\bar{H}} \max_{H \in \bar{H}} \sum_{H_{ij} = H} P_{ij}. \quad (4.18)$$

We recognize (4.18) as similar to the objective of the minimum makespan problem on uniform processors, which is known to be NP-complete for 2 or more processors [39].

The minimum makespan problem on uniform processors, (MinMake), assumes that there is a set of $k$ jobs with completion times $\{	au_1, \tau_2, \ldots, \tau_k\}$, where $\tau_i \in \mathbb{Q}^+$, and a set of processors $\{M_1, M_2, \ldots, M_m\}$. Each job is assigned to one of the processors so that the time that it takes a particular processor to complete its jobs is just the sum of the completion times of all jobs assigned to that processor. The objective is to find a job assignment that minimizes the time it takes for the last processor to finish (i.e. the makespan).

The parallel between MinMake and the reduced version of MinMaxP is apparent when we equate job completion times and processors in MinMake to link transmit powers and channels in MinMaxP, respectively. In general, the number of jobs (or links) can be odd; however, to simplify the reduction from MinMake to MinMaxP for proving NP-hardness, we provide the following lemma, in which MinMake is restricted to an even number of jobs:

**Lemma 4.5.1.** MinMake ($m > 2$) is NP-hard when the number of jobs, $k$, is restricted to even numbers.

**Proof.** See Appendix A. \qed

This lemma supports the following theorem:

**Theorem 4.5.2.** The multi-channel topology control problem MinMaxP is NP-hard for $|\mathcal{H}| \geq 2$.
Proof. Given an instance of MinMake with a set of jobs \( \{ \tau_1, \tau_2, \ldots, \tau_k \} \), \( k = 2\kappa \), and a set of processors \( \{ M_1, M_2, \ldots, M_m \} \), \( m \geq 2 \), the reduction of the problem instance to a MinMaxP problem instance is as follows. First, we choose the set of channels so that \(|\mathcal{H}| = m\). Then, we arrange \( \kappa + 1 \) nodes in a star topology, with \( n_0 \) in the center. We choose \( P_{\text{min}} = \min_i \tau_i \), \( P_{\text{max}} = \max_i \tau_i \), and \( \mu_c < P_{\text{min}} \). Then we choose the channel gains as \( g_{i,0} = \mu_c / \tau_i \), \( i = \{1, 2, \ldots, \kappa\} \), for the links terminating at \( n_0 \) and \( g_{0,i} = \mu_c / \tau_{i+\kappa} \), \( i = \{1, 2, \ldots, \kappa\} \), for the links originating at \( n_0 \). The resulting channel gains are guaranteed to be less than 1 because \( \mu_c < \min_i \tau_i \), but they are also large enough that, for each link to/from \( n_0 \), there is a power level \( P_{ij} \in [P_{\text{min}}, P_{\text{max}}] \subset \mathbb{R}^+ \) that satisfies \( P_{ij}g_{ij} \geq \mu_c \).

For links that do not originate or terminate at \( n_0 \), we choose the channel gains \( g_{ij} < \mu_c / P_{\text{max}} \), which ensures that for all \( l_{ij}, i, j \neq 0 \), there is no link transmit power that can satisfy \( P_{ij}g_{ij} \geq \mu_c \). The net result is that \( \mathcal{G}_{\text{max}} \) consists only of the links between \( n_0 \) and the other nodes, with each link to/from \( n_0 \) having power \( P_{ij} = \mu_c / g_{ij} \). This implies that there is a single bidirectionally connected topology, namely \( \mathcal{G}_{\text{max}} \). Therefore, the optimum solution to this instance of MinMaxP can be written as in (4.18). Since each link power in \( \mathcal{G}_{\text{max}} \) is equal to some \( \tau_i \), it is clear that a channel assignment that satisfies (4.18) also minimizes the makespan, and vice versa.

In the absence of any known algorithms that address MinMaxP, we have developed a heuristic based on the MST and the so-called longest processing time first (LPT-first) scheduling algorithm. The algorithm is as follows:

1: Find the MST of the undirected, power weighted graph;
2: Convert the undirected links to directed links;
3: Sort the links by power in descending order;
4: while Not all links have been assigned a channel do
5: Assign the highest power unassigned link to the channel with lowest total power;
6: Update the channel’s total power;
7: end while
Graham [92] has shown that the LPT-first solution is within \( \frac{4}{3} - \frac{1}{3|H|} \) of optimal. However, we have observed in our simulations that the LPT-first solution is usually within 1% of the average total per-channel power. Since the average total per-channel power is a lower bound on the optimum solution, this implies that the LPT-first solution is usually within 1% of the optimum channel assignment.

Nevertheless, we cannot claim that the sequential heuristic for solving MinMaxP performs this close to optimum based on the strength of the channel assignment algorithm alone. Ideally, we would conduct a complete search to obtain the optimum for comparison to our heuristic; however, this is impractical for moderate sized networks. For example, a bi-directionally connected tree for a 20-node network has 38 links. If \(|H| = 3\) channels, then for a single tree there are on the order of \(10^{18}\) channel assignment combinations. Such a network can easily have \(10^{15}\) spanning trees, bringing the total number of multi-channel tree topologies to \(10^{33}\).

We have often referred to the optimal MinMaxP solution, but in general there may be more than one optimal solution. Also, this set of optimal solutions may contain topologies that have more links than a tree. We justify our focus on bi-directional trees with the following theorem.

**Theorem 4.5.3.** The set of optimal solutions to MinMaxP contains at least one bi-directional tree.

**Proof.** Suppose that we have an optimal solution, \((P^*, H^*)\), to MinMaxP that contains more links than a bi-directional tree. By assumption, the graph \(G_{P^*}\) contains more links than are necessary to satisfy the bi-directional connectivity constraint. We can simply remove link pairs from \(G_{P^*}\), thereby removing them from the channels to which they are assigned, until we are left with a bi-directional tree. The remaining multi-channel topology is still optimal since removing links cannot increase (4.17).
4.5.2 Metaheuristic for Evaluating MinMaxP

Since a complete search is impractical for network sizes of interest to us, we turn to another method that is widely used for obtaining good solutions to combinatorial problems, the genetic algorithm (GA). We use the GA simply for comparison purposes. We do not treat it as a competitor to the heuristic because the length of time we run the GA is approximately 4 orders of magnitude greater than what is required by the heuristic. Since it is easy to design a poorly performing GA, this section describes the GA that we have developed for obtaining comparison solutions.

The basic components of our GA are a population of candidate solutions (individuals), a method for evaluating candidate solutions, a crossover function, and a mutation function. We use a single population GA in which solutions consist of the vector pairs $(\bar{P}, \bar{H})$. Each solution is evaluated using $\max_{H \in \mathcal{H}} \sum_{H_{ij} = H} P_{ij}$. Crossover is a binary operation where two parent solutions are combined to produce a new feasible solution. The parent population is determined by calculating $E_o(\bar{P}, \bar{H})$ for each individual, taking a fixed number of individuals with the lowest $E_o(\bar{P}, \bar{H})$, denoted by $\beta_{par}$, and using the parent population to generate new individuals to replace those not in the parent population. Parents are chosen uniformly at random and crossover is performed. Due to the bi-directional connectivity constraint, crossover is performed by first taking the union of all links in both solutions, sorting the links according to their weight, and removing links (and their directional pair) that do not break network connectivity, starting with the highest weight link.

Once crossover has generated enough individuals to replenish the population, mutation is performed on the population with a fixed uniform probability, denoted by $\alpha_{mu}$, excepting the individual with lowest $E_o(\bar{P}, \bar{H})$. Mutation consists of channel mutation followed by link mutation. For channel mutation, we select links uniformly with fixed probability $\alpha_{ch}$ and change its channel to a new randomly selected channel. For link mutation, we select a random number of links that are not included in the individual’s topology, sort all links by power level, and remove link pairs that do not break the connectivity constraint, starting
with the highest power link pair, until we are again left with a tree.

To allow the GA to run for an extended period of time, we implement a re-initialization method that is based on the change in the lowest $E_o(\bar{P}, \bar{H})$ for the population from one iteration to the next. If, after a fixed number of iterations $\beta_{st}$, the lowest $E_o(\bar{P}, \bar{H})$ in the population has not changed, we compare the current population’s best solution with the best known solution since starting the GA, replacing the best known if the current population improves upon it, and then we regenerate the entire population. This method prevents wasted generations due to convergence of the population to a small number of solutions.

4.5.3 Performance of the MinMaxP Heuristic vs. the GA

We have simulated the MinMaxP heuristic for 4-channel, 25-node networks with nodes placed uniformly at random on a 1km$^2$ square with path loss parameters ($\sigma=7.1, \gamma=3.8$), and $d_o = 100$m. The communication threshold is $\mu_c = -97$dBm, which is based on the thermal noise floor for a 1 MHz channel, an 8 dB receiver noise figure, and a 9 db SNR. The GA has a population size of 50 with $\beta_{par} = 25$, $\alpha_{mu} = 0.2$, $\alpha_{ch} = 0.2$, and $\beta_{st} = 40$. The GA runs for 100,000 generations.

Fig. 4.2 shows a histogram of the ratio of the maximum per-channel power achieved by the heuristic in Section 4.5.1 versus the maximum power of the best solution discovered by the GA for 200 network scenarios. We display the results as histograms because of the random nature of network generation. We see from the figure that the heuristic’s performance is nearly identical to that of the GA, falling within 1% of the GA performance for most cases and bettering the GA by a few percent in a few cases. To provide a frame of reference, we have also simulated the performance of an algorithm that chooses solutions at random. This algorithm starts with all feasible links in the network and removes directional link pairs randomly, subject to the condition that connectivity be maintained, until it is left with a tree. Channels are then randomly assigned to these links. The histogram of the ratio of this algorithm’s performance to that of the GA is shown in Fig. 4.3. The difference in
performance is readily apparent, with the randomly selected solution having on average more than 30 times worse performance than the heuristic.

4.6 Performance Comparison

4.6.1 Single-channel Heuristic Performance

For performance evaluation, we compare the results of our heuristic with those obtained using two other single-channel topology control objectives: the min-total power objective, in which the goal is to minimize the total transmission power of the nodes [71], and the minimum interference objective, in which the goal is to minimize a particular definition of interference [93]. In both cases, we must adapt the original algorithms, though for different
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Typically, min-total power topology control assigns a single power level to a node, as opposed to assigning power on a per-link basis. To provide a fair comparison of min-total power topology control with our algorithm, we simply assume that power is assigned on a per-link basis, with the objective being to minimize the sum of powers assigned to links. This is easily solved by a link-power-weighted MST.

The LIFE algorithm developed by Burkhart et al. [93] finds the minimum interference topology. They define the interference of a graph to be the maximum coverage of the links in a graph, where the coverage is defined as

\[
Cov(l_{ij}) := | \{ k \in \mathcal{N} : k \text{ covered by } D(i, |l_{ij}|) \} \cup \{ k \in \mathcal{N} : k \text{ covered by } D(j, |l_{ij}|) \} |,
\]

(4.19)

with \(|l_{ij}|\) being the distance between nodes \(i\) and \(j\), \(D(i, |l_{ij}|)\) the disk of radius \(|l_{ij}|\) centered at node \(i\), and \(k\) covered by \(D(j, |l_{ij}|)\) meaning that node \(k\) falls within \(D(i, |l_{ij}|)\).

The reason why we feel the need to adapt (4.19) is because it is implicitly based on a deterministic path loss model. Since we use a stochastic path loss model, we propose the following modification to (4.19) for a given link power vector \(\bar{P}\):

\[
Cov_{st}(l_{ij}) := \{ k \in \mathcal{N} : P_{ij} \cdot g_{ik} \geq \mu_c \} \cup \{ k \in \mathcal{N} : P_{ji} \cdot g_{jk} \geq \mu_c \} |.
\]

(4.20)

Since the idea behind (4.19) is to quantify the minimum number of nodes that will be affected by transmissions on either \(l_{ij}\) or \(l_{ji}\), we believe that (4.20) is an appropriate modification for comparison purposes. The network-level interference measure is the same as in [93], with \(Cov(l_{ij})\) replaced by \(Cov_{st}(l_{ij})\). The minimum interference topology control objective is then
to find

$$\bar{P}^* = \arg\min_{\bar{P} \in \mathcal{P}} \max_{l_{ij} \in \mathcal{L}} Cov_{st}(l_{ij}).$$

### 4.6.1.1 Single-channel Simulation Parameters

For simulations purposes, a fixed number of nodes is placed uniformly at random within a 1 km$^2$ square. The ROI extends this square by 500 m on each side for a total area of 4 km$^2$. The channel gains between nodes are randomly generated using (4.1) with $\sigma = 7.1$, $\gamma = 3.8$, $[\lambda_0]_{dB} = -71.9$ and $d_o = 100$ m [89], with this same set of parameters being used to calculate outage probabilities. We assumed a receiver noise floor at $-106$ dBm, which is the thermal noise floor when assuming a 1 MHz channel bandwidth and an 8 dB receiver noise figure. Additionally, we use the values $\mu_c = -97$ dBm, $\mu_d = -110$ dBm, and $\mu_{out} = -93$ dBm.

Key inputs for our simulations are the set of $w_i$’s capturing outage potential, as well as the tile density. With regard to tile density, we space the tile centers by 50 m so that outage probability at the center of a tile is used to approximate outage probability as much as $25\sqrt{2}$ m away. As for the outage potential map, we randomly generate a spatial delta-like map in which most tiles are given a $w_i$ of 0.1 while a few tiles, chosen at random, are given a $w_i$ of 10. While simulations show that there is benefit to using our topology control objective in situations where nothing is known about the primary user (i.e. all $w_i$ are the same), forcing some variation in the $w_i$ reflects a scenario where the secondary network has some knowledge of the history of primary user tendencies. It is not intended as a representative sample of how an outage potential map would actually look, as this is the subject of current research.

### 4.6.1.2 Single-channel Simulation Results

Due to the difficulty with obtaining the optimal solution to (4.9) for networks with any sizable number of nodes, we are only able to compare our algorithm against optimal results for 10-node networks. Figure 4.4 plots the average $E_o(\bar{P})$ (not the estimate $\tilde{E}_o$) over 10 runs

of the heuristic against the \( E_o(\bar{P}) \) for the min-total power topology and for the topology obtained from the LIFE algorithm. The asterisks are the optimal \( E_o(\bar{P}^*) \) of a sampling of about a quarter of the randomly generated networks. In general, the performance of the heuristic is better than the two topology control algorithms. Note that the shape of the heuristic’s \( E_o \) plot appears smooth simply because the results were sorted using these values as the key.

The differences in performance seen in Figure 4.4 is quite small; however, the results from this particular set of simulations should not be interpreted as absolute for two main reasons. First, the outage potential map has a significant effect on the performance difference. Secondly, when there are only 10 nodes in the network, the degrees of freedom available for optimizing
As the number of nodes increases, we begin to see the effect of the increase in degrees of freedom.

Both of these factors are highlighted in Figures 4.5 and 4.6, with Figure 4.5 comparing the heuristic against the min-total power topology and Figure 4.6 comparing the heuristic against the min-interference topology. For these simulations, we have increased the values of the random deltas in the outage potential map by a factor of 10, increased the number of deltas to 20 (about 1% of the tiles), and increased the number of nodes to 20. All other simulation parameters are the same as for Figure 4.4. The results are plotted as histograms of the ratio of the (actual) $E_o$ of our heuristic to the $E_o$ of the comparison topology control algorithm. Each
figure presents the results for three sets of lognormal shadowing parameters taken from [89]. Since it is impractical to perform a complete search to find $E_o(\bar{P}^*)$ (using Kirchhoff’s matrix tree theorem, we find that just the number of spanning trees is on the order of $10^{16}$ for these networks), we are unable to compare against the optimal topology for these networks. In fact, just evaluating the performance of a single topology (i.e. computing $E_o(\bar{P})$) quickly becomes infeasible due to exponential growth in the number of MISs. Therefore, although the heuristic, min-total, and LIFE algorithms run quickly, exact computation of $E_o(\bar{P})$ for the thousands of topologies necessary to produce histograms limits the size of the network for which we can provide these results.

We have chosen to display the results in Figures 4.5 and 4.6 as histograms because of the random nature of the heuristic. Values less than 1 on the horizontal axes of Figures 4.5 and 4.6 indicate that the heuristic performs better than the comparison topology control algorithm. For example, a ratio of 0.8 means that the heuristic’s performance was 20% better than the comparison algorithm. We see from the figures that our heuristic generally outperforms the other topology control algorithms, with the peak performance gain being 77% (a ratio of 0.23). Our heuristic outperforms the topology control algorithms between 91.1 and 98.6% of the time, and when the heuristic performs worse than a topology control algorithm, it is usually by less than 10%.

It is also worth mentioning that our heuristic may produce a topology with more links than a spanning tree, whereas both the min-total power and the LIFE topologies always produce spanning trees. In general, tree-based topologies increase the length of routes in the network and are less robust due to the fact that loss of a single link results in a disconnected network. From 13 to 16% of the topologies found by our heuristic for the simulations in Figures 4.5 and 4.6 had from 1 to 3 more links than a spanning tree.
### 4.6.2 Multi-channel Heuristic Performance

In Section 4.5, we developed both a multi-channel topology control objective and a heuristic for solving it. The heuristic is not optimal, but its performance in comparison to that of a long-running GA is excellent. Since obtaining optimal solutions to MinMaxEo appears to be at least as difficult as obtaining optimal solutions to MinMaxP, we again develop a long-running GA to provide comparison solutions to evaluate the topology control heuristics. After detailing the GA, we provide our final results comparing the MinMaxEo heuristic, the MinMaxP heuristic, and a completely random multi-channel topology against the performance of the long-running GA.

#### 4.6.2.1 Metaheuristic for Obtaining Comparison Solutions to MinMaxEo

The discussion in Section 4.5.1 regarding the difficulty with solving MinMaxP via complete search is directly applicable to solving MinMaxEo as well. Therefore, we face the same issue with comparing solutions obtained via the heuristic in Section 4.4.5 with optimal solutions. We again turn to a long-running genetic algorithm to provide comparison solutions.

We repeat much of the structure of the GA in Section 4.5.2 with modifications to crossover and mutation, and, of course, using the objective function given in (4.9). The change in crossover is in the sorting of links after combining links from both parents. Rather than use link transmit power as the sort key, we sort links in descending order by $E_o(l_{ij}, H)$ so that crossover attempts to discard links with higher $E_o(l_{ij}, H)$ first.

Mutation has been changed more extensively due to the complex relationship between link selection (and the resulting conflict graphs) and channel assignment. Whereas the effect of addition or removal of a link in MinMaxP is somewhat neutralized when the link’s power is small compared to the total power of all other links in the channel, the same property does not generally hold for MinMaxEo because adding or removing a single link may have a dramatic effect on the set of MISs for a particular channel. Changing the channel assignment...
of a link similarly impacts the set of MISs for the old and new channels.

We have found that when link and channel mutation occur completely randomly, the resulting solutions are generally much worse than the original. In fact, any time that link and channel mutation occur separately, the result is likely to be a much worse solution because the conflict graphs are sensitive to changes in either. Therefore, we have chosen to limit mutation to operate on only channel assignment. The concern that arises is whether there is sufficient diversity (i.e. exploration of diverse regions within the solution space) in the GA if we limit mutation to just channels. This concern is mitigated by the re-initialization procedure in which a completely new set of solutions is injected into the population after convergence has occurred.

There are two properties that we take advantage of in designing the channel mutation function. The first is that $E_o(\bar{P}, \bar{H})$ can only improve if links are either moved into or out of the channel $H_{\text{max}} = \arg \max_H E_o(\bar{P}, H)$. The second property is that only links not assigned to $H_{\text{max}}$ that satisfy $E_o(l_{ij}, H_{\text{max}}) < E_o(\bar{P}, H_{\text{max}})$ can potentially lower $E_o(\bar{P}, \bar{H})$. So, we first determine the set of links that are currently assigned to $H_{\text{max}}$ and randomly reassign these links with probability $\alpha_{ch}$ to one of the other channels. Then we take the set of links not assigned to $H_{\text{max}}$ that satisfy $E_o(l_{ij}, H_{\text{max}}) < E_o(\bar{P}, H_{\text{max}})$ and assign them to $H_{\text{max}}$ with probability $\alpha_{ch}/(|\mathcal{H}| - 1)$. The scaling of $\alpha_{ch}$ by $(|\mathcal{H}| - 1)$ balances the movement of links in and out of $H_{\text{max}}$.

4.6.2.2 Performance of the Multi-channel Heuristic

Having described the GA that we use for obtaining good solutions for MinMaxEo as well as the comparison multi-channel topology control algorithm, detailed in Section 4.5.1, we can compare these to our heuristic for solving MinMaxEo. The GA performance is intended to provide some idea of what an optimal solution may be, though we cannot claim that the GA actually finds the optimal solution. The MinMaxP heuristic is intended to show the difference in performance using a more conventional, power-focused multi-channel topology
control algorithm. Additionally, we compare the performance of these algorithms against that of a randomly selected solution.

We generate networks by uniformly placing 25 nodes in a 1km$^2$ square. The ROI, $\mathcal{A}$, is taken to be the 4km$^2$ square centered on the square containing the network nodes. The $\psi_i$ in $\mathcal{A}$ form a grid, with a spacing of 250 meters. Values of $w_i(H)$ are set to 0.01 except for 20 randomly located values per channel that are drawn randomly from the interval [0, 1]. For the path loss model parameters, we use $d_0 = 100$m with a reference loss of $\lambda_0 = 71.9$ dB. We again choose the combinations ($\sigma=7.1, \gamma=3.8$), ($\sigma=8.3, \gamma=2.5$), and ($\sigma=9.6, \gamma=2.8$) from [89]. The connectivity threshold is $\mu_c = -97$ dBm, and the detection threshold is $\mu_e = -110$ dBm. For computing outage probability, we assume an outage threshold of $\mu_{out} = -93$ dBm. The transmit power limits are $P_{min} = -60$ dBm and $P_{max} = 0$ dBm.

Fig. 4.7 shows histograms of the performance of the MinMaxEo heuristic relative to the lowest $E_o$ found by the GA, for three different lognormal fading parameter sets in [89]. A ratio of less than 1 indicates that the heuristic outperformed the GA. The performance of the MinMaxEo heuristic is within a factor of 2 of the GA performance 89% of the time, with the average performance being 48% worse than the GA.

Fig. 4.8 and 4.9 show histograms of the performance ratio of the MinMaxP heuristic and randomly selected solutions, respectively. The results for the MinMaxEo heuristic with parameter set ($\sigma=9.6, \gamma=2.8$) are also plotted in Fig. 4.8 and 4.9 to provide a reference point for how much better the MinMaxEo heuristic performs. Fig. 4.8 shows that the MinMaxEo heuristic is much better than the MinMaxP heuristic, with up to an order of magnitude difference. Fig. 4.9 illustrates an even larger difference when compared against randomly selected solutions.
Figure 4.7: Performance of the MinMaxEo Heuristic
Figure 4.8: Performance of the MinMaxP Heuristic on MinMaxEo
Figure 4.9: Performance of Random Solutions on MinMaxEo
4.7 How This Problem Solution is a Cognitive Network

For most of this chapter, we have described a problem and its solution without reference to cognitive networks. This provides some level of reassurance that we are able to present the problem and its solution in a standalone manner, first as a problem of substance and value and secondly as a solution at which we arrive using methods that are generally familiar to networking researchers. However, as intended, the problem solution satisfies the key characteristics of a cognitive network.

Referring back to the definition in Chapter 2, we see that the key characteristics of a cognitive network are its ability to sense its environment, learn, plan, decide, and act in order to achieve an end-to-end goal. Our solution to the MinMaxEo problem incorporates the ability to sense the environment by the assumption that nodes are equipped to perform multi-channel spectrum sensing. The spectrum sensing results are used to estimate primary user locations and update an outage potential map, which is equivalent to learning about primary user behavior with knowledge stored in the outage potential maps. This learning is directly incorporated into the network objective, or end-to-end goal, which is to minimize the maximum per-channel expected outage potential.

The objective is forward-looking, which makes it akin to planning, since the outage potential map is primarily used in a predictive sense to adapt the topology in order to avoid outages that may occur in the future. The multi-channel heuristic is used to decide on a topology that satisfies the objective to within a reasonable amount. Our heuristic provides an excellent example of exploiting problem-specific details as opposed to using a more generic method such as the GA that we use for obtaining comparison solutions. The heuristic provides solutions in orders of magnitude less time than is required by the GA; however, the heuristic is unlikely to perform well on a slightly different objective function.
Chapter 5

Minimum Expected Cost Routing in Markovian MANETs

In Chapter 4, our focus was on applying the cognitive network concept to an application that is widely associated with cognitive radio and cognitive radio networks. It is important to show how cognitive networking may be applied to the problem that dominates cognitive radio network research, as this is likely the first application to come to mind. However, in focusing solely on its application to the currently prevailing problem, we are apt to lose sight of the broader uses for cognitive networks. In this vein, it is helpful to demonstrate the versatility of cognitive networks by selecting an application that differs substantially from DSA. With this in mind, this chapter focuses on the elusive problem of optimal routing in a MANET.

Routing in MANETs has been of considerable interest to networking researchers since before wireless networking began its transformation from predominantly point-to-multipoint configurations to mesh and ad hoc configurations. While the theoretical foundation for optimal routing in static networks is well grounded in dynamic programming, MANET research has not converged upon a single link-level model to enable analysis of optimality, with much

---

1 This chapter is based on the work in [94,95].
research being performed without any link-level model at all. Instead, the focus has been on simulation, using mobility models at the physical level to drive changes in network structure. While such an approach is not unwarranted, demonstrating the optimality of routing protocols when using one of the common physical-level mobility models would appear to be intractable. Additionally, the assumption that a path must be instantaneously connected has carried over from the static network domain, though it is not a strict requirement for packet delivery, as evidenced by a delay-tolerant network (DTN) [96]. Since MANETs may exhibit frequent changes in link status, requiring paths to be static for the lifetime of a packet may lead to over-engineering of the network, if the problem is solvable at all.

In this chapter, we address the problem of optimal routing in a MANET by first establishing a link-level model in which the network is a Markovian sequence of random graphs. Our approach allows us to dismiss the requirement of instantaneous connectivity and provides the context for discussing a probabilistic measure of routing optimality – minimum expected total cost. We show how obtaining minimum expected total cost routing policies for such stochastic networks corresponds to solving a MDP. We show the existence of an optimal, stationary, deterministic policy with finite expected total cost and investigate structural properties of optimal solutions for certain classes of Markovian networks. We analyze the convergence behavior of the MDP’s value function for linear networks, providing exact solutions and bounds for certain special cases, and we prove a localization result for a more general class of Markovian networks. We then analyze the effect of delayed state information, showing that the delay results in an increase in the already exponential rate at which the value function converges.

Since the requirement for global instantaneous state information generally cannot be satisfied by real networks, the value function obtained from the optimal policy for the MDP serves as an upper bound on how well we can perform in a Markovian network. In actuality, nodes only have partial state information, meaning that the best they can do is solve a partially observable Markov decision problem (POMDP). We describe how the optimal routing problem in the realistic case corresponds to the description of a DEC-MDP given by
5.1 Related Work

A tremendous amount of research has been done in routing for MANETs and many surveys exist (see e.g. [98]). For most MANET routing protocols, a route is considered optimal if it is the shortest path between source and destination, given the current state of the network. The shortest path concept may refer to the least number of hops, the shortest spatial distance (as in position-based routing [99]), or to the path that minimizes some other combination of the individual costs of the links in the path. However, such an optimality criterion fails to accommodate networks in which there either may not be an instantaneously connected path to the destination or in which the initial path may become disconnected while the packet is en route.

Since link states are constantly changing in MANETs, evaluating the performance of MANET routing protocols has mostly been relegated to simulation. This is because routing protocol optimality depends on the way that links change with time, which requires a link-level model of the network dynamics. More recently, researchers in DTN have investigated routing optimality for DTNs by first establishing a link-level model for describing how link state changes with time. A general overview of various approaches is given by Zhang [100], with one of the most notable approaches being the deterministic evolving graphs framework of Ferreira [101].

Altman [102] has identified many problems in networking that have been cast as Markov decision problems. Most of these applications are to wired networks. More recently, Wang and Wang [103] proposed a method employing the MDP approach to routing in wireless sensor networks; however, the emphasis is on learning an unknown reward function rather than finding optimal routing policies in randomly varying networks. The DEC-MDP was originally defined by Bernstein et al. [97]. It is the subject of current research in artifi-
cial intelligence, with some applications being interruption management in human-computer interactions [104] and learning the meaning of messages exchanged by agents [105].

5.2 Markovian Network Processes

Rather than treating a MANET as quasi-static, we may model the progression of network states as a stationary, ergodic Markov process. We assume that time is discrete, and we represent the instantaneous connectivity of the network with an undirected graph, $G_t = (\mathcal{N}, \mathcal{L}_t)$, which is a random variable at each point in time $t$. The complete network process, or random sequence of graphs, from $t = 1$ to $\infty$, denoted by $\{G_t\}$, is assumed to possess the Markov property, i.e.

$$P(G_t|G_{t-1}, G_{t-2}, \ldots) = P(G_t|G_{t-1}).$$

Each graph, $G_t$, is a subgraph of the ergodic communications graph $G_e = (\mathcal{N}, \mathcal{L}_e)$, which consists of all $|\mathcal{N}| = N$ nodes in the network and all $|\mathcal{L}_e| = K$ links that have non-zero probability of being in the up state at some point in time. The concept of an ergodic communications graph is similar to the long-time expected communication network described by Porfiri et al. [106].

Since the set of nodes, $\mathcal{N}$, is fixed for all $G_t$, we consider only the variation in link states when defining the support set of $\{G_t\}$. This support set is also referred to as the network states. The network states are vectors composed of individual link states

$$L = [l_1 \ l_2 \ \ldots \ l_K]$$

(5.1)

where $l_i$ is the binary state of link $i$. 
5.3 Routing as a Markov Decision Problem

Under the model described in section 5.2, there may not be a connected path between the source and destination nodes in \( G_t \). Even if there is a connected path at time \( t \), a link on this path may transition to the down state by the time the packet arrives at the link, forcing the packet to either wait or be forwarded along a different path. This means that if we were to choose a particular path for the packet, regardless of the present state of the network, the number of time steps it would take for the packet to reach the destination is a random variable. Thus, the use of minimum cost as the measure of optimality for routing in stochastic networks is no longer meaningful because the cost is also a random variable. A more fitting measure of routing optimality in stochastic networks is minimum expected total cost.

Using minimum expected total cost requires that we define some additional parameters and functions. We first define the set of system states, \( s \in \mathcal{S} \), which combine the packet location with the network state. System state \( s \) is the two-tuple

\[
s = \begin{cases} 
(n, L) & \text{for } n \neq n_d \\
(n) & \text{for } n = n_d 
\end{cases}
\]  

(5.2)

where \( L \) is the network state (i.e. the binary vector of link states), \( n \) is the node at which the packet is located when the system is in state \( s \), and \( n_d \) is the destination node. Therefore, there are \( M = (N - 1) \times 2^K + 1 \) system states. The destination node does not need to be associated with any link states because in this system state, the packet has been delivered and link states have become irrelevant.

The action sets are subsets of the set of all actions, \( \mathcal{A} \), with each actions set \( \mathcal{A}_s \subset \mathcal{A} \) containing the set of allowable actions given that the process is in state \( s \). The allowable actions are to either forward the packet along one of the adjacent links that is up or to hold the packet for one time step. Thus, the action sets are state-dependent and do not
allow multiple copies of a packet to be forwarded. A decision rule, \( d(s) = a \), is a function (potentially a random function) that maps states to actions. A policy, \( \pi = \{d_1, d_2, d_3, \ldots \} \), where \( d_i \) is the decision rule to be used at time step \( i \), is a sequence of decision rules. For the special case when \( d_1 = d_2 = d_3 = \ldots \), the policy is called stationary and denoted by \( d^\infty \).

For a stationary policy, we can write the system state transition probability matrix, \( T_S \), in the following manner:

\[
T_S = \begin{bmatrix}
  p^d_{1|1} & p^d_{2|1} & \cdots & p^d_{M|1} \\
  p^d_{1|2} & p^d_{2|2} & \cdots & p^d_{M|2} \\
  \vdots & \vdots & \ddots & \vdots \\
  p^d_{1|M-1} & p^d_{2|M-1} & \cdots & p^d_{M|M-1} \\
  0 & 0 & \cdots & 1
\end{bmatrix},
\]

where \( p^d_{j|i} \) is the probability that the system will transition to state \( s_j \) given that it is currently in state \( s_i \) and action \( d(s_i) \) is taken, and the finite set of system states is indexed by the set of integers from 1 to \( M \), with \( s_M \) being the destination (terminal) state.

The cost function, \( c(s,a) \), maps \( s \in S \) and \( a \in A_s \) to a non-negative real-valued cost. The cost may represent hops, time delay, bandwidth, energy, or some other type or combination of resources. Cost is a function of the chosen action as well as the system state because the action determines which link will be traversed. Therefore, different actions when in state \( s \) may incur different costs. As is the case with static networks, we assume that the cost depends only on the link over which the packet is forwarded or on the cost of holding the packet when this action is chosen. Therefore, the cost function only depends on the action taken, with the system state determining the allowable set of actions.

We now define two random processes: \( \{X_t\} \) is the sequence of system states, and \( \{Y_t\} = \{d_t(X_t)\} \) is the sequence of actions, which is a random process because it is a (deterministic or random) function of a random process. Because the standard MDP description assumes
that the objective is to maximize the expected reward, we define the reward function

\[ r(s,a) = -c(s,a). \] (5.4)

### 5.3.1 Selecting an Appropriate MDP Type

The MDP framework can take on a variety of forms. For example, the expected cost may be over a finite period of time (finite-horizon) or for all time (infinite-horizon). Finite-horizon MDPs are closely related to stochastic dynamic programming, which means that the multi-stage problem can be reduced to a sequence of simpler single-stage problems [107]. However, finite-horizon MDPs generally produce non-stationary policies. This is undesirable because it requires nodes to track time and change their decision rule with time. We selected an infinite-horizon MDP because it allows the use of stationary policies and because it matches the scenario where there is no fixed limit on the amount of time that the packet is allowed take in transit to the destination.

In addition to the infinite vs. finite horizon choice, an MDP may use a discounted or total reward model. In the discounted reward MDP, a discount factor, \( 0 < \lambda < 1 \), is applied to ensure convergence of infinite sums. We have chosen to use the expected total reward criteria because we see no justification for discounting in the routing problem. The expected total reward of an infinite-horizon MDP (also referred to as the value function) is given by (Equation 5.1.1 in [107])

\[ v^\pi(s) = \lim_{T \to \infty} E_s^\pi \left[ \sum_{t=1}^{T} r(X_t, Y_t) \right], \] (5.5)

where \( E_s^\pi \) indicates that the expectation is evaluated using the transition probabilities resulting from policy \( \pi \) and that the system state is initially \( s \), i.e. \( X_1 = s \). We refer to the optimal policy, i.e. the policy that achieves the maximum expected total reward for all states, as \( \pi^* \).
5.3.2 Characteristics of an Optimal Policy

The limit in (5.5) is not guaranteed to exist for arbitrary $\pi$ and $r(s, a)$. However, we note that our MDP satisfies the requirements for being a negative model, meaning that $r(s, a) \leq 0$ for all $a \in A_s$ and $s \in S$. The limit in (5.5) is guaranteed to converge for the negative model. Additionally, because $A$ and $S$ are finite, an optimal stationary and deterministic policy exists [107]. However, in order for the expected total reward criteria to be meaningful, we must show that it is finite for the optimal stationary deterministic policy. This is established by the following theorem:

**Theorem 5.3.1.** For an infinite horizon MDP with system state transition matrix, $T_S$, of the form of (5.3) and for which $|r(s, a)| < \infty$ for all $s \in S, a \in A$ and $r(s_M, a) = 0$, there exists a stationary policy $\pi$ for which $v^\pi(s) > -\infty$ for all $s \in S$.

**Proof.** Since $G_e$ is assumed to be connected, we know that there exists a path from any node to the destination node, $n_d$. Suppose we choose a particular path in $G_e$ that connects the source node to the destination node. Then we then select the stationary policy, $\pi'$, in which a node holds the packet until the next link along the path is up. Because the network process is ergodic, any link in $G_e$ will eventually be in the up state with probability 1. Therefore, the process will exit every $s \neq s_M$ with probability 1 and then never return, meaning that every $s \neq s_M$ is transient. Once the packet reaches the destination, or equivalently state $s_M$, the system will remain in state $s_M$ with probability 1. This means that $s_M$ is an absorbing state, and that $\pi'$ results in an absorbing Markov chain [108]. We can write $T_S$ as

$$T_S = \begin{bmatrix} Q & R \\ \tilde{0} & 1 \end{bmatrix}$$

where $Q$ is an $(M - 1)$-by-$(M - 1)$ matrix, $R$ is an $(M - 1)$-by-1 column vector, and $\tilde{0}$ is a row vector of $M - 1$ zeros. The expected number of time steps to reach the absorbing state from each transient state is given by the column vector $\tau = (I - Q)^{-1}\tilde{1}$ [108], where
is the \((M-1)\)-by-\((M-1)\) identity matrix, \(\vec{1}\) is an \((M-1)\)-by-1 column vector of ones, and each element of \(\tau\) is the expected time to absorption given a particular starting state. For any absorbing Markov chain, \((I - Q)^{-1}\) exists, and each element of \(\tau\) is therefore finite. Since, by assumption, the reward function is finite and \(r(s_M, d(s_M)) = 0\), \(v^{\pi'}(s) > -\infty\) for all \(s \in S\).

5.3.3 Finding an Optimal Policy

Now that we have described our routing problem as an MDP, we are able to apply standard methods for solving total reward infinite-horizon MDPs. The typical methods include policy iteration, value iteration, and linear programming. However, because we are using the total reward form of MDP, policy iteration and linear programming are not feasible [107]. Additionally, value iteration is not guaranteed to converge for a negative total reward infinite-horizon MDP unless we satisfy the following conditions [107]:

1. There exists a \(\pi\) for which \(v^{\pi}(s) > -\infty\) for all \(s \in S\).
2. \(S\) is finite.

It is clear that condition 2 is satisfied, and condition 1 follows from Theorem 5.3.1. An important property of value iteration is that it converges monotonically to the value function of the optimal policy.

The key step in value iteration is updating the value function. Using \(v^n(s)\) to represent the value function of state \(s\) at the \(n\)-th step of the algorithm, we define the function

\[
\delta^n(s, a) = r(s, a) + \sum_{s_j \in S} P(s_j \mid s, a) v^n(s_j). 
\]  

At each iteration, the value function is updated by

\[
v^{n+1}(s) = \max_{a \in A_s} \delta^n(s, a).
\]
Each step of value iteration requires \(O(|A||S|^2)\) operations. Since \(|S|\) is exponential in the number of links, the solution to our MDP requires exponential time to compute; therefore, we consider the exponential size of \(S\) to be the key issue in solving the MDP.

### 5.3.4 The Suboptimality of Shortest-Path Routing in Markovian Networks

There are two dimensions, time and space, in which the network process exists. Thus, there may be spatial or temporal correlation between individual links in the network process. For example, suppose the network contains a satellite node while the other nodes are terrestrial. A pair of co-moving co-located terrestrial nodes will experience high correlation in their links to the satellite node, although the links may still experience random outages. We consider this to be a spatial relationship because it relates the behavior of links between different node pairs.

As an example of temporal correlation, consider a link that is spatially independent of all other links but is Markovian in time, i.e., \(P(l_i[t+1] \mid l_i[t], l_i[t-1], \ldots) = P(l_i[t+1] \mid l_i[t])\). In this case, the current state of the link is correlated with its past and future states but not with the state of any other link. We refer to this link as being spatially independent and temporally dependent (SITD). Another special case is the spatially and temporally independent (SITI) link, which has the property \(P(l_i[t+1] \mid l_i[t], l_i[t-1], \ldots) = P(l_i[t+1])\).

Thus far, we have focused on how we may model a stochastically-varying network and the methodology for obtaining optimal routing policies for such networks. However, existing link state-based MANET routing protocols use the shortest-path optimality criteria. This implicitly assumes that the network is static over the lifetime of the packet. To demonstrate the effect of using shortest-path routing in a Markovian network, we consider the example network in Fig. 5.1. All links are static except for those labeled SITI, and all SITI links have \(p_U = p_D = 0.5\). There are \(C\) SITI links along the lower path and \(kC, k > 2, \) static
Figure 5.1: Example Markovian Network

links along the upper path.

Because the SITI links are only up with probability 0.5, the source node, labeled $s$, sees a connected lower path with probability $0.5^C$. Using shortest-path routing, the source will choose the upper path with a probability approaching 1 for increasing $C$, with the packet requiring $kC + 1$ time slots to reach the destination. However, the expected number of time slots required to reach the destination along the lower path is $1 + 2C$. Since $k$ may be arbitrarily large without affecting the probability that the source chooses the upper path, we see that shortest-path routing may result in the selection of an arbitrarily long route over one that has much shorter expected length.

5.4 Relating Distance and Link State Information

In this section, we take a closer look at the relationship between the distance between a link and a node making a decision and the variation in the value function over the possible states for the link. The motivation behind this is that maintaining link state information for all links in the network is costly. Therefore, we would prefer to establish some localization properties that limit the amount of link state information that each node must maintain.
5.4.1 Link Distance in SITI Networks

In general, it is necessary to include all links in the system state in order to find the optimal policy. This implies that the size of the MDP’s state space grows exponentially in the number of links, and finding the optimal policy for large networks becomes impractical. However, the size of the state space can be reduced when there are one or more SITI links, for which we have the following theorem:

**Theorem 5.4.1.** The state of SITI link $l_i$ has no effect on $v^n(s)$, $s = (n, L)$, when $l_i$ is not adjacent to $n$.

*Proof.* We first define the sets $S_U = \{s \mid l_i = U\}$ and $S_D = \{s \mid l_i = D\}$. Let us choose an arbitrary pair of states, $s_U \in S_U$ and $s_D \in S_D$. We then note that $P(s_j \mid s_U, a) = P(s_j \mid s_D, a)$ because of the SITI property of $l_i$. This causes the summation in (5.6) to be the same for $s_U$ and $s_D$. We also note that $r(s_U, a) = r(s_D, a)$ because the action set is strictly dependent on links adjacent to $n$, which, by assumption, does not include $l_i$. Therefore, $\delta^n(s_U, a) = \delta^n(s_D, a)$. Additionally, the set of actions is the same for $s_U$ and $s_D$ because the actions depend solely on the states of links adjacent to $n$. Therefore, in Step 2 of value iteration, we always have $v^{n+1}(s_U) = v^{n+1}(s_D)$. Since it is the same action that maximizes $v^{n+1}(s_U)$ and $v^{n+1}(s_D)$ and value iteration converges to the optimal solution, we conclude that the state of $l_i$ does not affect the optimal policy. \(\square\)

The size of the MDP state space is generally $2^K(N-1)+1$. An important result of Theorem 5.4.1 is that the size of the MDP state space can be reduced by almost a factor of 2 for each SITI link. If, for example, there is a single SITI link, the size of the MDP state space can be reduced to $2^{K-1}(N-2)+2^K+1$. For the special case in which all links are SITI, the size of the state space is $\sum_{j \neq M} 2^{K_j} + 1$, where $K_j$ is the number of links adjacent to node $j$. 
5.4.2 Link Distance in SITD Networks

In Section 5.4.1, we showed that the influence of the state of SITI links is localized to the pair of nodes to which it is adjacent. Such localization has the benefit of reducing the size of the MDP state space. In this section, we focus on SITD links in an effort to determine if the system state space can be reduced when one or more links are classified as SITD.

To facilitate discussion of the effect of distance on optimal policy, we define the minimum separation distance, $D_{\text{min}}(n, l)$, which is the length (in hops) of the minimum length path among all paths in $G_e$ originating at node $n$ and terminating at one of the endpoints of link $l$. Intuitively, we would expect that the state of a particular link would have less impact on $v(s)$ as the minimum separation between the link and the node making the decision increases. This intuition is based on the behavior of stationary Markov processes. It is well known that the distribution of a Markov process approaches the stationary distribution as the time separation between the observation and the next state grows:

$$\lim_{k \to \infty} P(l_i[t+k] \mid l_i[t]) = P(l_i[t]).$$  \tag{5.8}

5.4.2.1 Linear Networks

Our initial analysis is based on the linear class of networks that can be described by Fig. 5.2. For ease of exposition, we assume the latency (in time slots) reward function, which is

$$r(s, a) = \begin{cases} 
-1 & \text{for } s \neq s_M \\
0 & \text{for } s = s_M
\end{cases}$$

Given this reward function and the network in Fig. 5.2, it is easily seen that the optimal policy, $\pi^*$, is to forward the packet toward the destination whenever the adjacent link states permit such an action. Otherwise, the packet is held. We wish to find expressions for $v^{\pi^*}(s)$ for the states associated with the source node.
As was shown in Section 5.3.2, the limit in (5.5) is guaranteed to converge for our MDP, which allows us to write (5.5) as

\[ v^\pi^* (s) = E^\pi^*(s) \left[ \sum_{t=1}^{\infty} r(X_t, Y_t) \right]. \] (5.9)

When using the latency reward function, we can write (5.9) as

\[ v^\pi^*(s) = - \sum_{\mathcal{X}} P(\{X_t\} | s) w(\{X_t\}) , \] (5.10)

where \( \{X_t\} \) is a random system state sequence terminating in the state \( s_M \), \( w(\{X_t\}) \) is the number of time slots in \( \{X_t\} \), and \( \mathcal{X} \) is the set of all possible state sequences. The policy \( \pi^* \) is implicit in the probability distribution over \( \{X_t\} \) in (5.10), as in the remainder of this chapter, except where it is necessary to be explicit.

**Static Links** A special case of Fig. 5.2 is when all link preceding \( n_j \) are static (i.e. up with probability 1). Let us refer to the probability that SITI link \( l_i \) is down as \( p_i \), and, for the SITD link, \( p = P(l_j[t+1] = D | l_j[t] = D) \) and \( q = P(l_j[t+1] = U | l_j[t] = U) \). For this scenario, we have the following theorem.

**Theorem 5.4.2.** When links \( l_1 \) through \( l_{j-1} \) are static, the minimum expected reward for any initial system state in which \( l_j \) is down \((s_{D_D})\) is given by

\[ v^\pi^*_\text{stat}(s_{D_D}) = - \left[ p^{j-1}_{U|D} + \frac{2-p}{p} p^{j-1}_{D|D} \right] - (j-1) - \sum_{i=j+1}^{M-1} \frac{1}{1-p_i} , \] (5.11)
where
\[ p_k^U + \frac{2 - p}{1 - p} p_k^D = \frac{3 - 3p - 2q + pq + p^2 + (1 - p)(p + q - 1)^k}{(1 - p)(2 - p - q)}. \] (5.12)

The minimum expected reward for any initial system state in which \( l_j \) is up \((s_U)\) is given by
\[ v_{\pi^*}^{\text{stat}}(s_U) = -\left[p_{U|U}^{j-1} + \frac{2 - p}{1 - p} p_{D|U}^{j-1} \right] - (j - 1) - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}. \] (5.13)

where
\[ p_{U|U}^k + \frac{2 - p}{1 - p} p_{D|U}^k = \frac{3 - 3p - 2q + pq + p^2 - (1 + q)(p + q - 1)^k}{(1 - p)(2 - p - q)}. \] (5.14)

Proof. See Appendix B. \qed

Using the facts that \( j = D_{\min}(n_1, l_j) + 1 \) and that \(|p + q - 1| < 1\) for a SITD link, it is clear that (5.11) and (5.13) converge to the same result as \( D_{\min}(n_1, l_j) \to \infty \).

**Bounds on** \( v_{\pi^*}(s) \) Referring to Fig. 5.2, we may break \( \{X_t\} \) into the sub-sequences \( \{X_t\}^-, \{X_t\}^j, \) and \( \{X_t\}^+ \). \( \{X_t\}^- \) is the state sequence prior to reaching \( n_j \); \( \{X_t\}^j \) is the state sequence while the packet is at \( n_j \) and being forwarded over the SITD link to \( n_{j+1} \); and \( \{X_t\}^+ \) is the state sequence from \( n_{j+1} \) to the destination. Furthermore, since \( \pi^* \) is deterministic and implicit in our probability distributions and the initial system state is given, the sequence of nodes at which the packet is located is uniquely determined by the sequence of network-wide link states, denoted by \( \{L_t\} \). We may also break \( \{L_t\} \) into the sub-sequences \( \{L_t\}^-, \{L_t\}^j, \) and \( \{L_t\}^+ \), with the analogous definitions applied.

When links \( l_1 \) through \( l_{j-1} \) have the same \( p_i = \alpha \), the distribution of \( w(\{X_t\}^-) \) is negative binomial, so
\[ \Pr(w(\{X_t\}^-) = k) = \binom{k - 1}{j - 2} (1 - \alpha)^{j-1} \alpha^{(k-j+1)}. \] (5.15)

However, when the \( p_i \) are not equal, the distribution is the sum of geometric random vari-
ables with different parameters, which, to our knowledge, has no closed-form probability distribution. Therefore, it would be useful to have upper and lower bounds on $v^{\pi^*}(s)$.

**Theorem 5.4.3.** Assuming that $l_1$ is up in the initial system state and that $p+q \geq 1$, $v^{\pi^*}(s)$ is lower bounded by

$$v_{lb, \geq 1}^*(s) = - \left[ p_{U|D}^{j-1} + \frac{2 - p}{1 - p} p_{D|D}^{j-1} \right] - 1 - \sum_{i=2}^{j-1} \frac{1}{1 - p_i} - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}, \quad (5.16)$$

and upper bounded by

$$v_{ub, \geq 1}^*(s) = - \left[ p_{U|U}^{j-1} + \frac{2 - p}{1 - p} p_{D|U}^{j-1} \right] - 1 - \sum_{i=2}^{j-1} \frac{1}{1 - p_i} - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}. \quad (5.17)$$

Assuming that $l_1$ is up in the initial system state and that $p+q < 1$, $v^{\pi^*}(s)$ is lower bounded by

$$v_{lb, < 1}^*(s) = - \left[ p_{U|D}^{even(j-1)} + \frac{2 - p}{1 - p} p_{D|D}^{even(j-1)} \right] - 1 - \sum_{i=2}^{j-1} \frac{1}{1 - p_i} - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}, \quad (5.18)$$

and upper bounded by

$$v_{ub, < 1}^*(s) = - \left[ p_{U|U}^{even(j-1)} + \frac{2 - p}{1 - p} p_{D|U}^{even(j-1)} \right] - 1 - \sum_{i=2}^{j-1} \frac{1}{1 - p_i} - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}. \quad (5.19)$$

where $even(j, j-1)$ is the function that selects the even value from the pair of integers $j$ and $j-1$.

**Proof.** See Appendix C.

Again we see that, as $D_{\text{min}}(n_1, l_j) \to \infty$, (5.16)-(5.19) converge to the same result. Due to the similarity between the bounds for $p+q \geq 1$ and $p+q < 1$, we restrict further discussions to the former. The convergence of (5.16)-(5.19) to the same result indicates that, given some
\( \epsilon > 0 \) and initial system states \( s_1 \) and \( s_2 \), there is some value of \( j \) for which

\[
\frac{|v^{\pi^*}(s_1) - v^{\pi^*}(s_2)|}{\min(|v^{\pi^*}(s_1)|,|v^{\pi^*}(s_2)|)} \leq \frac{v^{\pi^*}_{ub,\geq 1}(s_1) - v^{\pi^*}_{lb,\geq 1}(s_1)}{|v^{\pi^*}_{ub,\geq 1}(s_1)|} < \epsilon, \tag{5.20}
\]

where we have arbitrarily chosen to use \( s_1 \) in the middle term. The same inequality holds if we choose \( s_2 \). Now, if we assume that \( s_1 \) and \( s_2 \) represent system states that only differ in the state of link \( l_j \), then we can interpret (5.20) as bounding the maximum percent error that may occur when the state of \( l_j \) is unknown. In other words, the error due to having no knowledge of the state of \( l_j \) vanishes as the minimum distance from the decision node, \( n_1 \), to \( l_j \) increases. Intuitively, this indicates that the value of state information about \( l_j \) decreases for links further from the node making the routing decision.

### 5.4.2.2 Arbitrary Networks

In Section 5.4.2.1, we were able to obtain bounds on the value function that show that as \( D_{\min}(n_1, l_j) \rightarrow \infty \), the state of the SITD link has less effect on the value function. Of course, in the linear network of Fig. 5.2, it makes no difference what the state of \( l_j \) is when deciding on the action because the optimal action is always to forward the packet toward the destination. This is a byproduct of having a limited set of actions at any particular node when the network is linear. Therefore, we may ask whether the same property, namely that \( v^{\pi^*}_{stat}(s_D) \) and \( v^{\pi^*}_{stat}(s_U) \) converge to the same value as \( D_{\min}(n_1, l_j) \rightarrow \infty \), holds for a broader class of networks.

Let us consider the class of networks in which all links are SITD, possibly with unique transition probabilities for each link. Again, we refer to the optimal policy as \( \pi^* \), which, as explained in Section 5.3.2, may be assumed to be deterministic and stationary. Since the policy is stationary, the system state sequence \( \{X_t\} \) is a Markov process.

Again, knowledge of the (deterministic) policy and the link state sequence \( \{L_t\} \) is sufficient to uniquely determine the sequence \( \{X_t\} \); therefore, we use only \( \{L_t\} \) in our analysis. When
the optimal policy is unknown, the optimum value function can be written as

$$v^\pi(s) = \max_{\pi} \left[ -\sum_{L} P^\pi(L_1 \mid L_1) w(L_1) \right],$$

(5.21)

where $P^\pi(\cdot)$ is the probability distribution of link state sequences under the policy $\pi$. For this arbitrary SITD network, we have the following theorem.

**Theorem 5.4.4.** For a network consisting of SITD links and for initial states $s_D = (n, L_D)$ and $s_U = (n, L_U)$ that only differ in that the state of $l_j$ is initially down in $s_D$ and up in $s_U$, $|v^\pi(s_D) - v^\pi(s_U)| \to 0$ as $D_{min}(n, l_j) \to \infty$.

**Proof.** See Appendix D.

## 5.4.3 Delayed State Information

In formulating the minimum expected cost routing problem as a MDP, we must assume that state information for all pertinent links is available instantaneously. In reality, link state information is only available instantaneously for links adjacent to the node holding the packet. State information for links that are not adjacent must be transferred from an observing node to other nodes in the network that are incapable of direct observation. In this case, the value of $D_{min}$ again plays an important role. For the derivations in Sections 5.4.2.1 and 5.4.2.2, we have shown that for a given set of link transition probabilities, increasing $D_{min}$ results in a vanishingly small difference in $s_D$ and $s_U$. The rate at which $s_D$ and $s_U$ converge is exponential since it is a function of the $k$-step link transition probabilities, shown in (B.14).

When we incorporate a delay in the availability of link state information, the optimal routing problem is more aptly described as a POMDP. In the POMDP, our knowledge of the current system state is described by a probability distribution over all possible system states. However, the problem can still be represented in a form similar to (5.21), except that we
assume that the state observation is delayed by some number of time slots. The result is

\[ v^\pi^*(s) = \max_\pi \left[ -\sum_{\mathcal{L}} P^\pi (\{L_t\} | L_{-K}) w (\{L_t\}) \right], \quad (5.22) \]

where \( L_{-K} \) indicates a delay of \( K \) time slots in the initial state observation. We may follow the steps from (D.1) to (D.6), replacing \( L_1 \) with \( L_{-K} \), after which we find that \( v^\pi^*(s_D) \) and \( v^\pi^*(s_U) \) converge at a rate that is exponential in \( D_{\text{min}} + K \).

We see the same behavior in the results for the linear network in Section 5.4.2.1. In this case, we can analyze the effect on a particular link. Since the delay in obtaining link state information on the SITD link \( l_j \) must be at least \( D_{\text{min}}(n_1, l_j) \), we may follow the procedure in Appendix B through, replacing \( l_j[1] \) with \( l_j[-j+1] \), after which we find that the upper and lower bounds in Theorem 5.4.3 are exponential in \( 2(j-1) \) as opposed to just \( (j-1) \). Thus, when we consider the minimum delay in obtaining link state information, we see a dramatic shortening of the distance at which the difference in \( v^\pi^*(s_D) \) and \( v^\pi^*(s_U) \) becomes inconsequential.

### 5.5 The DEC-MDP Formulation

In general SITD networks, not every link would experience the same amount of delay. In fact, in the most realistic description, the per-link state information would be delayed by a random amount. Such a characterization may be intractable. However, recent research in decentralized MDPs has led to a type of POMDP called the DEC-MDP. The DEC-MDP is a special case of a POMDP in which the observations of the agents (i.e. nodes) collectively determine the state of the system, although no single agent has the complete set of observations [97].

While the general DEC-MDP is NEXP-Hard (NEXP is the class of decision problems that can be solved in no better than exponential time by a non-deterministic Turing machine) [97],
there are special cases in which polynomial time algorithms exist, such as the one formulated by Beynier and Mouaddib [109]. A key reason why the DEC-MDP in [109] is polynomial-time solvable is that there are precedence constraints on the way that agents make decisions. Precedence constraints also exist in the Markovian routing DEC-MDP since only the node with the packet makes the forwarding decision. Also, our DEC-MDP is clearly polynomial-time solvable when the network is composed of only SITI links. This is due to Theorem 5.4.1, which shows that even though the system state is not completely observed, the optimal policy can be executed based only on local link observations. Therefore, we remain hopeful that polynomial-time algorithms exist for either approximate or exact solutions to the MANET routing DEC-MDP.

5.6 The Markov Routing DEC-MDP as a Cognitive Network

We again refer to Chapter 2 and the key characteristics of a cognitive network, which are its ability to sense its environment, learn, plan, decide, and act in order to achieve an end-to-end goal. The agent-based framework of the DEC-MDP immediately recalls the presentation in Chapter 3 of a cognitive network as a MAS. The agents sense the environment by observing the state of network links. Their actions come from the set, $A$, defined in Section 5.3. Decisions are made according to the optimal routing policy, which is forward-looking, similar to the case in Chapter 4, in that the objective is to minimize an expected future cost based on the available current state information. The objective involves the actions of all intermediate nodes/agents, while the expected cost covers the lifetime of the packet in the network, making the objective truly end-to-end.

Learning is not explicitly treated in this chapter, but becomes apparent when we consider that the transition probabilities of the Markov process are generally not available a priori. This necessitates a technique for estimating, or learning, the transition probabilities. It has
been shown that reinforcement learning is able to converge to the optimal policy when the transition probabilities of the underlying Markov process are unknown [110]. Furthermore, Q-learning, which we discussed in Section 3.2.7, has been applied to solving POMDPs [111]. This relationship between reinforcement learning and MDPs satisfies the learning requirement and completes our view of the cognitive network as a fitting solution to this MANET routing problem.
Chapter 6

Conclusions, Contributions, and Future Work

6.1 Conclusions

This dissertation has sought to solidify the cognitive network concept, while simultaneously addressing two important open problems. We initially focused on answering fundamental questions such as “What is a cognitive network and how does it compare to related concepts?” and “What methods might one use for learning and reasoning in cognitive networks?” The answers to these questions could be debated and expounded upon for years, but one is not likely to reach concrete footing until applications of cognitive networks are considered. Thorough investigation of applications has the tendency to refine what is initially conceptual. Therefore, the bulk of this dissertation has sought to tie applications to the high-level concept.

In Chapter 4, we presented a multichannel topology control problem for DSA. This extended the focus of DSA research to the post-detection stage, i.e. the time period after the network nodes have decided that some group of channels is available for use. It also expanded
traditional topology control into the exogenous objective function realm. As the objective
function in this problem is quite difficult to evaluate, and even more difficult to solve op-
timally, we developed a suboptimal heuristic algorithm. We compared the performance of
this heuristic against a heuristic for a power-based multichannel topology control problem
and against solutions obtained via a long-running genetic algorithm. We showed that our
heuristic is a good compromise of performance versus solution quality. Finally, we related
this problem solution back to cognitive networks.

While DSA is a fitting application for cognitive networks, focusing on a single application
may lead some to the conclusion that they are synonymous. Therefore, Chapter 5 presents
a different application for cognitive networks, that of MANET routing. We selected this
problem because, despite an overabundance of MANET routing protocols, the question of
whether a MANET routing protocol is optimal is still open, with few researchers even asking
the question. We place the question on solid analytical ground by first modeling the network
at the link-level using a Markovian random graph sequence. For this model, the objective
is to minimize the expected cost along the random path to the destination, and the optimal
routing policy is the solution to a MDP. We showed that there always exists a stationary,
deterministic, finite expected cost optimal policy and performed analysis on several special
cases. The analysis revealed analytical evidence justifying the use of local information, where
the locality of information is a function of a link’s transition probabilities. We then extended
the MDP formulation to the more realistic case of the DEC-MDP, in which agents act in a
decentralized manner with partial information. The DEC-MDP has recently attracted the
attention of the AI as a framework for decision-making in MAS. This tie back to MAS brings
us full-circle to Chapter 3, where we initially frame a cognitive network as a MAS.
6.2 Contributions of this Dissertation

Here, we identify the primary contributions of this dissertation. For ease of review, we provide this information in list form, organized into three categories: foundational work, the DSA application, and the MANET routing application. For information regarding the publications resulting from these contributions, see the footnotes at the beginnings of Chapters 2 through 5.

6.2.1 Foundations

While background information is usually pulled from existing literature, work on cognitive networks was in such an early stage of maturity at the time that our research began that the work in Chapters 2 and 3 was not available in the existing literature. The foundational contributions to cognitive networking are:

- We provided further formalization of the cognitive network concept.
- We conducted the first effort to identify suitable approaches for learning and reasoning in cognitive networks.
- We formulated a cognitive node architecture.

6.2.2 The DSA Application

In Chapter 4, we introduced a multichannel topology control problem for DSA that is new to the DSA and topology control literature. The multichannel nature of the work places it within a small collection of topology control research that addresses power and channel adaptation simultaneously. The contributions are:

- We developed the first topology control model that combines a stochastic path loss
model, direct incorporation of a MAC protocol in the objective function, and joint consideration of power and channel selection.

- We developed a heuristic for the multichannel topology control problem MinMaxEo. In particular, the randomized algorithm in Section 4.4.3 for estimating the per-MIS $E_o$ is new and is crucial to developing a polynomial-time heuristic.

- We formulated a novel power-based multichannel topology control problem, MinMaxP, and proved that it is NP-hard.

- We developed a heuristic for MinMaxP, which exhibits excellent performance.

- We developed two genetic algorithms that provide performance comparisons for the heuristics.

### 6.2.3 The MANET Routing Application

Optimal routing in static networks is a subject that was resolved long ago. However, optimal routing in MANETs has been an elusive subject, which has likely been a major factor in the proliferation of MANET routing protocols. Because the research community has been unable to specify the best possible performance of a routing protocol in a MANET, it has relied largely on simulation for comparison, which has resulted in a great degree of confusion. Our contributions to MANET routing are:

- We analytically specify an optimal routing policy for the Markovian random graph model of a MANET.

- We prove that an optimal, stationary, finite-reward policy always exists, which alleviates concerns about the possibility that a network may not have a finite expected cost routing policy.
• We prove several theorems for special cases of Markovian networks related to the locality of information, which is crucial for reducing the complexity of the MDPs as well as dealing with incomplete state information.

• We re-formulate the problem as a DEC-MDP, reflecting realistic constraints on the availability of state information.

6.3 Future Work

As with any research, the process of answering a few questions generates dozens of new questions. This section mentions some of the questions that have arisen in the course of this work, which we feel are deserving of further research.

6.3.1 Directions for MinMaxEo Topology Control

We see tremendous opportunity for developing methods for estimating the outage potential map. The method that we have presented herein assumes a simple underlying statistical model for primary user behavior. Much more can be done to develop methods that more fully reflect primary user patterns. However, this development is in need of real-world data sets for the behavior of primary users as we believe that most existing mobility models do not reflect the behavior of rational primary users.

We have used the maximum likelihood position estimate in a binary sense in that we choose a single tile for the location of the detected primary user. However, it may be more accurate to update each tile’s weight using the likelihood itself. The likelihood for a tile would be the area integral of the conditional probability over all points within that tile. It may also be feasible to use time difference of arrival (TDOA), perhaps in conjunction with the maximum likelihood RSS method. Additionally, questions remain as to how to select the ROI and the tile sizes/shapes within the ROI.
The heuristic that we have presented for MinMaxEo may be improved by more accurate estimates for $r(l_{ij}, M_{P,H})$ and $m(M_{P,H})$. The randomized algorithm in Section 4.4.3 for sampling the MISs exhibits a bias that varies with the conflict graph. An unbiased sampling of MISs, if such a sampling is possible in polynomial time, would improve both $\hat{r}(l_{ij}, M_{P,H})$ and $\hat{m}(M_{P,H})$. Additional improvement may be possible by jointly modifying power and channel selections rather than proceeding sequentially.

Although it is not the focus of this work, the MinMaxP multi-channel topology control problem is interesting in and of itself. We believe that it is a natural extension from the single-channel topology control realm to a multi-channel network. Such an application may focus on interference within the network, rather than interference to an external entity like primary users. The problem formulation is amenable to analysis, and it may be possible to formulate an approximation algorithm for MinMaxP by modifying an existing approximation algorithm for the minimum makespan problem.

### 6.3.2 MANET Routing Future Work

The MANET routing problem formulation assumes that a single packet is to be routed to a single destination. This is the standard approach in unicast routing in the Internet. The problem appears to be easily extensible to the case in which multiple packets are en route to multiple destinations simultaneously. This is akin to QoS routing since the objective covers multiple source-destination pairs simultaneously. Another extension would be to expand the action space to allow forwarding of multiple copies of a packet. However, this extension is problematic in that the cost function must be more complex than just the immediate link cost (i.e. a single hop, link latency, etc.); otherwise, the optimal solution will always be to forward the packet along all possible paths.

Another interesting expansion of the action set is to allow network coding. Traditional routing, as well as multipath routing, can be seen as a special case of network coding. However, in true network coding, packets are combined by intermediate nodes, usually using
finite field arithmetic, and then reconstructed at the destination once a sufficient number of packets have been received. Network coding allows for the introduction of packet redundancy, which is especially useful in wireless networks because of the high probability of packet loss. Finally, the DEC-MDP formulation has many unanswered questions. Foremost among them are whether the problem is NEXP-hard and whether reasonable performance can be obtained with polynomial time heuristics or approximation algorithms. The use of reinforcement learning for solving a DEC-MDP is also an enticing topic. Our major concern here is that the DEC-MDP is relatively new, which may limit the methods and analysis that are available.
Appendix A

Proof of Lemma 4.5.1

Proof. Assume an instance of MinMake with a set of jobs \( \{\tau_1, \tau_2, \ldots, \tau_k\} \) and a set of processors \( \{M_1, M_2, \ldots, M_m\}, m \geq 2 \). For \( k \) even, no reduction is necessary. Suppose \( k \) is odd and that an assignment of jobs to processors is denoted by \( S \), with \( S^* \) being the set of assignments that yields the minimum makespan. Furthermore, for assignment \( S \), let the makespan be denoted by \( M_{max}(S) \), with \( M_{min}(S) \) representing the total processing time of the processor that finishes first under assignment \( S \). For any pair of assignments \( S_1, S_2 \in S^* \), it must be true that \( M_{max}(S_1) = M_{max}(S_2) = M_{max}^* \).

We reduce the odd-\( k \) instance of MinMake to an even-\( k \) instance by choosing an additional job, \( k + 1 \), with completion time that satisfies

\[
\tau_{k+1} < \left[ \min_{S \notin S^*} M_{max}(S) \right] - M_{max}^*, \tag{A.1}
\]

and, when

\[
M_{max}^* > \max_{S \in S^*} M_{min}(S),
\]

we impose the additional constraint that

\[
\tau_{k+1} < \min_{S \in S^*} [M_{max}^* - M_{min}(S)] . \tag{A.2}
\]
The new set of possible assignments is the cross product of the possible assignments using \( k \) jobs with the \( m \) possible assignments of the new job \( k + 1 \). We can find the optimal solution for this new set of jobs by first fixing \( S \) (an assignment of the original \( k \) jobs) and finding the minimum makespan that can be achieved by assigning job \( k + 1 \) to one of the \( m \) processors. We then repeat this for every \( S \) and take the combination of \( S \) and the assignment of job \( k + 1 \) that result in the minimum makespan.

Consider first the set of assignments \( S \notin S^* \). We first note that adding a new job to these assignments can only increase the makespan, so that an optimal choice is always to assign the job to the processor that would finish first. This processor now has processing time \( M_{\text{min}}(S) + \tau_{k+1} \). By our selection of \( \tau_{k+1} \) in (A.1), we can guarantee that

\[
M_{\text{min}}(S) + \tau_{k+1} < \left[ \min_{S \notin S^*} M_{\text{max}}(S) \right] - M_{\text{max}}^* + M_{\text{min}}(S).
\]

A direct result of the fact that \( M_{\text{max}}^* < M_{\text{max}}(S) \) for \( S \notin S^* \) is that \( M_{\text{max}}^* > M_{\text{min}}(S) \) because \( \sum_i \tau_i \) must be conserved for all schedules. This allows us to say that

\[
\left[ \min_{S \notin S^*} M_{\text{max}}(S) \right] - M_{\text{max}}^* + M_{\text{min}}(S) < M_{\text{max}}(S),
\]

and therefore

\[
M_{\text{min}}(S) + \tau_{k+1} < M_{\text{max}}(S).
\]

This implies that for all \( S \notin S^* \), the optimum assignment of job \( k + 1 \) results in no change to the makespan.

Now we consider the change in the makespan for optimal assignments. The first case is when the optimal assignments satisfy the condition

\[
M_{\text{max}}^* > \max_{S \in S^*} M_{\text{min}}(S).
\]

Again, the optimum assignment of job \( k+1 \) is to the processor with minimum total processing
time, in which case the constraint in (A.2) ensures that

$$M_{\min}(S) + \tau_{k+1} < M_{\max}^*,$$

for all $S \in S^*$. Therefore, all $S \in S^*$ remain optimal after the addition of the new job.

The second case occurs when

$$M_{\max}^* = \max_{S \in S^*} M_{\min}(S).$$

In this case, all processors in all optimal assignments have exactly the same total processing time. This occurs because $M_{\max}^* = 1/m \sum_i \tau_i$. By conservation of total job completion time, $1/m \sum_i \tau_i$ is the minimum possible makespan for any instance of $\text{MinMake}$, and every processor must have the same total processing time in order to achieve a makespan of $1/m \sum_i \tau_i$. Therefore, after adding $\tau_{k+1}$ to an arbitrary processor in each optimal assignment, every $S \in S^*$ will now have a makespan of $M_{\max}^* + \tau_{k+1}$. All of these assignments will still be optimal because (A.1) guarantees that $M_{\max}^* + \tau_{k+1} < [\min_{S \in S^*} M_{\max}(S)]$.

Therefore, given the optimum assignment for the odd-$k$ instance, we can determine in linear time the optimal assignment for the even-$k$ instance of $\text{MinMake}$. Conversely, knowing the optimal solution to the even-$k$ instance immediately tells us the solution to the odd-$k$ instance. \qed
Proof of Theorem 5.4.2

Proof. After breaking \( \{L_t\} \) into the sub-sequences \( \{L_t\}^- \), \( \{L_t\}^j \), and \( \{L_t\}^+ \) as described in Section 5.4.2.1, we rewrite (5.10) as

\[
v^{\pi^*}(s) = - \sum_{\mathcal{L}} P(\{L_t\} \mid L_1) \cdot \left[ w(\{L_t\}^-) + w(\{L_t\}^j) + w(\{L_t\}^+) \right],
\]

(B.1)

where \( \mathcal{L} \) is the set of possible sequences for \( \{L_t\} \) and \( L_1 \) is the initial state of the links. This same procedure of subdividing the state sequence may be repeated on \( \{L_t\}^- \) and \( \{L_t\}^+ \) until we have a set of subsequences \( \{L_t\}^i \), each capturing the interval from when the packet arrives at node \( n_i \) through the transition across a SITI link. This procedure leads to the following equations:

\[
\sum_{\mathcal{L}} P(\{L_t\} \mid L_1) w(\{L_t\}^-) = \sum_{i=1}^{j-1} \sum_{\mathcal{L}} P(\{L_t\} \mid L_1) w(\{L_t\}^i)
\]

(B.2)
and

\[
\sum_{\mathcal{L}} P (\{L_t\} \mid L_1) w (\{L_t\}^+) = \\
\sum_{i=j+1}^{M-1} \sum_{\mathcal{L}} \sum_{i} P (\{L_t\} \mid L_1) w (\{X_t^i\}).
\]  

(B.3)

Since all links are spatially independent, we may write

\[
P (\{L_t\} \mid L_1) = \prod_{i=1}^{M-1} P (l_i[2], l_i[3], \ldots, l_i[k_3] \mid l_i[1]),
\]  

(B.4)

where \(l_i[t]\) is the state of link \(i\) in time slot \(t\) and \(k_3\) is the number of time slots in the sequence.

Using (B.4) in (B.3) and (B.2) and expanding the link state sequences to be on a per-link basis, we have

\[
\sum_{\mathcal{L}} P (\{L_t\} \mid L_1) w (\{L_t\}^i) = \\
\sum_{\mathcal{L}_i} \cdots \sum_{\mathcal{L}_{M-1}} \prod_{i=1}^{M-1} P (l_i[2], \ldots, l_i[k_3] \mid l_i[1]) w (\{L_t\}^i),
\]  

(B.5)

where \(\mathcal{L}_i\) is the set of all possible sequences of the state of \(l_i\). Since \(w (\{L_t\}^i)\) is constant for all links other than \(l_i\) and using the fact that \(l_i\) is a SITI link, (B.5) reduces to

\[
\sum_{\mathcal{L}} P (\{L_t\} \mid L_1) w (\{L_t\}^i) = \\
\sum_{\mathcal{L}_i} P (l_i[2], \ldots, l_i[k_3]) w (\{L_t\}^i).
\]  

(B.6)

The result in (B.6) is the expected number of time slots until the SITI link is up, which is simply the expected value of a geometric random variable. Therefore, substituting (B.6)
into (B.2) and (B.3) and then using this result in (B.1), we obtain

$$v^\pi^* (s) = - \sum_{\mathcal{\Lambda}} P (\{ L_t \} \mid L_1) w (\{ L_t \}^j) - \sum_{\mathcal{\Lambda}^j} P (l_1[2], \ldots, l_1[k_3] \mid l_1[1]) w (\{ L_t \}^1) - \sum_{i=2}^{j-1} \frac{1}{1 - p_i} - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i},$$

(B.7)

where $p_i$ denotes the probability that SITI link $l_i$ is down. When the initial system state is such that the packet is at $n_1$ and $l_1$ is up,

$$\sum_{\mathcal{\Lambda}^j} P (l_1[2], \ldots, l_1[k_3] \mid l_1[1]) w (\{ L_t \}^1) = 1,$$

(B.8)

and when the initial system state is such that the packet is at $n_1$ and $l_1$ is down,

$$\sum_{\mathcal{\Lambda}^j} P (l_1[2], \ldots, l_1[k_3] \mid l_1[1]) w (\{ L_t \}^1) = 1 + \frac{1}{1 - p_1}.$$

(B.9)

The only term in (B.7) for which we do not yet have a direct solution is $\sum_{\mathcal{\Lambda}} P (\{ L_t \} \mid L_1) w (\{ L_t \}^j)$. We can apply the same procedure used in (B.4) and (B.5), but with a slightly different result since $l_i$ is SITD,

$$\sum_{a} P (\{ L_t \} \mid L_1) w (\{ L_t \}^j) = \sum_{\mathcal{\Lambda}_j} P (l_j[2], \ldots, l_j[k_3] \mid l_j[1]) w (\{ L_t \}^j).$$

(B.10)

Now, since $w (\{ L_t \}^j)$ depends only on a subsequence of $\{ l_j[1], \ldots, l_j[k_3] \}$, we break the sequence of states of $l_j$ into the following three subsequences: $\{ l_j[1], \ldots, l_j[k_1] \}$ is the sequence of states prior to the packet arriving at $n_j$, $\{ l_j[k_1 + 1], \ldots, l_j[k_2] \}$ is the sequence while the packet is located at $n_j$ and being transferred across $l_j$, and $\{ l_j[k_2 + 1], \ldots, l_j[k_3] \}$ is the sequence from the time that the packet reaches $n_{j+1}$ until it arrives at the desti-
tion. We denote the corresponding sets for each sequence as \( L_j^-, \ L_j^i, \) and \( L_j^+. \) Because 
\[ w(\{L_t\}) = k_2 - k_1 \] only depends on \( L_j^i, \) we are able to sum out the parts of the link state sequence corresponding to \( L_j^- \) and \( L_j^+ \), leaving us with

\[
\sum_{L_j} \mathbb{P}(l_j[2], \ldots, l_j[k_3] \mid l_j[1]) w(\{L_t\}) = \sum_{k_1=j-1}^{\infty} \mathbb{P}(k_1) \sum_{L_j^i} \mathbb{P}(l_j[k_1+1], \ldots, l_j[k_2] \mid l_j[1]) (k_2 - k_1), \tag{B.11}
\]

where \( \mathbb{P}(k_1) \) is the probability distribution of the length of the sequence \( \{l_j[1], \ldots, l_j[k_1]\}\).

At this point, we may apply the Markov property to \( l_j \) to see that

\[
\mathbb{P}(l_j[k_1+1], \ldots, l_j[k_2] \mid l_j[1]) = \mathbb{P}(l_j[k_1+1] \mid l_j[1]) \cdots \mathbb{P}(l_j[k_2] \mid l_j[k_2-1]). \tag{B.12}
\]

We recognize \( \mathbb{P}(l_j[k_1+1] \mid l_j[1]) \) as the \( (k_1) \)-step transition probability for \( l_j \) and that probabilities of the form \( \mathbb{P}(l_j[t+1] \mid l_j[t]) \) are 1-step link state transition probabilities.

Given the 1-step transition probability matrix for link \( l_j, \)

\[
T_{l_j} = \begin{bmatrix} p & 1-q \\ 1-p & q \end{bmatrix}, \tag{B.13}
\]

where \( p = \mathbb{P}(l_j[t+1] = D \mid l_j[t] = D) \) and \( q = \mathbb{P}(l_j[t+1] = U \mid l_j[t] = U) \), the \( k \)-step transition probabilities are given by the matrix

\[
T_{l_j}^k = \begin{bmatrix} \frac{1-q+(1-p)(p+q-1)^k}{2-p-q} & \frac{1-q-(1-q)(p+q-1)^k}{2-p-q} \\ \frac{1-p-(1-p)(p+q-1)^k}{2-p-q} & \frac{1-p+(1-q)(p+q-1)^k}{2-p-q} \end{bmatrix}. \tag{B.14}
\]

As there is only one SITD link, we represent the \( k \)-step transition probabilities in the more compact form \( p_{D|D}^k, \ p_{U|D}^k, \) etc, recognizing that they can be directly computed from (B.14).
We now note that the policy restricts $L_j$ to sequences consisting of 0 or more down states followed by a single up state. Therefore, assuming that $l_j[1] = D$, we may write

$$\sum_{L_j} P(l_j[k_1 + 1] \cdots l_j[k_2] \mid l_j[1] = D) (k_2 - k_1) =$$

$$p_{U\mid D}^{k_1} + p_{D\mid D}^{k_1} \sum_{t=1}^{\infty} (t + 1) p^{t-1}(1 - p). \quad \text{(B.15)}$$

The same holds when $l_j$ is initially up, with $p_{U\mid D}^{k_1}$ being replaced by $p_{U\mid U}^{k_1}$ and $p_{D\mid D}^{k_1}$ replaced by $p_{D\mid U}^{k_1}$.

After performing some additional algebra on (B.15) and substituting it into (B.11), we can write (B.10) as

$$\sum_{L} P\left(\{L_t\} \mid L_1\right) w\left(\{L_t\}^j\right) =$$

$$\sum_{k_1=j-1}^{\infty} P(k_1) \left[ p_{U\mid D}^{k_1} + \frac{2 - p}{1 - p} p_{D\mid D}^{k_1} \right], \quad \text{(B.16)}$$

and

$$\sum_{L} P\left(\{L_t\} \mid L_1\right) w\left(\{L_t\}^j\right) =$$

$$\sum_{k_1=j-1}^{\infty} P(k_1) \left[ p_{U\mid U}^{k_1} + \frac{2 - p}{1 - p} p_{D\mid U}^{k_1} \right]. \quad \text{(B.17)}$$

To compute (B.16) and (B.17) in terms of $p$, $q$, and $k$, we may use

$$p_{U\mid D}^{k} + \frac{2 - p}{1 - p} p_{D\mid D}^{k} =$$

$$\frac{3 - 3p - 2q + pq + p^2 + (1 - p)(p + q - 1)^k}{(1 - p)(2 - p - q)}, \quad \text{(B.18)}$$
and

\[ p_{U|U}^k + \frac{2 - p}{1 - p} p_{D|U}^k = \frac{3 - 3p - 2q + pq + p^2 - (1 + q)(p + q - 1)^k}{(1 - p)(2 - p - q)}. \]  \hspace{1cm} (B.19)

When links \( l_1 \) through \( l_{j-1} \) are static, the delay from \( n_1 \) to \( n_j \) is fixed, which means that \( P(k_1 = j - 1) = 1 \). Using (B.16) and (B.17), we can write (B.7) as

\[
\begin{align*}
 v_{\pi^*}^{\text{stat}}(s_D) &= - \left[ p_{U|D}^{j-1} + \frac{2 - p}{1 - p} p_{D|D}^{j-1} \right] - \\
&\quad (j - 1) - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}, \hspace{1cm} (B.20)
\end{align*}
\]

and

\[
\begin{align*}
 v_{\pi^*}^{\text{stat}}(s_U) &= - \left[ p_{U|U}^{j-1} + \frac{2 - p}{1 - p} p_{D|U}^{j-1} \right] - \\
&\quad (j - 1) - \sum_{i=j+1}^{M-1} \frac{1}{1 - p_i}. \hspace{1cm} (B.21)
\end{align*}
\]
Appendix C

Proof of Theorem 5.4.3

Proof. When $p + q \geq 1$, we see that (B.18) is monotonically decreasing in $k$ and that (B.19) is monotonically increasing in $k$. Therefore, we can upper bound $v^{*}(s)$ by using the fact that

$$p_{U|D}^k + \frac{2-p}{1-p} p_{D|D}^k \geq p_{U|D}^{k+r} + \frac{2-p}{1-p} p_{D|D}^{k+r},$$

(C.1)

and form a lower bound using

$$p_{U|U}^k + \frac{2-p}{1-p} p_{D|U}^k \leq p_{U|U}^{k+r} + \frac{2-p}{1-p} p_{D|U}^{k+r},$$

(C.2)

where, for both equations, $r \geq 0$.

When $p + q < 1$, (B.18) and (B.19) are not monotonic. Instead, they alternate above and below their asymptotic values depending on whether $k$ is odd or even. However, $|(1-p)(p+q-1)^k|$ and $|(1+q)(p+q-1)^k|$ are monotonically decreasing. Therefore, if we define the function $even(k, k+1)$ as choosing the even value from the pair $k$ and $k+1$, then, we can form an upper bound using the property

$$p_{U|D}^{even(k,k-1)} + \frac{2-p}{1-p} p_{D|D}^{even(k,k-1)} \geq p_{U|D}^{k+r} + \frac{2-p}{1-p} p_{D|D}^{k+r},$$

(C.3)
and the lower bound follows from the property

\[
\begin{align*}
    p_{U|U}^{\text{even}(k,k-1)} + \frac{2 - p}{1 - p} p_{D|U}^{\text{even}(k,k-1)} & \leq p_{U|U}^{k+r} + \frac{2 - p}{1 - p} p_{D|U}^{k+r}, \\
    \text{(C.4)}
\end{align*}
\]

where, for both equations, \( r \geq 0. \)
Appendix D

Proof of Theorem 5.4.4

Proof. Supposing that we are interested in the effect of SITD link \( l_j \), we may divide \( \mathcal{L} \) into a set of sequences that include at least one transition over \( l_j \), denoted by \( \mathcal{L}^{1+} \) and a set of sequences that include no transitions across \( l_j \), denoted by \( \mathcal{L}^0 \). We can then write (5.21) as

\[
v^\pi(s) = \max_{\pi} \left[ -\sum_{\mathcal{L}^{1+}} P^\pi(\{L_t\} \mid L_1) w(\{L_t\}) - \sum_{\mathcal{L}^0} P^\pi(\{L_t\} \mid L_1) w(\{L_t\}) \right].
\] (D.1)

If \( \sum_{\mathcal{L}^{1+}} P^\pi(\{L_t\} \mid L_1) = 0 \), then the state of \( l_j \) clearly has no effect on \( v^\pi(s) \) and \( v^\pi(s_U) - v^\pi(s_D) = 0 \). For the alternative case, we may assume that \( \sum_{\mathcal{L}^{1+}} P^\pi(\{L_t\} \mid L_1) > 0 \). This allows us to break \( \{L_t\} \) into the subsequences \( \{L_t\}^- \) and \( \{L_t\}^{j+} \), where \( \{L_t\}^- \) is the state sequence prior to the first time that the packet arrives at a node adjacent to \( l_j \) and \( \{L_t\}^{j+} \) is the state sequence from the time that the packet first reaches a node adjacent to \( l_j \) until it reaches the destination. Note that whereas \( \{L_t\}^- \) does not include any states in which the packet is at a node adjacent to \( l_j \), \( \{L_t\}^{j+} \) may include an arbitrary number of such occurrences.

Using the fact that \( w(\{L_t\}) = w(\{L_t\}^-) + w(\{L_t\}^{j+}) \), we can break the first term in (D.1)
By assumption, the packet is never at a node connected to $l_j$ during $\{L_t\}^{-}$, so that, by the SITD nature of all links,

$$
\sum_{\mathcal{L}^+} P^\pi (\{L_t\} \mid L_1) w (\{L_t\}) = \\
\sum_{\mathcal{L}^+} P^\pi (\{L_t\} \mid L_1) w (\{L_t\}^{-}) + \\
\sum_{\mathcal{L}^+} P^\pi (\{L_t\} \mid L_1) w (\{L_t\}^{j^+}).
$$

(D.2)

where $L_U$ is an initial state with $l_j$ up and $L_D$ is an initial state that matches $L_U$ except that $l_j$ is down.

Addressing the second term in (D.2), we separate $\sum_{\mathcal{L}^+}$ into sums over $\{L_t\}^{-}$ and $\{L_t\}^{j^+}$, resulting in

$$
\sum_{\mathcal{L}^+} P^\pi (\{L_t\} \mid L_U) w (\{L_t\}^{-}) = \\
\sum_{\mathcal{L}^+} P^\pi (\{L_t\} \mid L_D) w (\{L_t\}^{-}),
$$

(D.3)

where $L_U$ and $L_D$ are, respectively, the sets of all possible sequences of $\{L_t\}^{-}$ and $\{L_t\}^{j^+}$. We now list out the series of states as $\{L_t\}^{-} = \{L_1, L_2, \ldots, L_{k_1}\}$ and $\{L_t\}^{j^+} = \{L_{k_1+1}, L_{k_1+2}, \ldots, L_{k_2}\}$.
Summing over $\mathcal{L}^−$, we obtain

$$
\sum_{\mathcal{L}^−} \sum_{\mathcal{L}^+} P^\pi (\{L_t\}^−, \{L_t\}^+ | L_1) w (\{L_t\}^+) = \\
\sum_{k_1=D_{min}}^\infty P(k_1) \sum_{\mathcal{L}^+} P (L_{k_1+1}, \ldots, L_{k_2} | L_1) w (\{L_t\}^+),
$$

(D.5)

where $P(k_1)$ is the probability that $w (\{L_t\}^−) = k_1$. Since the link state sequence $\{L_{k_1+1}, L_{k_1+2}, \ldots, L_{k_2}\}$ is a Markov process, we may use Bayes’ rule and the Markov property to write

$$
P^\pi (L_{k_1+1}, \ldots, L_{k_2} | L_1) = \\
P (L_{k_1+1} | L_1) \ldots P (L_{k_2} | L_{k_2-1}).
$$

(D.6)

Using (D.2)-(D.6) in (D.1), we see that $v^\pi^* (s_\text{D})$ and $v^\pi^* (s_\text{U})$ differ only in the terms $P (L_{k_1+1} | L_\text{D})$ and $P (L_{k_1+1} | L_\text{U})$. Since $k_1 \geq D_{min}$, the Markov property allows us to say that as $D_{min} \to \infty$, $P (L_{k_1+1} | L_\text{D})$ and $P (L_{k_1+1} | L_\text{U})$ approach the same steady-state probabilities, and therefore,

$$
|v^\pi^* (s_\text{D}) - v^\pi^* (s_\text{U})| \to 0.
$$
Appendix E

Acronyms

API application programming interface
AI artificial intelligence
BN Bayesian network
CAP credit assignment problem
CBR case-based reasoning
CDPS cooperative distributed problem solving
COD configuration and observation database
CSL cognitive specification language
DAG directed acyclic graph
DCOP distributed constraint optimization problem
DEC-MDP decentralized partially observable Markov decision problem
DisCSP distributed constraint satisfaction problem
DSA dynamic spectrum access
DTN delay-tolerant network
EA evolutionary algorithms
GA genetic algorithm
iGA  island genetic algorithm
IL  independent learning
JAL  joint action learning
JPD  joint probability distribution
MAC  medium access control
MANET  mobile ad hoc network
MAS  multi-agent system
MDP  Markov decision problem
MIS  maximal independent set
ML  maximum likelihood
MOO  multi-objective optimization
MSBN  multiply sectioned Bayesian network
MST  minimum spanning tree
PGA  parallel genetic algorithm
POMDP  partially observable Markov decision problem
PSS  parallel scatter search
PTS  parallel tabu search
PVD  path-velocity decomposition
QoS  quality of service
RCSS  replicated combination scatter search
ROI  region of influence
RSS  received signal strength
RKRL  Radio Knowledge Representation Language
RPSS  replicated parallel scatter search
SAN  software adaptable network
SDR  software defined radio
SINR  signal-to-interference-and-noise ratio
SNR  signal-to-noise ratio
SPSS  synchronous parallel scatter search
TDOA  time difference of arrival
UDP/IP  Universal Datagram Protocol/Internet Protocol
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