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Position location has become one of the more important tasks for improving communication and networking performance for future commercial wireless systems. It is also the enabling technology for many control and sensing applications envisioned by the wireless sensor networks (WSN). Despite its meaningfulness and many algorithms being developed in the past several years, position location in harsh propagation environments remains to be a challenging issue, due mainly to the lack of sufficient infrastructure support and the prominent phenomenon of non-line-of-sight (NLOS) signal propagation.

Recently, adopting the concept of collaborative position location has attracted much research interest due to its potential in overcoming the abovementioned two difficulties. In this work, we approach collaborative position location from two different angles. Specifically, we investigate the optimal performance of collaborative position location, which serves as a theoretical performance benchmark. In addition, we developed a computationally efficient algorithm for collaborative position location and incorporated an effective NLOS mitigation method to improve its performance in NLOS-dense environments. Overall, our work provides insight into both theoretical and practical aspects of collaborative position location.
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Chapter 1

Introduction

1.1 Position Location in Harsh Environments

The past ten years have witnessed a tremendous proliferation of commercial wireless devices, such as cell phones, laptops, smart phones, smartbooks and stand-alone global positioning system (GPS) devices. The rapid development in wireless communication and networking technologies has enabled these devices to communicate with each other in an unprecedented scale. Among the many necessary technology advancements to boost on communication and networking capabilities, location discovery has emerged as one of the more important tasks. It has been demonstrated that accurate location information of wireless devices can greatly improve the performance of other communication or networking tasks, e.g., location-aided routing (LAR) [1], as well as provide new commercial revenue opportunities, e.g., location based services (LBS) [2]. However, determining the locations of wireless devices is a nontrivial task, especially for indoor or urban environments. A simple example is illustrated in Fig. 1.1, where we want to determine the locations of several wireless devices in a typical urban environment. Clearly, it is relatively easy for a GPS unit or E-911 enabled cellphone to determine its location with the help of either GPS satellites [3] or cellular base stations [4]. However, for those devices without built-in position location functionality, e.g., the laptop in the center of the figure, determining its location is not easy. Even if a device is equipped with GPS receivers or if E-911 is enabled, its location accuracy can be significantly deteriorated due to the limited visibility of GPS satellites or base stations. In some extreme cases, i.e., if the device is in a building or goes underground, it may not be able to obtain a position fix at all.
Figure 1.1: An example of position location in harsh environments: position location for commercial wireless devices in urban environments. If the laptop in the center of the figure is equipped with a GPS receiver, and wants to determine its location, it may be difficult to do so due to limited GPS satellite visibility among high-rise buildings. The dashed links represent non-line-of-sight (NLOS) propagation.

On the other hand, in the military and public safety domains, the deployment of networks of low-cost, low-power, small form factor and multi-functional wireless sensors is creating enormous opportunities for monitoring and control applications, including intrusion detection, military personnel or first-responder tracking, and scientific applications [5]. For the successful deployment of such wireless sensor networks (WSN), self-localization\(^1\) is a critical prerequisite, simply because any subsequently sensed data or detected events become meaningless without the location information of the reporting sensors. A straightforward but naive way to enable the location-awareness for a WSN is to equip each sensor with a GPS receiver. However, the associated device cost, complexity and power consumption are prohibitively high, and thus prevent a large scale deployment of the WSN. Further, even if all the sensors were equipped with GPS receivers, it is most likely that the majority of them

\(^1\)In this work, we will use the terms *position location* and *localization* interchangeably.
Figure 1.2: Another example of position location in harsh environments: wireless sensor network self-localization in a forested area. Only a few anchors with GPS capability can determine the locations. The presence of the forest and canopy causes the NLOS propagation.

may not have GPS visibility in environments such as a heavily forested area and thus still cannot obtain a position fix. Alternatively, relying on other pre-existing infrastructure, e.g., base stations as in an E-911 system, or manually placing sensors at pre-determined locations seems plausible, but significantly limits the applicability of WSN in some hostile environments, such as battlefields, heavily forested areas or a burning building where fire-fighters are about to enter. Taking all these into account, it is highly desirable that a network of wireless sensors, if being distributed into a harsh environment with little support from a conventional infrastructure-based system, is able to determine the node locations. An illustrative example is given in Fig. 1.2, where a network of wireless sensors wants to determine its location with the help of a few GPS-enabled sensors and the available inter-sensor wireless communication links. The presence of the forest and canopy would significantly limit the communication capability and degrade the localization accuracy.
1.2 Motivation for Collaborative Position Location

In this section, we first present several unique challenges for position location in harsh environments, which have motivated the concept of collaborative position location. Then, we will describe in more detail what the collaborative position location is and give a simple example to illustrate the concept and several heuristic schemes.

1.2.1 Challenges for Position Location in Harsh Environments

The examples in Section 1.1 illustrate the research problem we will investigate in this work. That is, how do we locate a network of nodes in a harsh environment, which has limited support from existing infrastructure and deteriorated propagation conditions. The two key phrases, “limited support” and “deteriorated propagation conditions”, imply several unprecedented challenges to the design of a position location scheme. In conventional infrastructure-based position location system, such as GPS [3] or an E-911 system [4], wireless devices measure signals from visible GPS satellites or cellular base stations to obtain their location estimate. However, as we mentioned above, equipping a node with a GPS receiver or deploying pre-existing infrastructure turns out to be an expensive and impractical solution in many applications. Therefore, in the position location problem of interest, only a small portion of all network nodes can be expected to have known locations (these nodes are commonly referred to as anchors or reference nodes, and those who initially do not know their locations are called unlocalized nodes). On the other hand, it is usually assumed that wireless nodes have a limited communication range for the sake of energy efficiency and longer battery life. These two facts together lead to a unique challenge to position location in harsh environments, that is, the majority of nodes do not have enough anchors within their communication range to make measurements. Consequently, these nodes cannot directly estimate their locations and the position location scheme has to rely on other mechanisms to propagate the known location information throughout the network, which is indeed a challenging design issue.

A second challenge stems from the fact that most applications we will consider are expected to be in environments with deteriorated propagation conditions, e.g., indoor, urban canyon or forested areas. In such environments, a prominent phenomenon is non-line-of-sight (NLOS)
signal propagation, which refers to the case where the signal along the direct line-of-sight (LOS) path between the transmitting and the receiving nodes is either blocked or significantly attenuated. NLOS propagation often leads to largely biased measurements, which in turn results in erroneous position estimation. The NLOS problem is exacerbated if the location information has to be propagated when there is limited infrastructure.

A third challenge is related to the notion of localizability, i.e., whether a node is uniquely localizable or not. This a result of the first two challenges, but is highlighted here because of its great practical importance. It is well known that in 2-dimensional (2D) distance-based localization, an unlocalized node needs distance measurements to at least 3 non-colinear anchors to obtain a unique location estimate. However, due to the combined effects of an insufficient number of directly-connected anchors and the presence of measurement noise and NLOS bias, node localizability is made intertwined with the solution reliability, i.e., how trustworthy a location solution is, and cannot be investigated based solely on connectivity information as in conventional infrastructure-based position location.

Besides these critical challenges, other interesting issues, such as the design of computationally efficient and scalable algorithms for large network deployment, incorporating multiple types of measurement data, and tracking mobile nodes, etc., all make the position location in harsh environments a nontrivial problem.

1.2.2 Collaborative Position Location

Over the past several years, there have been many approaches proposed or experimental systems developed for position location in harsh environments. For example, the Cricket location-support system [6], RADAR [7], the anchor-centroid based localization system in [8] and the APIT algorithm proposed in [9] are some notable earlier developments. However, these systems either require many powerful anchors to transmit beacons within the network [6, 8], or need an extensive pre-deployment measurement campaign [7], which are not suitable for the envisioned applications in this work. In addition, it has been widely acknowledged that using range estimate information or bearing information, rather than connectivity information only as in [8, 9], for position location leads to a fine-grained localization system with improved localization accuracy, despite the higher device and computational complexity. In fact, there has been a significant amount of research work in this regard and a detailed review of existing algorithms can be found in [10, 11, 12]. Among them, a notable common notion is that, the system should use not only the measurements between unlocal-
ized nodes and anchors, but also those among unlocalized nodes to estimate their locations. This concept has been referred to as collaborative or cooperative localization (or multihop localization, or sometimes simply as network localization [11]), to emphasize the use of additional measurements among unlocalized nodes to improve both localization accuracy and location coverage. In contrast, we refer to the conventional infrastructure-based position location approaches, e.g., GPS, E-911 or similar systems with an unlocalized node estimating its location based on measurements to directly connected anchors, as non-collaborative position location.

Figure 1.3: An example to illustrate the concept of collaborative position location. In non-collaborative position location, only node A is able to determine its location. In collaborative position location, nodes B, C and D will also be able to determine their locations. The presence of the NLOS link between nodes C and D can degrade the localization accuracy and needs to be specially handled.

We now use Fig. 1.3 as an example to illustrate the basic concept and some of the benefits from collaborative position location. It is well known that for 2D distance-based position location, an unlocalized node needs range estimates to at least three non-colinear anchors to estimate its location without ambiguity. Based on this knowledge, it can be easily concluded that in Fig. 1.3, only node A is able to obtain its location estimate and its localization accuracy depends entirely on range measurements to its three directly-connected anchors. This is in fact what we referred to as non-collaborative position location. On the other hand, in collaborative position location, those range estimates among the four unlocalized nodes...
will also be used. Below, we give a few heuristic schemes to demonstrate possible ways to utilize these measurements.

**Scheme 1:** Node A estimates its location first, then it declares itself as a virtual anchor. With the range measurement between A and B, node B now has a sufficient number of anchors and can thus estimate its location. Yet, nodes C and D cannot be localized.

**Scheme 2:** Relying on some packet flooding mechanism within the network, each unlocalized node obtains an approximate distance measurement to each of the anchors, even though they are not directly connected. In doing so, nodes B, C and D obtain enough range measurements to anchors and can then estimate their locations.

**Scheme 3:** Each unlocalized node uses its local information only to build a local coordinate system. Then all nodes collaborate with each other to merge their local coordinate systems and construct the global coordinate system.

**Scheme 4:** Setup a global optimization framework, with the objective of minimizing the sum of the squared differences between the measured distances and the distances calculated using estimated locations, including those among unlocalized nodes. This will jointly compute locations for all four unlocalized nodes.

It is straightforward to see some of the drawbacks associated with each of these schemes. For instance, Scheme 1 suffers from the problem of localization error propagation, i.e., node A acts as an anchor, but in fact has an erroneous location estimate and this error will be passed on to subsequently localized nodes. This idea has been applied in existing work such as [14, 32]. Scheme 2 not only needs much higher communication overhead, but also in general results in coarse localization accuracy because of the approximated distance measurements. The concept has appeared in earlier works such as [8] and in more refined form in later works [16, 17]. Scheme 3 practically needs high node connectivity and regularly shaped, e.g., isotropic, networks. The idea has found application in [20, 35]. Scheme 4, on the other hand, has the problems of scalability and the possibility of converging to a local instead of the global optimum. In fact, the objective of minimizing the sum of squared differences between the measured distances and the distances calculated using estimated locations is shown to yield the MLE in the case of Gaussian range estimation noise [24]. Moreover, the presence of NLOS distance measurements, as illustrated in Fig. 1.3, will affect all four schemes and may significantly degrade the localization accuracy if not properly handled.
Despite the drawbacks associated with these four schemes, we can clearly see the basic rationale of collaborative position location. That is, by letting unlocalized nodes collaborate with each other, we can increase the location coverage and potentially improve the localization accuracy.

1.3 Specific Research Challenges for Collaborative Position Location

Despite the novelty and research activities in collaborative position location, the aforementioned challenges have not been completely tackled and several fundamental questions remain unanswered. First and foremost, although many collaborative position location algorithms have been proposed, whether the computation is carried out in a centralized fashion, e.g., [15, 25, 30] or a distributed fashion, e.g., [14, 16, 18, 32], the fundamental question regarding the optimal performance of collaborative position location has not been answered. Specifically, although the closed-form expression of the maximum likelihood estimate (MLE) for collaborative position location is given in [24] and it is well known the MLE is optimal in the mean squared error (MSE) sense, there is generally no closed-form expression for the global optimum solution, due mainly to the nonlinear and nonconvex nature of the associated optimization problem, where classical gradient-search-based methods may return a local instead of the global optimum. Consequently, the authors in [25] and [30] resort to semi-definite programming (SDP) and second-order cone programming (SOCP) relaxations, respectively, to the original MLE problem and obtain the corresponding globally optimal solutions. However, both SDP- and SOCP-relaxed problems are no longer the original MLE and thus do not demonstrate the optimal performance. The authors in [36] further formulated the MLE in the presence of NLOS bias, but the solution procedure still does not guarantee global optimality. The authors in [37] presented the MLE for collaborative localization using RSS measurements. However, the MLE is only evaluated via a grid-search based numerical strategy, and thus is not guaranteed to be optimal. On the other hand, metaheuristic algorithms, e.g., simulated annealing (SA), particle swarm optimization (PSO) or genetic algorithms (GA), are proposed to address the solution optimality issue [38, 39, 40]. Nevertheless, it is known that these methods cannot guarantee the solution optimality either, despite the much higher computational complexity and their better chances of finding the globally optimal solution. Therefore, there is a need to investigate the optimal performance of collaborative position location.
In addition, although there are many localization algorithms that have explored the idea of node collaboration in different ways, most of them have not considered the issue of NLOS propagation. This is illustrated by the fact that simulation results of most existing algorithms have only been presented in the presence Gaussian range estimation noise. The authors in [36] did consider the NLOS issue and formulated the associated MLE, but have not presented extensive performance results, particularly for different network topologies and NLOS situations. Besides, the required centralized computation of the proposed algorithm does not scale well for networks with a larger number of nodes. It is worth mentioning that there exist methods to mitigate the adverse effect of the NLOS propagation, mainly in the context of mobile location for cellular systems, e.g., [41]-[47], and some more recent developments [48, 49]. However, these approaches are either computationally too expensive or have additional requirements on the minimum number of anchors, and thus are not well-suited for the envisioned applications. In view of the state-of-the-art and considering the prominent NLOS conditions in the applications of interest, we believe that the performance results of different collaborative position location algorithms in the presence of NLOS propagation are indispensable in order to make any algorithm comparison meaningful and practical. Additionally, there is a need for an effective and low complexity NLOS mitigation method that is ready for large scale deployment.

Another important aspect of collaborative position location is the algorithm efficiency in terms of both computational complexity and network scalability. So far, the SDP approach [26, 27] and the MDS-MAP(P, R) [20] using range estimates presented the most comprehensive performance results and are among the best available in terms of localization accuracy. However, the SDP has high computational complexity and does not scale well as the number of nodes and the average node connectivity increase. The MDS-MAP approach is originally proposed as a centralized method. Its distributed version MDS-MAP(P, R) is developed to deal with the scalability issue and demonstrates good performance only for regular isotropic network topologies. A few other developments, e.g., [31] and [32], achieve comparable performance and are based on distributed computation. Nevertheless, there is still a need to develop computationally more efficient, scalable collaborative position location algorithms for large networks to achieve improved localization accuracy across different range estimation noise scenarios, NLOS conditions and network topologies.
Finally, as far as the node localizability issue is concerned, the authors in [50]-[52] formulated network localization as a graph realization problem and investigated the issue of node localizability via the theory of graph rigidity. However, in their work, both range estimation noise and NLOS bias are ignored. This renders the derived conditions for node localizability less instructive in practical situations. In this regard, the framework of probabilistic localization recently adopted in [53, 54, 55, 56], is of interest. Specifically, network localization is formulated as a statistical inference problem, where the goal is to compute (approximate) the probability distribution of each node’s location based on the given measurements. Unlike other algorithms, the probabilistic position location generates a set of possible location estimates, namely particles, rather than a single location estimate. Each particle can be associated with a weight, which quantifies the uncertainty about the corresponding location estimate. Existing metrics such as the distance residual [14], geometric dilution of precision (GDOP) and error ellipses [3], although related to the solution uncertainty, cannot handle the presence of NLOS bias and are mainly useful for the case where an unlocalized node has enough anchors, e.g., at least four GPS satellites in the case of GDOP for 3D localization. In this sense, the probabilistic position location framework is naturally suited for handling node localizability and the preliminary results in [53] have demonstrated that nodes which end up with bimodal particle distributions can be regarded as being not localizable. However, the computational complexity of the probabilistic position location is prohibitively high and we believe that there exist numerically simpler alternatives to achieve the same goal.

1.4 Contributions and Organization of this work

Considering the potential and state-of-the-art of collaborative position location, our primary goals in this research are divided into two aspects, namely, theoretical performance limits and practical algorithm design. In particular, our contributions are summarized as follows:

- Chapter 3: We derive a new Cramer-Rao Lower Bound (CRLB) for collaborative position location, which takes the range estimation noise model into account and gives some insight into the benefit of having the knowledge of noise model and the impact of node geometry;

- Chapter 4: We formulate and develop a branch-and-bound/reformulation linearization technique (BB/RLT) based framework to solve the MLE for collaborative position
location. This is the first work that solves the MLE for collaborative position location with guaranteed solution optimality. We also show that the optimal performance of the MLE is a more meaningful performance benchmark than the CRLB, especially in the case of bad node geometry;

- Chapter 5: We develop a collaborative quasi-linear programming (CQLP) framework to deal with both node collaboration and NLOS propagation and demonstrate the error-propagation issue associated with the paradigm of sequential position location, especially for large networks;

- Chapter 6: We design an iterative and distributed collaborative position location method based on the parallel projection method (PPM), which achieves comparable and sometimes better localization accuracy than existing methods, but with significantly less computational complexity and much better network scalability. In addition, we show that it can be used to investigate node localizability in practical situations with much less computational effort than probabilistic localization;

- Chapter 6: We provide a comprehensive performance comparison between our method and state-of-the-art methods in the presence of non-line-of-sight (NLOS) propagation and across different network topologies;

- Chapter 7: We develop an NLOS mitigation method based on different levels of knowledge about the NLOS conditions. The method is incorporated into our iterative PPM method, demonstrates good performance and is suitable for large network deployment.

Published, submitted and to-be-submitted papers resulted from this work are as follows:


The rest of this work is organized as follows. In Chapter 2, we give some necessary background information on the general position location problem, e.g., measurement techniques, distance measurement model, as well as background specifically on collaborative position location. In addition, we provide a brief survey and taxonomy of existing work over the past ten years. In Chapter 3, we present our work on the fundamental limits on collaborative position location via the CRLB. In Chapter 4, we present our theoretical work on solving the MLE for collaborative position location with guaranteed solution optimality. In Chapter 5, we describe one of our practical algorithms for collaborative position location, which demonstrates the error-propagation issue associated with the paradigm of sequential position location. In Chapter 6, we develop an iterative and numerical method based on the PPM and provide a performance comparison with existing methods. In Chapter 7, we present our NLOS mitigation method that is particularly designed for the collaborative position location method proposed in Chapter 6. Finally, in Chapter 8, we draw conclusions and suggest future work.
Chapter 2

Background

In this chapter, we provide some necessary background information on both the general position location problem and specifically collaborative position location. We first give a formal mathematical formulation of the problem of interest. Then we describe measurement techniques available, followed by the mathematical model we used for distance measurements. In addition, we demonstrate the basic concept of collaborative position location through a few simple examples. Finally, we review existing algorithms for collaborative position location, followed by a taxonomy of and comparison between these algorithms. Notations and definitions given in this chapter will be used throughout this work. Note that to be more consistent and facilitate a fair comparison with the majority of the existing work, we will primarily focus on 2D position location.

2.1 Problem Formulation

Our research problem can be stated as: To determine the location of a network of nodes in a harsh environment with limited support from existing infrastructure and in the presence of deteriorated propagation conditions. In such a context, each node within the network is viewed as a point, located on a 2D plane. Nodes with unknown positions are referred to as unlocalized nodes, denoted by $\Theta = [\theta^T_1, \theta^T_2, \ldots, \theta^T_N]$ and $N$ is the number of unlocalized nodes. On the other hand, nodes with known locations are referred to as anchors, whose coordinates are denoted by $\mathbf{A} = [\theta^T_{N+1}, \theta^T_{N+2}, \ldots, \theta^T_{N+M}]$ and $M$ is the number of anchors. In practice, anchor locations can be known by either equipping the nodes with GPS receivers or
manually placing them at pre-determined locations. $\theta_i = [x_i \ y_i]^T$ is the coordinate of the $i$th node, for $i = 1, 2, \ldots, N + M$. Furthermore, we use $\mathcal{X} = \{X_{ij} \mid 1 \leq i \leq N, 1 \leq j \leq N + M\}$ to denote the set of inter-node measurements, where $X_{ij}$ is the measurement between the $i$th and the $j$th nodes. Depending on whether two nodes are able to communicate with each other\(^1\), a particular measurement may or may not exist in $\mathcal{X}$. If the $i$th and the $j$th nodes can communicate with each other and obtain a measurement, we refer to them as being connected or neighbors of each other, denoted by $j \in \mathcal{N}(i)$ and vice versa, where $\mathcal{N}(i)$ is the set of the $i$th node’s neighbors. In addition, we assume inter-node measurements are symmetric\(^2\), i.e., $X_{ij} = X_{ji}$. Using these notations, the task of position location can be stated as to obtain location estimates $\hat{\Theta} = [\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_N]$ for the unlocalized nodes, given the set of anchor positions $\mathbf{A}$, and the set of available inter-node measurements $\mathcal{X}$.

To evaluate the performance of a position location scheme, we need to define a metric. Given a noise realization and the resulting location estimate $\hat{\Theta}$, the network-average error $\Omega$ is defined as the square root of the average squared localization error

$$\Omega \triangleq \sqrt{\frac{1}{N} \sum_{i=1}^{N} [(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2]},$$

(2.1)

where $[\hat{x}_i \ \hat{y}_i]^T$ denotes the $i$th node’s estimated location in $\hat{\Theta}$. The mean localization error $\overline{\Omega}$, on the other hand, refers to the square root of the network-average MSE, i.e.,

$$\overline{\Omega} \triangleq \sqrt{\frac{1}{N} \sum_{i=1}^{N} \mathbf{E}\{(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2\}},$$

(2.2)

where $\mathbf{E}\{\cdot\}$ denotes the expectation over different noise realizations.

### 2.2 Measurement Techniques

Measurements for position location can be divided into three categories: distance related measurements, angle-of-arrival (AOA) measurements and received signal strength (RSS) fingerprinting [11]. Distance related measurements can be typically obtained from estimates of

\(^1\)In practice, this depends on factors such as the devices’ maximum communication range, obstacles between devices, etc.

\(^2\)This can be true when measurements obtained by two neighboring nodes are averaged before being used for location estimation.
time-of-arrival (TOA) with accurate clock synchronization or time-of-flight (TOF) obtained from round trip propagation time measurement, time-difference-of-arrival (TDOA) and RSS. One thing to note is that using RSS to obtain distance estimates requires a proper propagation model, which can be difficult to obtain or inaccurate in practice. AOA measurements can be obtained in two ways. The first relies on the use of the receiving antenna’s amplitude response and translates the received signal amplitude to an arrival angle estimate according to the known antenna pattern. The second uses an antenna array to measure phase differences in the array and then estimates the incoming signal’s arrival angle. RSS fingerprinting, on the other hand, relies on an extensive pre-deployment measurement campaign to construct a database of the signal strengths at different testing locations, received from multiple transmitters within the coverage area. In doing so, a mapping from a vector of RSS estimates to a location is established and can be used for online position location. Since our main focus in this research is on designing position location algorithms given inter-node measurements, we will not discuss the details of these measurement techniques and refer interested readers to [11] and references therein for an extensive review. Instead, we only briefly describe popular techniques to obtain distance-related measurements.

We need to emphasize that we will primarily focus on using TOA-based inter-node distance measurements. This is not only to be more consistent with the majority of the existing literature, thus facilitating a fair comparison between our and existing position location schemes, but also due to several practical considerations. First, compared to the RSS fingerprinting techniques, distance related measurements or AOA measurements do not require an extensive measurement campaign prior to the actual localization, therefore are more suitable and cost-effective. This is especially desirable for the envisioned applications in harsh or hostile environments. Second, AOA measurements not only require a direct line-of-sight (LOS) path from the transmitter to the receiver, but also have additional device cost such as multiple antennas at the receiver, which can be a limiting factor for small form factor and low power requirement of future wireless device or sensors. Third, among distance related measurements, using the RSS to determine distance requires the additional knowledge about the propagation environment, e.g., path loss exponent and shadowing, which is either not easily available or time-varying, and can lead to inaccurate distance estimates. TOA-based distance measurements, on the other hand, do not require the knowledge about the propagation environment or directly LOS path (though NLOS propagation can render range estimates biased) and generally yield better localization accuracy. Therefore, despite the additional complexity associated with either accurate clock synchronization in the one-way propagation time measurement or communication overhead involved in the two-way
roundtrip propagation time measurement [57, 58], TOA-based distance measurements and its associated distance measurement model have been widely used for collaborative position location, as seen by the great amount of existing work [13]-[40].

As far as the physical layer technology is concerned, acoustic signals and narrow-band radio frequency (RF) have been used [11]. A recent popular idea in propagation time measurements is to use ultra wideband (UWB) RF signals. A UWB signal is defined as a signal whose total bandwidth is more than 500 MHz or 20% of its center frequency. Benefiting from the extremely short (sub-nanosecond) pulse duration, a UWB signal has fine timing resolution and is naturally suited for ranging purposes, i.e., obtaining distance estimates from TOA measurements. Therefore, in this work, we assume the underlying physical layer technology is a UWB signal. A survey of UWB-based ranging techniques and the details of a measurement campaign conducted particularly for position location at Virginia Tech can be found in Chapters 2 and 6 of [58], respectively.

### 2.3 Distance Measurement Model

We now describe a mathematical model for TOA-based distance measurements that will be used in this work. This model essentially attempts to capture the statistical properties extracted from practical measurement data in [58] and is consistent with most existing work. Inter-node range estimates\(^3\) can be obtained from TOA estimation using different physical layer communication technologies. In realistic propagation environments, TOA estimation is corrupted by receiver noise and different channel effects, such as shadowing and multipath, which leads to erroneous distance measurements [10]. The use of UWB signals for ranging has been demonstrated as a promising technique to combat the multipath fading effect [59]. A mathematical model for TOA-based distance measurement, i.e., \(X_{ij} = r_{ij}\), is given by

\[
\begin{align*}
    r_{ij} &= d_{ij} + n_{ij}, & \text{if it is LOS} \\
    r_{ij} &= d_{ij} + n_{ij} + b_{ij}, & \text{if it is NLOS}
\end{align*}
\]

where

\[
d_{ij} = d(\theta_i, \theta_j) = ||\theta_i - \theta_j|| = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}
\]

\(^3\)We will use the terms range estimates or measurements and distance estimates or measurements interchangeably.
Figure 2.1: Illustration of the NLOS propagation problem. The two links shown by the dashed lines are obstructed by two objects, resulting in the NLOS propagation. In terms of TOA estimates, they will generally appear to be much larger than they should be. The corresponding range estimates are then positively biased.

is the Euclidean distance between the $i$th and $j$th nodes. The range estimation noise, $n_{ij}$ is a zero-mean Gaussian random variable with a variance of $\sigma_{ij}^2$ given by

$$\sigma_{ij}^2 = K_E d_{ij}^{\beta},$$

(2.5)

where $K_E$ is a receiver-specific proportionality constant capturing the effect of signal-to-noise ratio (SNR) and estimation technique. The last term $b_{ij}$ represents an unknown NLOS bias, which is positive and much larger than the noise standard deviation $\sigma_{ij}$, due to the fact that a NLOS signal travels over a longer distance than the LOS signal [58]. The most common way to describe NLOS bias is to model $b_{ij}$ as being uniformly distributed over $[B_{\text{min}}, B_{\text{max}}]$ where $B_{\text{max}}$ is the maximum NLOS bias and $B_{\text{min}}$ is the minimum NLOS bias and sometimes is simply set to be $B_{\text{min}} = 0$. Note that exponentially distributed NLOS bias is also sometimes observed [60]. The NLOS problem can be illustrated by Fig. 2.1, where the solid and dashed lines denote LOS and NLOS communication links, respectively. As can be seen, some signal propagation paths are obstructed by physical objects and signals at the corresponding receivers either arrive at a much later time or are significantly attenuated, which generally leads to largely biased inter-node distance measurements.
2.4 Related Work: A Chronological Survey

In Chapter 1, we gave a simple example in Fig. 1.3 to illustrate the basic concept as well as a few heuristic schemes for collaborative position location, including several representative works utilizing each of the four schemes. We now give a brief survey of the large number of algorithms developed in the past decade for collaborative position location, especially in the context of 2D distance-based position location for wireless sensor networks (WSN). By arranging the survey in a chronological order, we demonstrate how the concept of collaborative position location has emerged, matured and recently raised interests in some new topics.

**Beginning of the decade:** Most of the earlier developments have not explicitly used the term collaborative position location and focused only on position location without the help of GPS [6]-[9]. For example, in [8], the authors proposed a simple localization method where anchors broadcast beacons into the network and each unlocalized node uses the centroid of the anchors from which it has received beacons as its location estimate. Similar work but with improved performance can be found in [9]. In the RADAR system developed in [7], a pre-deployment measurement campaign was conducted to establish a mapping from the vector of RSS to locations. When a wireless device comes into the coverage area, it reports its RSS vector to the central database, which will return a location that best matches with the RSS vector to the device as its location estimate. The DV-hop approach proposed in [16] first calculates the average distance per hop by flooding anchor beacons within the network. Then each unlocalized node uses this distance information, as well as the number of hops it is from any anchor which has been learned in the beacon-flooding stage, to estimate its location by performing trilateration. This can also be viewed as an effort to improve the work in [8]. Nonetheless, its performance still suffers from the average-hop distance estimation step. To improve this, in [17], the authors adopted a local trilateration-based refinement stage to refine the initial solution obtained by the “hop-terrain” method in the first stage. A similar refinement approach has been adopted in [18], where the proposed algorithm has a pre-processing step of constructing so-called collaborative subtrees to include only those nodes considered as uniquely localizable, although the conditions for determining unique localizability only considers connectivity information and are thus questionable in practice. Another well-formulated approach is the work in [15], where the authors proposed a centralized convex programming approach to determine node locations using the connectivity information of the entire network. In general, these earlier developments are mostly coarse-grained localization systems and focus more on demonstrating the feasibility of collaborative
position location, and therefore have not carefully considered practical issues such as range estimation noise and NLOS propagation.

**Around the middle of the decade:** Later on, one approach using only connectivity information is proposed in [19], where multi-dimensional scaling (MDS) technique was applied to the network connectivity matrix to construct a relative node location map. Further, in their following work [20] and some parallel work [21, 22], distributed MDS using distance estimates has been proposed to improve the localization accuracy as well as to address the algorithm scalability problem associated with centralized MDS localization. In [24], the authors described the maximum likelihood estimator (MLE) for sensor localization, based on the assumption that the TOA range estimation noise is Gaussian distributed. Despite the fact that the MLE is known to be optimal in terms of the mean-squared-error (MSE), a closed-form expression for the global optimal solution is unavailable due to the associated nonlinear and non-convex optimization problem. In [25, 26], the authors resorted to a semi-definite programming (SDP) relaxation to the original MLE of collaborative position location and demonstrated its robust performance across different network topologies. In [30], a second-order cone programming (SOCP) relaxation is adopted aiming at faster computation than the SDP approach at the cost of some localization accuracy degradation. However, both the SDP and the SOCP are no longer the original MLE and do not provide the true optimal performance of collaborative position location. In [37], the authors used a grid-based numerical solution search strategy to solve the MLE for collaborative position location based on the RSS measurements, but the solution is again not guaranteed to be optimal. In [28], the authors proposed the use of robust quadrilaterals to particularly handle flip ambiguity in node locations. However, the requirement of having many quadrilaterals in the network can be too stringent. The authors in [32] focused on a sequential localization method and developed a measurement selection procedure to improve localization accuracy and handle the problem of error propagation. One interesting research direction taken by the authors in [50]-[52] is the use of graph rigidity theory to investigate node localizability. However, one obvious drawback of the approach is that it does not consider the presence of range estimation noise or NLOS bias. Another notable and distinguishing approach is use of the nonparametric belief propagation (NBP) for collaborative position location [53] and some subsequent similar works [54]-[56]. In the NBP approach, the network localization problem is formulated as a probabilistic inference problem, where the goal is, instead of obtaining a snap-shot location estimate, to obtain an approximated probability distribution for each unlocalized node’s location. Belief propagation (BP) refers to the process of nodes communicating and exchanging information with each other. The resulting approx-
imated probability distribution naturally captures the uncertainty of the location estimate and can be used to determine node localizability in the presence of range estimation noise. However, the biggest drawback with NBP-based or other probabilistic localization methods is the prohibitively high computational complexity, which can be problematic for low-cost and low-power sensor deployment. Overall, all these developments have greatly advanced the techniques of collaborative position location as well as drawn special attention to topics such as the optimal performance, algorithm efficiency and scalability, localization accuracy in NLOS conditions and node localizability in practical situations.

The past three years or so: More recently, there has been an increased amount of effort spent on the topics we just mentioned above. In particular, the authors in [36] derived the MLE in the presence of NLOS biases and developed a numerical method to solve it. However, the global optimality of the solution is still not guaranteed. In [61], we developed a branch-and-bound/reformulation linearization technique (BB/RLT) framework to solve the MLE for distance-based collaborative position location. This is the first work that guarantees the global optimality of the solution to the MLE. Based on this, we identified cases where the MSE performance indicated by the CRLB can be surpassed by the MLE due to the fact that the MLE is biased and concluded that the optimal performance of the MLE is a more meaningful performance benchmark in such cases. To address the issue of algorithm efficiency and scalability, the authors in [31] developed a distributed SOCP approach to network localization. Similar efforts were described in [62], where a localization scheme based on sum of squares (SOS) relaxation is proposed. Also, the authors in [63] proposed a curvilinear component analysis (CCA) based method to improve the MDS-MAP approach. However, these methods still have considerable computational complexity and do not scale well as the number of nodes and average node connectivity increase. Regarding NLOS conditions, in [64], we developed a collaborative quasi-linear programming framework to consider both node collaboration and NLOS mitigation. However, the performance is still not satisfactory, especially when sequential localization has to be used. In terms of node localizability, the works in [65] and [66] have the SDP and graph rigidity approaches, respectively. However, both have not considered the issue of range estimation noise and are thus not applicable in practical situations. To summarize, these more recent works have spent much effort to address several important practical issues we described above, but significant work still remains ahead.
2.5 A Taxonomy of Existing Algorithms

To better our understanding of existing localization algorithms, we now provide several different ways to classify them and briefly describe the pros and the cons associated with each class of methods. Within each class, we only strive to describe the key ideas of the most popular methods, which shall be only considered as being representative rather than being comprehensive.

**Type of measurement data: Distance, AOA and RSS fingerprinting**

Depending on the measurement data being used, localization algorithms can be classified as distance-based (via RSS or TOA), connectivity-based, AOA-based, RSS fingerprinting and hybrid methods. For example, algorithms proposed in [8, 15, 16, 19, 20, 67] are all connectivity-based localization, while algorithms such as those in [13, 14, 17, 18, 25, 32] are all distance-based localization. In general, connectivity-based localization has lower device and computational complexity, but only generates coarse-grained location information. Distance-based localization, on the other hand, leads to more accurate location estimation, but requires more sophisticated devices and has heavier computational load. Some algorithms, e.g., [33], use connectivity-based location estimation as a starting point, and then apply distance-based location refinement. Considering the potential benefit offered by distance measurements and also to be more consistent with most existing work, we will focus on distance-based localization to facilitate the discussion and performance comparison.

**Where the computation is performed: Centralized or Distributed**

Another way to classify localization algorithms is based on where the computation is performed. In the so-called centralized approaches [9, 15, 19, 20], [24]-[27] and [30, 33, 36, 61], all the anchor locations and measurement data are forwarded to a central processor to compute the unlocalized nodes’ positions in a joint manner. In distributed approaches [14], [16]-[18], [21, 22, 28, 31, 32] and [34, 64], the computation is spread over the entire network and thus only local information exchange is required. Distributed approaches have the advantage of being scalable and more robust to node failures. Centralized approaches, on the other hand, utilize the information about the entire network and are supposed to yield more accurate location estimation. However, an efficient solver for large scale nonlinear optimization problems associated with centralized approaches is needed to truly achieve the global optimum. Considering all the tradeoff and complexity issues, distributed approaches have attracted much more attention and are more practical for the applications of interest.
How the computation is performed: Sequential or Concurrent

Depending on how the location information is propagated through the network, localization algorithms can also be classified as sequential localization or concurrent localization. In sequential approaches [14, 32, 64], each unlocalized node updates itself as a virtual anchor to assist other unlocalized nodes to localize themselves. In the sequential approaches, only measurements with neighboring nodes are used. An obvious drawback of the sequential approaches is the propagation of localization error [68, 69], which refers to the fact that virtual anchors themselves have localization error and will affect any unlocalized node that uses range estimates to them to perform location estimation. On the other hand, in the concurrent approaches, unlocalized nodes do not act as virtual anchors even after they have been localized. Examples include all the centralized approaches and the distributed algorithms proposed in [18, 28, 22]. Generally speaking, although sequential location estimation appears to be a simple way of disseminating location information throughout the network, the problem of localization error propagation has seriously limited its performance.

How the problem is formulated: Probabilistic or Non-probabilistic

Another way to classify existing algorithms is regarding whether the position location problem is formulated in a probabilistic manner. Specifically, depending on the nature of the framework as well as the returned location estimates, existing algorithms can be divided into deterministic and probabilistic approaches. Deterministic approaches solve position location problem in different ways, including pure optimization-based algorithms [15, 25, 30, 33, 48], estimation-based methods [24, 70], and other ad hoc algorithms, e.g., in [8]-[14], [16]-[18], [22, 28, 29]. A common feature of these algorithms is that they only compute a deterministic one-shot location estimate for nodes that have been localized. In other words, there is no additional information about the quality or the reliability of this solution. As we mentioned earlier, metrics such as distance residual, GDOP and error ellipses, which do provide some sense of reliability, may not be appropriate for collaborative position location, especially in the presence of NLOS propagation. On the other hand, in probabilistic localization approaches [53]-[56], the position location problem is formulated as a probabilistic inference problem, with the goal of computing (approximating) the probability distribution of each unlocalized node's location. Under such a framework, a position location algorithm returns a set of possible location estimations, each of which is preferably, although not necessarily, associated with a weight quantifying the uncertainty, or equivalently the reliability, about the corresponding location estimate. In this sense, probabilistic approaches return a more direct representation of the solution quality. However, existing algorithms under the prob-
abilistic localization framework have much higher computational complexity than one-shot estimate based algorithms, which can be a limiting factor for low-power sensor deployment.

To summarize, considering the state-of-the-art in the research field as well as different trade-offs between the device cost, computational complexity and localization accuracy, we believe a distributed and concurrent, non-probabilistic collaborative position location approach using distance measurements with a proper NLOS mitigation method is the path to take as far as the design of a practical algorithm is concerned.
Chapter 3

The CRLB for Collaborative Position Location

3.1 Introduction

As we described earlier, collaborative position location utilizes not only the measurements between unlocalized nodes and anchors, but also those among unlocalized nodes, which has been shown to have the potential to improve the overall localization accuracy [24]. Despite its usefulness and many existing algorithms, how to effectively utilize the measurements among unlocalized nodes remains a challenging issue. On the other hand, the fundamental limit via the Cramer-Rao lower bound (CRLB) on the variance of an unbiased estimator serves as a performance benchmark and has been used to evaluate collaborative position location schemes [36, 71]. In [24] and [72], the CRLB for localization error for any unbiased location estimator using range estimates was derived, based on the assumption that the range estimates are corrupted by zero-mean Gaussian noise. Additionally, in [24], the authors have shown that as long as certain connectivity conditions are met for a newly-added unlocalized node, the overall CRLB on localization error for those unlocalized nodes already in the network will always become lower. In [73], the authors considered the CRLB in an NLOS environment and showed that without the knowledge of the NLOS error, the minimum variance unbiased estimator (MVUE) simply discards all NLOS range estimates and uses only LOS range estimates. In all the existing work, one assumption that has been made is that the variance of the range estimation noise is not related to the true inter-node distance. However, as demonstrated in [58], range estimation noise variance does depend on the true
inter-node distance, meaning that nodes that are further away from each other obtain range estimates at a higher noise level, and we believe the knowledge of this may potentially affect the design of a collaborative position location scheme.

In this chapter, we derive a new CRLB based on the knowledge of a distance dependent variance model for range estimation noise. As demonstrated, this distance-dependent noise model influences the derivation of the Fisher Information Matrix (FIM), and finally leads to a CRLB different from existing work, e.g., those in [24] and [72]. We also show that our new CRLB is always lower than the previous CRLB, meaning that having the knowledge of range estimation noise model helps improve the localization accuracy. Furthermore, through the distance-dependent noise model, the new CRLB provides a means of understanding the immediate impact of node geometric configuration on the localization accuracy as well as node collaboration.

3.2 The CRLB for Collaborative Position Location

The CRLB is a lower bound on the variance of any unbiased estimator. Without any knowledge about NLOS range measurements, an unbiased location estimator will discard any NLOS range measurement to maintain the unbiasedness of the estimator [73]. Therefore, as in existing work, we assume all range measurements are LOS. In terms of our range measurement model defined in (2.3), this means\(^1\)

\[
    r_{ij} = d_{ij} + n_{ij},
\]

Based on these assumptions, if there exists a range measurement \(r_{ij}\) between the \(i\)th and \(j\)th nodes, its probability density function (pdf), conditioned on the locations, \(\theta_i\) and \(\theta_j\), can be written as

\[
    f(r_{ij}|\theta_i, \theta_j) = \frac{1}{\sqrt{2\pi\sigma_{ij}}} \exp\left(-\frac{(r_{ij} - d_{ij})^2}{2\sigma_{ij}^2}\right)
\]

(3.2)

where \(d_{ij}\) and \(\sigma_{ij}^2\) are the true distance and the variance of measurement noise, given by (2.4) and (2.5), respectively. Substituting these into (3.2), the log-likelihood function of (3.2) is

\(^1\)To be consistent with existing literature, we focus on the Gaussian distributed noise in this work. However, in Appendix 3.B and 3.C, we include the derivation of the CRLB based on exponentially distributed noise which only has positive support, for both distance-independent and distance-dependent noise modeling.
given by
\[
\log f(r_{ij}|\theta_i, \theta_j) = -\log \sqrt{2\pi K_E} - \frac{\beta_{ij}}{4} \log \left[ (x_i - x_j)^2 + (y_i - y_j)^2 \right] \\
- \frac{1}{2K_E} \times \left\{ r_{ij} - \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \right\}^{\beta_{ij}/2}
\] (3.3)

Assuming range measurements are corrupted by independent noise\(^2\), the joint pdf of the set of all range measurements is given by
\[
f(\mathbf{r}|\Theta) = \prod_{i=1}^{N} \prod_{j>i}^{N+M} f(r_{ij}|\theta_i, \theta_j)
\] (3.4)

where \( j > i \) in the second summation is to ensure each range measurement is only counted once, while \( j \in \mathcal{N}(i) \), as mentioned in Chapter 2, indicates that the \( j \)th node is a neighbor of the \( i \)th node. Therefore, the log-likelihood of the joint pdf of all range measurements is thus given by
\[
\log f(\mathbf{r}|\Theta) = \sum_{i=1}^{N} \sum_{j=i+1}^{N+M} \log f(r_{ij}|\theta_i, \theta_j)
\]
\[
= \sum_{i=1}^{N} \sum_{j=i+1}^{N+M} \left\{ -\log \sqrt{2\pi K_E} - \frac{\beta_{ij}}{4} \log \left[ (x_i - x_j)^2 + (y_i - y_j)^2 \right] \\
- \frac{1}{2K_E} \times \left\{ r_{ij} - \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \right\}^{\beta_{ij}/2} \right\}
\] (3.5)

The Fisher Information Matrix (FIM) \( J_\Theta \) is defined by [74]
\[
J_\Theta = -\mathbf{E}_\Theta \{ \nabla_\Theta [\nabla_\Theta \log f(\mathbf{r}|\Theta)]^T \}
\]
\[
= \begin{pmatrix}
J_{1,1} & J_{1,2} & \ldots & J_{1,2N-1} & J_{1,2N} \\
J_{2,1} & J_{2,2} & \ldots & J_{2,2N-1} & J_{2,2N} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
J_{2N-1,1} & J_{2N-1,2} & \ldots & J_{2N-1,2N-1} & J_{2N-1,2N} \\
J_{2N,1} & J_{2N,2} & \ldots & J_{2N,2N-1} & J_{2N,2N}
\end{pmatrix}
\] (3.6)

\(^2\)In this work, we limit our attention to independent range estimation noise. The effect of correlated noise is beyond the focus of this work.
Note that the FIM has a dimension of $2N \times 2N$, since there are totally $2N$ location parameters to be estimated.

Using (3.3) and (3.5), for $i = 1, 2, \ldots, N$, the main diagonal elements and the first diagonal below/above the main diagonal of the FIM are derived as (see Appendix 3.A for the detailed derivation.)

$$J_{2i-1,2i-1} = \sum_{j \in N(i)} \frac{w_{ij} \cos^2 \alpha_{ij}}{\sigma_{ij}^2},$$

$$J_{2i,2i} = \sum_{j \in N(i)} \frac{w_{ij} \sin^2 \alpha_{ij}}{\sigma_{ij}^2},$$

$$J_{2i-1,2i} = J_{2i,2i-1} = \sum_{j \in N(i)} \frac{w_{ij} \cos \alpha_{ij} \sin \alpha_{ij}}{\sigma_{ij}^2},$$

where

$$w_{ij} = 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{\beta_{ij}-2}$$

is a distance-dependent unitless scaling factor always greater than 1. Note that due to the definition of (2.5), $K_E$ is unitless only when $\beta_{ij} = 2$.

On the other hand, for $i, j = 1, 2, \ldots, N$, $j \neq i$ and $j \in \mathcal{N}(i)$, the non-diagonal elements, except the first diagonal below/above the main diagonal, of the FIM are given by

$$J_{2i-1,2j-1} = J_{2j-1,2i-1} = -\frac{w_{ij} \cos \alpha_{ij}}{\sigma_{ij}^2},$$

$$J_{2i,2j} = J_{2j,2i} = -\frac{w_{ij} \sin \alpha_{ij}}{\sigma_{ij}^2},$$

$$J_{2i-1,2j} = J_{2j,2i-1} = J_{2i,2j-1} = J_{2j-1,2i} = -\frac{w_{ij} \cos \alpha_{ij} \sin \alpha_{ij}}{\sigma_{ij}^2},$$

If $j \notin \mathcal{N}(i)$, the above three non-diagonal elements simply are zeros.

Finally, the CRLB for the localization error of the $i$th node can be described by

$$\mathbf{E}[(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2] \geq J_{2i-1,2i-1}^{-1} + J_{2i,2i}^{-1},$$

where $[\hat{x}_i \; \hat{y}_i]^T$ is an unbiased estimate of the true coordinate $[x_i \; y_i]^T$ and $J_{ij}^{-1}$ denotes the $(i, j)^{th}$ element of the inverse of the FIM $J_{\Theta}$. A more useful metric is given by

$$\sqrt{\mathbf{E}[(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2]} \geq \sqrt{J_{2i-1,2i-1}^{-1} + J_{2i,2i}^{-1}}.$$
We emphasize that our derived FIM differs from the result in [72], by having the additional distance-dependent scaling factor $w_{ij}$, given in (3.10), which captures the impact of having the knowledge of range estimation noise variance model on the localization accuracy.

### 3.3 Numerical Results

In this section, we present some numerical results for the CRLB we derived. By comparing it with the previous results [72], which we refer to as the old CRLB, we demonstrate the benefit of our new CRLB in providing direct insight into the impact of node geometry on the localization accuracy. Finally, we evaluate the performance of the popular linear least-squares (LS) location estimator against both the new and old CRLBs.

First, we examine the old and the new CRLB for a simple single-node localization scenario. We assume the network is a $20 \times 20$ m$^2$ square area and four anchors are placed at $(5, 5)$, $(15, 15)$, $(5, 15)$ and $(15, 5)$, respectively. A single unlocalized node is placed within the network area and is assumed to be able to communicate with all four anchors, i.e., the effect of limited communication range is not considered. Fig. 3.1 (a) and (b) present the difference between the old and the new CRLB, i.e., $(\text{old CRLB} - \text{new CRLB})$, for each unknown location with the network, when $K_E = 0.001$ and $\beta_{ij} = \beta = 4$, for any $\beta_{ij}$, and $K_E = 0.16$ and $\beta = 2$, respectively. Note that darker regions correspond to those having smaller values. As we can observe, the new CRLB is always smaller than the old one, since the difference is always larger than zero. This is due mainly to the fact that we have implicitly used additional knowledge on the range measurements, embedded in the distance-dependent noise model, and this translates to an increased FIM, which in turn lowers the CRLB. This knowledge is straightforward to understand and can be available in practical situations.

Next, we examine the CRLB for a network of unlocalized nodes with respect to different values of the path loss exponent $\beta$ and proportionality constant $K_E$. Both network size and anchor locations are the same as in Fig. 3.1. The communication range is now limited to be $R = 8$ m, i.e., nodes that are separated by more than $R$ cannot obtain range measurement to each other. We randomly generated 50 unlocalized nodes within the network. In Fig. 3.2, we present the new and the old CRLBs for 25 out of 50 nodes, with respect to different path loss exponents, for $K_E = 0.005$ and 0.01, respectively. A larger value of $K_E$ indicates the presence of more range measurement noise. We observe that the CRLB increases as the path loss exponent becomes larger, which is a straightforward result because of the increased noise
Figure 3.1: Difference between the old CRLB with our new CRLB. The noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta}$. Note that darker regions correspond to those having smaller values. It can be seen that, with the knowledge of the variance model of range estimation noise, the new CRLB is lower than the old CRLB.
Figure 3.2: The CRLB of different nodes within the network, showing the effect of different values of $\beta$ and $K_E$ on the CRLBs (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta_{ij}}$). Note the different scales on the two figures. The larger $\beta$ and $K_E$, the more benefit we can get from knowing the variance model of range estimation noise.

In addition, it is seen that the new and the old CRLBs are almost identical when $\beta = 2$, while the difference becomes larger as $\beta$ increases from 2 to 4. Furthermore, the new CRLB is always smaller than the old one and the difference becomes larger as $K_E$ increases from 0.005 to 0.01. This can be seen from the fact that $w_{ij}$ in (3.10) is always greater than one, which ultimately leads to a smaller CRLB. The larger $\beta$ and/or $K_E$ becomes, the larger $w_{ij}$ is, and the larger the difference between the new and the old CRLBs.

Finally, we present a comparison between the CRLB with the popular linear LS estimator [70] in Fig. 3.3, when localizing an unlocalized node using different numbers of anchors. The RMS localization error for the LS estimator is computed according to (2.2) by averaging over 1000 noise realizations for a randomly generated set of anchor locations. We assume the unlocalized node is able to communicate with all anchors. Additional anchors are incorporated in ascending order of their corresponding estimated range values, i.e., larger range estimates are incorporated later than smaller ones. This intuitively makes sense since anchors further away usually result in larger measurement noise as indicated by (2.5). As we can see, the CRLB serves as a benchmark to evaluate how well a practical LS estimator performs. The more anchors being used, the better the localization accuracy becomes. Furthermore, there
Figure 3.3: Comparing the LS estimator’s performance with the CRLBs, for $K_E = 0.001$ and $\beta = 4$ (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta}$). The fact that the new CRLB is lower than the old one suggests that having the knowledge of distance-dependence model of the noise variance has the potential of improving the localization accuracy. In addition, the LS estimator, despite having a closed-form solution, still performs much worse than the CRLB suggests.
3.4 Discussions

3.4.1 Distance-dependence of Measurement Noise

As mentioned earlier, existing work on the CRLB for position location has ignored this distance-dependence of the noise variance. Specifically, in [24], the authors simply ignored this effect and assigned equal variance to all range measurements. In [72], although the derived CRLB considered different noise variances for different range measurements, its dependence on the inter-node distance was not considered in the derivation of the FIM. This is equivalent to the fact that when taking derivatives of (3.3) with respect to \((\theta_i, \theta_j)\), only the mean \(d_{ij}\) is considered to be dependent on the \(\theta_i, \theta_j\). However, as experimental results suggest, the variance \(\sigma^2_{ij}\) is dependent on the \(\theta_i, \theta_j\). Although the relationship between the noise variance and the true distance may not be exactly captured by (2.5), we claim that it should be taken into consideration since it represents some easily-available additional knowledge about the measurement.

3.4.2 Path Loss Exponent

We need to emphasize that a path loss exponent of \(\beta = 3\) or \(\beta = 4\) practically represents the case of NLOS propagation. This is opposed to the fact that the CRLB is for an unbiased estimator and our assumption that all range measurements are LOS. However, we argue that our results are still meaningful in the sense that it provides a means of characterizing the best possible performance of an unbiased location estimator, if it is equipped with perfect knowledge of the NLOS bias in each NLOS range measurement. To be more general, we believe our new CRLB tells us that if all range measurements are LOS, the additional knowledge of the noise dependence on true distance does not help too much, as suggested by the CRLB in Fig. 3.2 for \(\beta = 2\). On the other hand, if NLOS range measurements are prevalent, the new CRLB tells us that, with perfect knowledge about NLOS bias, it is desirable to use range measurements from nearer anchors.

3.4.3 GDOP’s Suitability for Indoor Localization

What is more important, our approach of introducing distance-dependence into the noise variance no longer allows the extraction of geometric dilution of precision (GDOP), since
GDOP is a pure geometric quantity derived by assuming all range estimates have the same noise variance [24]. This is a reasonable assumption for GPS localization, since the distances from a GPS receiver to its visible satellites are not much different from each other. However, this assumption does not hold for indoor localization, where the difference between the distances from an unlocalized node to anchors may cause a non-negligible difference in noise variance, especially when the path loss exponent is large, e.g., 3 or 4, which is exactly the case for many indoor environments. Therefore, we argue that it may not be proper to attempt to de-couple geometric information from the noise variance for indoor localization and GDOP is no longer a good metric to gain insight into the localization system performance. In this regard, the existing derivation of the CRLB is not accurate, due to the fact that it ignores the distance-dependence in deriving the FIM. Our approach, on the other hand, is more accurate and offers direct insight into the impact of geometric configuration on the localization system performance.

3.5 Summary

In this chapter, we derived a new CRLB based on a distance-dependent noise variance model. This model impacts the FIM and ultimately leads to a different CRLB. We argue that the traditional way of computing GDOP, by assuming equal variance on all range estimates, may not be an appropriate way to characterize the impact of node geometric configuration for indoor localization, where the variance of range measurement can change dramatically for different wireless connections. Finally, the fact that the new CRLB is always smaller than the old one indicates the benefit of additional knowledge on measurement as well as a possibility for further improving localization accuracy.
Appendix 3.A: Derivation of the FIM for Gaussian distributed range estimation noise

Using (3.3), we define the following two terms

\[ A = - \frac{\beta_{ij}}{4} \log \left[ (x_i - x_j)^2 + (y_i - y_j)^2 \right], \]  

\[ B = - \frac{r_{ij} - \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}}{2 K E [(x_i - x_j)^2 + (y_i - y_j)^2]^{\beta_{ij}/2}}. \]

Therefore, let \( L(\theta_i, \theta_j) \triangleq \log f(r_{ij}|\theta_i, \theta_j) \), we have

\[ \frac{\partial L(\theta_i, \theta_j)}{\partial x_i} = \frac{\partial A}{\partial x_i} + \frac{\partial B}{\partial x_i}. \]

It is easy to derive that

\[ \frac{\partial A}{\partial x_i} = - \frac{\beta_{ij}}{2} \frac{x_i - x_j}{(x_i - x_j)^2 + (y_i - y_j)^2} \]

\[ \frac{\partial B}{\partial x_i} = \frac{1}{K E} \frac{x_i - x_j}{[(x_i - x_j)^2 + (y_i - y_j)^2]^{1+\beta_{ij}/2}} \times \left[ r_{ij} - \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \right] \times \frac{\beta_{ij}}{2} r_{ij} + \left( 1 - \frac{\beta_{ij}}{2} \right) \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]

The derivation of the second-order partial derivatives are more involved. After a few steps, we can show that

\[ \frac{\partial^2 A}{\partial x_i^2} = \frac{\beta_{ij}}{2} \frac{(x_i - x_j)^2 - (y_i - y_j)^2}{d_{ij}^4} \]

\[ \frac{\partial^2 B}{\partial x_i^2} = \frac{1}{K E d_{ij}^{4+\beta_{ij}}} \times \left[ (1 - \beta_{ij}) r_{ij} (x_i - x_j)^2 d_{ij} + \frac{\beta_{ij} r_{ij}^2}{2} d_{ij}^2 \right] - (2 - \beta_{ij}) (x_i - x_j)^2 d_{ij}^2 + (1 - \beta_{ij}) r_{ij} d_{ij}^3 - (1 - \beta_{ij}) d_{ij}^4 - \frac{\beta_{ij} r_{ij}}{2} (2 + \beta_{ij}) (x_i - x_j)^2 (r_{ij} - d_{ij}) - 2 \left( 1 - \frac{\beta_{ij}^2}{4} \right) (x_i - x_j)^2 (r_{ij} - d_{ij}) d_{ij} \]
Now, we know that
\[ E[r_{ij}] = d_{ij}, \quad (3.23) \]
\[ E[r^2_{ij}] = d^2_{ij} + K_E d^3_{ij}, \quad (3.24) \]
plug these into (3.21) to (3.22), and after a few mathematical manipulations, we can easily obtain
\[
-\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_i^2} \right] = -\mathbf{E}\left[ \frac{\partial^2 A}{\partial x_i^2} \right] - \mathbf{E}\left[ \frac{\partial^2 B}{\partial x_i^2} \right] = \frac{\cos^2 \alpha_{ij}}{\sigma_{ij}^2} \left[ 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{-2} \right]. \quad (3.25)
\]
Similarly, we can obtain
\[
-\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial y_i^2} \right] = -\mathbf{E}\left[ \frac{\partial^2 A}{\partial y_i^2} \right] - \mathbf{E}\left[ \frac{\partial^2 B}{\partial y_i^2} \right] = \frac{\sin^2 \alpha_{ij}}{\sigma_{ij}^2} \left[ 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{-2} \right]. \quad (3.26)
\]
The cross terms are evaluated as
\[
-\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_i \partial y_i} \right] = -\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial y_i \partial x_i} \right] = \frac{\cos \alpha_{ij} \sin \alpha_{ij}}{\sigma_{ij}^2} \left[ 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{-2} \right]. \quad (3.27)
\]
Further, we can use the symmetric property between \( x_i \) and \( x_j \), given by
\[
\frac{\partial^2 A}{\partial x_i \partial x_j} = -\frac{\partial^2 A}{\partial x_j^2}, \quad (3.28)
\]
\[
\frac{\partial^2 B}{\partial x_i \partial x_j} = -\frac{\partial^2 B}{\partial x_j^2}, \quad (3.29)
\]
to derive the terms as follows.
\[
-\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_i \partial x_j} \right] = \mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_i^2} \right] = -\frac{\cos^2 \alpha_{ij}}{\sigma_{ij}^2} \left[ 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{-2} \right], \quad (3.30)
\]
\[
-\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial y_i \partial y_j} \right] = \mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial y_i^2} \right] = -\frac{\sin^2 \alpha_{ij}}{\sigma_{ij}^2} \left[ 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{-2} \right], \quad (3.31)
\]
\[
-\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_i \partial y_j} \right] = -\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial y_j \partial x_i} \right] = -\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_j \partial y_i} \right] = -\mathbf{E}\left[ \frac{\partial^2 L(\theta_i, \theta_j)}{\partial x_i \partial y_i} \right] = -\frac{\cos \alpha_{ij} \sin \alpha_{ij}}{\sigma_{ij}^2} \left[ 1 + \frac{\beta_{ij}^2 K_E}{2} d_{ij}^{-2} \right]. \quad (3.32)
\]
Finally, the FIM can easily obtained by using the above results, where (3.25) - (3.27) are used to evaluate the diagonal terms in (3.6), while (3.30) - (3.32) are used to evaluate the non-diagonal terms in (3.6).
We now derive the CRLB for collaborative position location if the range estimation noise is exponentially distributed, denoted by,
\[ n_{ij} \sim \text{Exp}(\lambda_{ij}) = \frac{1}{\lambda_{ij}} \exp\left(-\frac{t}{\lambda_{ij}}\right), \quad (3.33)\]
where \( \lambda_{ij} \) is the mean of the distribution and the variance is given by \( \lambda_{ij}^2 \). Considering the LOS range estimate model in (2.3), we know
\[ E[r_{ij}] = d_{ij} + \lambda_{ij}. \quad (3.34)\]
Following the similar procedure as in Appendix 3.A and denoting the log-likelihood function of \( r_{ij} \) as \( L_{\text{exp}}(\theta_i, \theta_j) \), given by
\[ \log\{L_{\text{exp}}(\theta_i, \theta_j)\} = -\log \lambda_{ij} - r_{ij} - d_{ij} \lambda_{ij}, \quad (3.35)\]
we can derive the following for the diagonal terms in the FIM,
\[ -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i^2} \right] = -\frac{\sin^2 \alpha_{ij}}{\lambda_{ij}d_{ij}}, \quad (3.36)\]
\[ -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i^2} \right] = -\frac{\cos^2 \alpha_{ij}}{\lambda_{ij}d_{ij}}, \quad (3.37)\]
\[ -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial y_i} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i \partial x_i} \right] = \frac{\cos \alpha_{ij} \sin \alpha_{ij}}{\lambda_{ij}d_{ij}}. \quad (3.38)\]
On the other hand, using the symmetric property mentioned earlier, the terms for non-diagonal terms in the FIM are evaluated as follows,
\[ -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial x_j} \right] = E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i^2} \right] = \frac{\sin^2 \alpha_{ij}}{\lambda_{ij}d_{ij}}, \quad (3.39)\]
\[ -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i \partial y_j} \right] = E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i^2} \right] = \frac{\cos^2 \alpha_{ij}}{\lambda_{ij}d_{ij}}, \quad (3.40)\]
\[ -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial y_j} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_j \partial x_i} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_j \partial y_i} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_j \partial y_i} \right] = \frac{\cos \alpha_{ij} \sin \alpha_{ij}}{\lambda_{ij}d_{ij}}. \quad (3.41)\]
Finally, the FIM of the exponential distributed range estimation noise can easily obtained by using the above results, where (3.36) - (3.38) are used to evaluate the diagonal terms in the FIM, while (3.39) - (3.41) are used to evaluate the non-diagonal terms in the FIM.

**Appendix 3.C: Derivation of the FIM for exponentially distributed range estimation noise with distance dependent noise modeling**

Now, we consider the case where range estimation noise is dependent on the inter-node distance and this knowledge is available. In particular, we have the same model as Chapter 3 for the variance of range estimation noise, given by

\[ \lambda_{ij}^2 = K_E d_{ij}^{\beta_{ij}}. \]  

(3.42)

The difference from Gaussian range estimation noise is that the mean of the range estimation noise is also dependent on the inter-node distance,

\[ \lambda_{ij} = \sqrt{K_E d_{ij}^{\beta_{ij}}/2}. \]

Using the log-likelihood function in (3.35), we define log \( L_{\text{exp}}(\theta_i, \theta_j) \triangleq A_{\text{exp}} + B_{\text{exp}} \), where

\[ A_{\text{exp}} = - \log K_E - \beta_{ij} \log d_{ij}, \]  

(3.43)

\[ B_{\text{exp}} = - \frac{r_{ij} - d_{ij}}{\sqrt{K_E d_{ij}^{\beta_{ij}/2}}}. \]  

(3.44)

Then, we can obtain

\[ \frac{\partial A_{\text{exp}}}{\partial x_i} = - \beta_{ij} (x_i - x_j), \]  

(3.45)

\[ \frac{\partial B_{\text{exp}}}{\partial x_i} = \frac{(x_i - x_j) [2d_{ij} + \beta_{ij} (r_{ij} - d_{ij})]}{2\sqrt{K_E d_{ij}^{\beta_{ij}/2}}} \]  

(3.46)

and the second-order derivatives as follows,

\[ \frac{\partial^2 A_{\text{exp}}}{\partial x_i^2} = - \frac{\beta_{ij} (y_i - y_j)^2 - (x_i - x_j)^2}{d_{ij}^4}, \]  

(3.47)

\[ \frac{\partial^2 B_{\text{exp}}}{\partial x_i^2} = \frac{1}{2\sqrt{K_E d_{ij}^{\beta_{ij}/2}}} \left\{ [2d_{ij} + \beta_{ij} (r_{ij} - d_{ij}) + \frac{(x_i - x_j)^2 (2 - \beta_{ij})}{d_{ij}}] d_{ij}^{\beta_{ij}/2} \right. \]  

\[ - \left. \frac{(\beta_{ij} + 2)}{2} d_{ij}^{\beta_{ij}/2 + 1} (x_i - x_j)^2 \right\} \]  

(3.48)
Now use (3.34), we have $E[r_{ij}] = d_{ij} + \sqrt{K_{E}}d_{ij}^{\beta_{ij}}$. Substitute this into (3.47) and (3.48), we will have

$$
-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i^2} \right] = -E \left[ \frac{\partial^2 A_{\text{exp}}}{\partial x_i^2} \right] - E \left[ \frac{\partial^2 B_{\text{exp}}}{\partial x_i^2} \right] = \frac{\beta_{ij}(y_i - y_j)^2 - (x_i - x_j)^2}{d_{ij}^4}
$$

$$
-\frac{1}{2\lambda_{ij}^2 d_{ij}^2} \left[ 2\lambda_{ij} d_{ij}^2 + \beta_{ij} \lambda_{ij}^2 d_{ij}^2 - 2(x_i - x_j)^2 \lambda_{ij} d_{ij} - \beta_{ij}(\frac{\beta_{ij}}{2} + 2)(x_i - x_j)^2 \lambda_{ij}^2 \right]
$$

$$
= -\frac{\sin^2 \alpha_{ij}}{d_{ij} \lambda_{ij}} + \frac{\beta_{ij} \cos^2 \alpha_{ij} + 4\beta_{ij} \sin^2 \alpha_{ij} - 2\beta_{ij}}{4d_{ij}^2}.
$$

(3.49)

Similarly, we can obtain

$$
-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i^2} \right] = -\frac{\cos^2 \alpha_{ij}}{d_{ij} \lambda_{ij}} + \frac{\beta_{ij} \sin^2 \alpha_{ij} + 4\beta_{ij} \cos^2 \alpha_{ij} - 2\beta_{ij}}{4d_{ij}^2},
$$

(3.50)

$$
-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial y_i} \right] = \frac{\cos \alpha_{ij} \sin \alpha_{ij}}{d_{ij} \lambda_{ij}} + \frac{\beta_{ij} \cos \alpha_{ij} \sin \alpha_{ij} \left[ d_{ij} + \lambda_{ij} (\frac{\beta_{ij}}{4} - 1) \right]}{\lambda_{ij} d_{ij}^2}.
$$

(3.51)

As we can see, compared to (3.36)-(3.38), the results here (3.49)-(3.51) have additional terms, representing the benefit of the knowledge of the variance model.

Then, following similar steps and using the symmetric property between $x_i(y_i)$ and $x_j(y_j)$, we can obtain

$$
-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial x_j} \right] = E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i^2} \right]
$$

$$
= \frac{\sin^2 \alpha_{ij} \beta_{ij} \cos^2 \alpha_{ij} + 4\beta_{ij} \sin^2 \alpha_{ij} - 2\beta_{ij}}{d_{ij} \lambda_{ij}}
$$

(3.52)

$$
-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i \partial y_j} \right] = E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i^2} \right]
$$

$$
= \frac{\cos^2 \alpha_{ij} \beta_{ij} \sin^2 \alpha_{ij} + 4\beta_{ij} \cos^2 \alpha_{ij} - 2\beta_{ij}}{d_{ij} \lambda_{ij}}.
$$

(3.53)
\[-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial y_j} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_i \partial x_j} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_j \partial y_i} \right] \]

\[-E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial y_j \partial x_i} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_i \partial y_i} \right] = -E \left[ \frac{\partial^2 L_{\text{exp}}(\theta_i, \theta_j)}{\partial x_j \partial y_i} \right] \]

\[
= \frac{\cos \alpha_{ij} \sin \alpha_{ij}}{d_{ij} \lambda_{ij}} - \frac{\beta_{ij} \cos \alpha_{ij} \sin \alpha_{ij} \left[d_{ij} + \lambda_{ij} \left(\frac{\beta_{ij}}{4} - 1\right)\right]}{\lambda_{ij} d_{ij}^2}. \quad (3.54)
\]

Again, the FIM of the exponential distributed range estimation noise with a distance-dependent variance model can easily obtained by using the above results, where (3.49) - (3.51) are used to evaluate the diagonal terms in the FIM, while (3.52) - (3.54) are used to evaluate the non-diagonal terms in the FIM.
Chapter 4

Optimal Performance of Collaborative Position Location

4.1 Motivation and Related Work

The benefits from node collaboration have been well acknowledged. For example, by updating those nodes with enough connections to anchors as virtual anchors once they have been localized, and subsequently using them to assist neighboring nodes in determining their locations, the location coverage can be increased. More importantly, due to the additional measurements among unlocalized nodes, collaborative position location holds the potential to improve localization accuracy. In fact, the authors in [24] have shown that adding unlocalized nodes into a network will strictly lower the Cramer-Rao lower bound (CRLB) on the localization error as long as the newly-added nodes satisfy a simple connectivity requirement. In view of these benefits, many collaborative position location algorithms have been proposed. Depending on the nature of the computation, existing algorithms can be classified as either centralized or distributed algorithms [11]. For instance, the authors in [24] formulated the (centralized) maximum likelihood estimate (MLE) for distance-based localization, where inter-node distance can be derived from either time-of-arrival (TOA) or received signal strength (RSS) measurements. In [15, 19, 25, 30], several other centralized approaches have been developed for collaborative position location. On the other hand, distributed algorithms, e.g., [16, 17, 18], have been proposed to address the scalability and computational complexity issues associated with centralized approaches. Some other algorithmic developments and a more detailed survey can be found in [11]. Note that, using angle-of-arrival
(AOA) as either a substitute [75] or supplemental measurement [56], and filtering techniques based on time-varying measurements [76] are also applicable to collaborative position location, but are not the focus of this work.

Despite many algorithms being developed, the optimal performance of collaborative position location has not been fully investigated. Specifically, although the closed-form expression of the MLE is given in [24], there is generally no closed-form expression for the global optimum solution, due mainly to the nonlinear and nonconvex nature of the associated optimization problem, where existing numerical methods, such as trust-region method or Levenberg-Marquardt method, may return a local instead of the global optimum. Consequently, the authors in [25] and [30] resort to semi-definite programming (SDP) and second-order cone programming (SOCP) relaxations, respectively, to the original MLE problem. However, both SDP- and SOCP-relaxed problems are no longer the original MLE and thus do not demonstrate the optimal performance. The authors in [37] presented the MLE for collaborative localization using RSS measurements. However, the MLE is only evaluated via a grid-based solution search strategy, and thus is not guaranteed to be optimal and can be computationally difficult. On the other hand, metaheuristic algorithms, (e.g., simulated annealing), have also been proposed to address the solution optimality issue in [38]-[39]. In addition, numerical methods such as random restart [77], benefiting from the fast convergence property of Newton’s methods, provide an alternative to finding the global optimum from local optima resulting from random initializations. Nevertheless, it is known that these methods cannot guarantee that the solution is in fact optimal and may become computationally complex.

In this chapter, we seek to fill this void, by developing and examining an approach which produces the globally optimal (in the ML sense) solution. Specifically, we develop a brand-and-bound (BB) solution search strategy, coupled with the reformulation linearization technique (RLT) originally developed in [84], to numerically solve the MLE associated with collaborative position location, as given in [24]. Our main contribution includes the mathematical development of the BB/RLT solution procedure for the MLE problem and the design of several convergence speed-up techniques. To the best of our knowledge, the MLE for collaborative position location has only been approximately solved by existing work. We believe our result is significant in the sense that it offers a means to evaluate the optimal performance of collaborative position location. We compare the performance of the MLE with several existing collaborative position location schemes and demonstrate that it can be used as a good performance benchmark for evaluating practical position location schemes. Additionally, we show that for non-collaborative position location, the CRLB for an unbi-
ased estimator (despite its wide-spread use for this problem) sometimes is not a meaningful performance benchmark (this was also observed in [79, 80]). The reason for this is that the MLE is in general a biased estimator and thus can sometimes have a mean square error (MSE) smaller than the CRLB. As a result, the MLE can serve as a more practical performance benchmark. Finally, we emphasize that for the sake of simplicity and in order to be consistent with most of the existing work on collaborative position location, we focus on TOA distance-based position location with a Gaussian noise model. However, the extension to other measurement data such as AOA, and noise models other than Gaussian, can be carried out in a similar way as long as the corresponding MLE is properly formulated.

4.2 The MLE for Collaborative Position Location

We use the notations defined in Chapter 2 and consider TOA-based range estimates corrupted by independent zero-mean Gaussian random noise. To recall, the range estimate between the \( i \)th and \( j \)th nodes is modeled as

\[
r_{ij} = d_{ij} + n_{ij},
\]

where \( d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \) is the true inter-node distance and \( n_{ij} \sim \mathcal{N}(0, \sigma_{ij}^2) \) is a zero-mean Gaussian random variable with a variance of \( \sigma_{ij}^2 \). Note that in practice, the TOA measurement noise model is more complex than what is assumed here, especially in the presence of non-line-of-sight (NLOS) propagation. However, to be consistent with most existing work and facilitate the performance comparison, we adopt the Gaussian noise model and the incorporation of the NLOS is left as future work. Based on this model, the MLE for collaborative position location can be formulated as

\[
\hat{\Theta}_{ML} = \arg \min_{\Theta} f(\Theta)
\]

\[
= \arg \min_{\Theta} \sum_{i=1}^{N} \sum_{j=i+1}^{N+M} \frac{1}{\sigma_{ij}^2} \left( r_{ij} - \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \right)^2
\]

(4.2)

where \( \mathcal{H}(i) = \{ q \mid q = 1, 2, \ldots, N + M, \; d_{iq} \leq R \} \) denotes the set of the \( i \)th node’s neighboring nodes. Essentially, the MLE is equivalent to minimizing the sum of the weighted squared-difference between the estimated and the measured inter-node distances. We need to emphasize that in the case of equal noise variance, i.e., \( \sigma_{ij}^2 = \sigma^2 \), \( \forall i, j \), the MLE does not have to include the weighting factor \( \sigma_{ij}^2 \), as in [24], while we always include \( \sigma_{ij}^2 \) into
\( f(\Theta) \). Note that this does not alter the optimal solution procedure. On the other hand, if we include distance-dependent noise variance model explicitly, the BB/RLT framework can still be applied. But a different mathematical formulation is needed. Strictly speaking, although we assume the true node locations are constrained to be within the \((L \times L) m^2\) square network, it is possible that in the optimal solution to (4.2), a node’s estimated location may fall outside the network depending upon its true location and the associated range estimates. This is more likely to happen if a node’s true location is close to the network boundary and its range estimates are noisy such that a location outside the network leads to the optimal solution to (4.2). It is also worth mentioning that if multiple observations, i.e., range estimates, are available, the MLE can be formulated accordingly. As the number of observations goes to infinity, the MLE becomes asymptotically consistent and normal. However, in practice, multiple observations are generally not available for the position location problem, mainly due to the power consumption involved in inter-node communication and signal processing for performing range estimation.

Finally, as can be seen, the MLE problem given in (4.2) is a nonlinear and nonconvex optimization problem and there is generally no closed-form expression for the optimal solution. This is true even for the case of non-collaborative position location. Due to the difficulty of obtaining a closed-form expression for the optimal solution to (4.2), several alternatives have been developed. For example, in the case of non-collaborative position location (where (4.2) can be broken into \(n\) separate minimization problems), the authors in [70] proposed the linear least-squares (LLS) location estimator by linearizing the range estimates prior to location estimation. For collaborative position location, the authors in [25] resorted to a semi-definite programming (SDP) relaxation to the MLE problem in (4.2) and a global optimal solution to the SDP-relaxed problem can be obtained. In this paper, however, we focus on solving the original MLE problem in (4.2). To facilitate the comparison between the MLE and other existing methods, we define the following metrics. First, we term the unitless objective value of the MLE, \( f(\Theta) \), as the residual of \( \Theta \). Second, the network-average error \( \Omega \) and the mean localization error \( \Pi \) are defined as (2.1) and (2.2) in Chapter 2, respectively.

### 4.3 The BB/RLT framework for solving the MLE

In this section, we first give a brief overview of the generic BB/RLT algorithm. Then, we describe in detail how we reformulate and linearize the optimization problem given by (4.2) and the necessary algorithm components. Finally, we discuss its computational complexity.
and propose a few convergence speed-up techniques.

### 4.3.1 BB/RLT algorithm

The BB/RLT algorithm is outlined in [84] and was applied to finding the capacity of a multiuser MIMO system with interference in [83]. In general, for a nonlinear and nonconvex programming problem as in (4.2), nonlinear optimization techniques such as trust region method, Levenberg-Marquardt method or metaheuristic approaches cannot offer any performance guarantee on the final solution. The BB/RLT, on the other hand, is an effective technique to find a provably global optimum for a nonconvex programming problem. The principal idea of the BB/RLT is that, via the RLT, we can construct a linear programming (LP) relaxation to the original nonlinear minimization problem. It can be proved that the objective value of this LP problem serves as a lower bound (LB) on the original minimization problem, or an upper bound (UB) on a maximization problem [84]. Depending upon how the linear relaxation is carried out, the LP solution is either a feasible solution, or can be used as a starting point to perform a local search in order to find a feasible solution, to the original nonlinear programming problem. In our problem, the local search is not necessary since we induce the same constraints on $x_i$ and $y_i$ given in (4.2) into the LP and the LP solution is thus always feasible to the original problem. The objective value of the original problem using the LP solution is then an UB on the original minimization problem (or an LB on a maximization problem). With the relative ease of solving an LP problem and the guaranteed optimal solution, the BB strategy is brought in to iteratively bi-partition the solution space while tightening the UB and LB until the pre-determined optimality condition $LB > (1 - \epsilon)UB$ is satisfied, where $\epsilon$ is the target optimality parameter. In fact, it has been proved that as long as the partitioning intervals are compact, the BB/RLT converges to the globally optimal solution [84]. The generic BB/RLT algorithm for a minimization problem is outlined in Fig. 4.1. In the following, we describe how we construct the LP relaxation and apply the BB/RLT solution procedure to the MLE problem.
BB/RLT solution procedure

Initialization:
1. Let the optimal solution $\psi^* = \emptyset$ and initialize UB = $+\infty$.
2. Initialize problem list with only the original problem, denoted by $P_1$.
3. Apply the RLT to $P_1$, determine partitioning variables and their initial bounding intervals. Obtain the LP solution $\phi_{1}^*$, denote the LP objective value as LB$_1$. Let LB = LB$_1$.

Main Loop:
1. From the problem list, select $P_k$ with the minimum LB$_k$.
2. Let LB = LB$_k$.
3. Find, if necessary, a feasible solution to the original problem $\psi_k$, via a local search from the LP solution $\phi_{k}^*$; otherwise, let $\psi_k = \phi_{k}^*$. Denote $\psi_k$’s objective value in the original problem as UB$_k$.
4. If UB$_k$ < UB
   Update $\psi^* = \psi_k$ and UB = UB$_k$;
   If LB > $(1 - \epsilon)$UB
      stop and return $\psi^*$ as the $(1 - \epsilon)$-optimal solution.
   Otherwise
      remove all problems $k'$ from the problem list satisfying LB$_{k'}$ ≥ $(1 - \epsilon)$UB.
5. Find the maximum relaxation error among all RLT variables and divide the underlying partitioning variable’s current bounding interval into two new intervals at its corresponding value in $\phi_{k}^*$.
6. Solve the two new LP sub-problems $P_{k1}$ and $P_{k2}$ associated with the two new intervals and denote their objective values as LB$_{k1}$ and LB$_{k2}$.
7. Remove problem $P_k$ from the problem list.
8. If LB$_{k1}$ < $(1 - \epsilon)$UB, add $P_{k1}$ into the problem list.
   If LB$_{k2}$ < $(1 - \epsilon)$UB, add $P_{k2}$ into the problem list.
9. If the problem list is empty
   stop and return $\psi^*$ as the $(1 - \epsilon)$-optimal solution.
   Otherwise
      go to the next iteration.

Figure 4.1: Generic branch-and-bound/reformulation linearization technique (BB/RLT) solution procedure.
4.3.2 Reformulation and linearization of the MLE

To apply the RLT, we first linearize the objective function $f(\Theta)$ by making the following variable changes

$$Z_{ij} = \sqrt{W_{ij}}, \quad (4.3)$$

$$W_{ij} = (x_i - x_j)^2 + (y_i - y_j)^2, \quad (4.4)$$

and the linearized objective function $\ell(Z, W)$ is then given by

$$\ell(Z, W) = \sum_{i=1}^{N} \sum_{j=i+1}^{N+M} \frac{1}{\sigma_{ij}^2} \left(r_{ij}^2 - 2r_{ij}Z_{ij} + W_{ij}\right). \quad (4.5)$$

where $Z = \{Z_{ij}\}$ and $W = \{W_{ij}\}$ are the sets of existing $Z_{ij}$ and $W_{ij}$, respectively, meaning that if there is a range estimate between the $i$th and the $j$th nodes, $Z_{ij}$ and $W_{ij}$ exist.

Second, we need to linearize the constraint given by the square root function in (4.3). Specifically, given lower and upper bounds $W_{ij}^L$ and $W_{ij}^U$ for $W_{ij}$, two tangential lines of the square root function can be determined at $W_{ij}^L$ and $W_{ij}^U$, respectively. If the middle point between $W_{ij}^L$ and $W_{ij}^U$ is denoted by $W_{ij}^\beta$, i.e.,

$$W_{ij}^\beta = \frac{1}{2}(W_{ij}^L + W_{ij}^U), \quad (4.6)$$

another tangential line of the square root function can be defined at $W_{ij}^\beta$. In addition, the chord can be formed by connecting the two end points on the square root function, corresponding to $W_{ij}^L$ and $W_{ij}^U$, respectively. With all four tangential lines, a polygonal bounding region can be defined via the set of the following linear inequalities,

$$-W_{ij} + 2\sqrt{W_{ij}^L Z_{ij}} \leq W_{ij}^L, \quad (4.7)$$

$$-W_{ij} + 2\sqrt{W_{ij}^U Z_{ij}} \leq W_{ij}^U, \quad (4.8)$$

$$-W_{ij} + 2\sqrt{W_{ij}^\beta Z_{ij}} \leq W_{ij}^\beta, \quad (4.9)$$

$$W_{ij} - \left(\sqrt{W_{ij}^L} + \sqrt{W_{ij}^U}\right) Z_{ij} \leq -\sqrt{W_{ij}^L W_{ij}^U}. \quad (4.10)$$

An example of such a polygonal bounding region, for $W_{ij}^L = 0.2$ and $W_{ij}^U = 2$, is illustrated in Fig. 4.2, where tangential lines A, B, C and D form the boundaries of the polygonal bounding region. We need to point out that the choice of $W_{ij}^\beta$ is not unique, as long as its associated
Figure 4.2: Polygonal bounding region of $Z_{ij} = \sqrt{W_{ij}}$ for $W_{ij}^L = 0.2$ and $W_{ij}^U = 2$. The four tangential lines define a polyhedral bounding region for the square root function between $W_{ij}^L$ and $W_{ij}^U$.

tangential line is properly defined as in (4.9). An alternative is to choose the intersection point of the two tangential lines respectively defined at $W_{ij}^L$ and $W_{ij}^U$, as in [83]. However, as we will discuss shortly, the choice of $W_{ij}^\beta$ does have an impact on the convergence speed of the algorithm for our particular MLE problem.

Now, we linearize the quadratic constraint given by (4.4), which is related to the estimated distance between the $i$th and $j$th nodes. For that, we define

$$U_i = x_i^2,$$  \hspace{1cm} (4.11)
$$V_i = y_i^2,$$  \hspace{1cm} (4.12)

for $i = 1, 2, \ldots, N$. In addition, if $j \leq N$, i.e., node $j$ is an unlocalized node, we define

$$S_{ij} = x_i x_j,$$  \hspace{1cm} (4.13)
$$T_{ij} = y_i y_j,$$  \hspace{1cm} (4.14)
Substituting (4.11)-(4.14) into (4.4), we obtain the following linearized equality constraints for \( i = 1, 2, \ldots, N; j = i + 1, i + 2, \ldots, N + M; \) and \( j \in \mathcal{H}(i), \)

i) if \( j \leq N, \) i.e., node \( j \) is an unlocalized node:

\[
W_{ij} - U_i + 2 S_{ij} - V_j - 2 T_{ij} - V_j = 0; \quad (4.15)
\]

ii) if \( j \geq N + 1, \) i.e., node \( j \) is an anchor:

\[
W_{ij} - U_i + 2 x_i x_j - x_j^2 - V_i + 2 y_i y_j - y_j^2 = 0. \quad (4.16)
\]

With (4.15) and (4.16), we now linearize the quadratic constraints defined by (4.11)-(4.14). In particular, assuming the lower and upper bounds for \( x_i \) and \( y_i \) are given by \( x_i^L, x_i^U \) and \( y_i^L, y_i^U, \) respectively, we have, for \( x_i, \)

\[
x_i - x_i^L \geq 0; \quad (4.17)
\]

\[
x_i^U - x_i \geq 0; \quad (4.18)
\]

Adopting the RLT [84], we can derive the following so-called bounding-factor constraints,

\[
x_i^2 - 2 x_i^L x_i \geq -(x_i^L)^2 \quad (4.19)
\]

\[
x_i^2 - 2 x_i^U x_i \geq -(x_i^U)^2 \quad (4.20)
\]

\[
x_i^2 - (x_i^L + x_i^U) x_i \leq -x_i^L x_i^U. \quad (4.21)
\]

Now, substituting (4.11) into (4.19)-(4.21), we obtain three linear constraints involving \( U_i \) and \( x_i, \) which essentially define a triangular bounding region for (4.11) when \( x_i^L \leq x_i \leq x_i^U. \) Similar bounding-factor constraints can be derived for \( V_i \) via \( y_i. \)

Further, as for \( S_{ij}, \) we have, for \( x_i \) and \( x_j, \)

\[
x_i - x_i^L \geq 0; \quad (4.22)
\]

\[
x_i^U - x_i \geq 0; \quad (4.23)
\]

\[
x_j - x_j^L \geq 0; \quad (4.24)
\]

\[
x_j^U - x_j \geq 0. \quad (4.25)
\]

Again using the RLT, the bounding-factor constraints are given by

\[
x_i x_j - x_i^L x_j - x_j^U x_i \geq -x_i^L x_j^L \quad (4.26)
\]

\[
x_i x_j + x_i^L x_j + x_j^U x_i \geq x_i^L x_j^U \quad (4.27)
\]

\[
x_i x_j + x_i^U x_j + x_j^L x_i \geq x_i^U x_j^L \quad (4.28)
\]

\[
x_i x_j - x_i^U x_j - x_j^L x_i \geq -x_i^U x_j^U. \quad (4.29)
\]
Substituting (4.13) into (4.26)-(4.29), we obtain four linear constraints involving \(S_{ij}, x_i\) and \(x_j\), which essentially define a polyhedral bounding region for (4.13) when \(x_i^L \leq x_i \leq x_i^U\) and \(x_j^L \leq x_j \leq x_j^U\).

Similar using the lower and upper bounds on \(y_i\) and \(y_j\), i.e.,

\begin{align*}
    y_i - y_i^L & \geq 0; \quad (4.30) \\
    y_i^U - y_i & \geq 0; \quad (4.31) \\
    y_j - y_j^L & \geq 0; \quad (4.32) \\
    y_j^U - y_j & \geq 0, \quad (4.33)
\end{align*}

we obtain the bounding-factor constraints as follows,

\begin{align*}
    y_i y_j - y_i^L y_j - y_i^L y_i & \geq -y_i^L y_j^L \quad (4.34) \\
    -y_i y_j + y_i^L y_j + y_i^L y_i & \geq y_i^L y_j^L \quad (4.35) \\
    -y_i y_j + y_i^L y_j + y_j^L y_i & \geq y_i^U y_j^L \quad (4.36) \\
    y_i y_j - y_i^U y_j - y_j^L y_i & \geq -y_i^U y_j^U. \quad (4.37)
\end{align*}

Then, replacing \(T_{ij}\) into (4.34) - (4.37), we the four linear constraints on \(T_{ij}\).

By combining all the aforementioned linear constraints with the linearized objective function \(\ell(Z, W)\), the LP relaxation to the original MLE problem in (4.2) is given by

\[\phi^* = \arg \min_{\phi} \ell(Z, W) = \arg \min_{\phi} \sum_{i=1}^{N} \sum_{j=i+1}^{N+M} \frac{1}{\sigma_{ij}^2} (r_{ij} - 2 r_{ij} Z_{ij} + W_{ij}) \quad (4.38)\]

s.t.: polygonal bounding constraints on \((Z_{ij}, W_{ij})\) from (4.7)-(4.10),

- equality constraints in (4.15) and (4.16),
- linear constraints on \(U_i\) derived from (4.19)-(4.21),
- linear constraints on \(V_i\), similar to \(U_i\),
- linear constraints on \(S_{ij}\) derived from (4.26)-(4.29),
- linear constraints on \(T_{ij}\), similar to \(S_{ij}\).

In (4.38), the set of optimization variables \(\phi = \{\Theta, Z, W, U, V, S, T\}\), where \(U = \{U_i\}\), \(V = \{V_i\}\), \(S = \{S_{ij}\}\) and \(T = \{T_{ij}\}\) are the sets of \(U_i\), \(V_i\), existing \(S_{ij}\) and \(T_{ij}\), respectively. The underline in the notation \(\phi^*\) emphasizes the fact that the resulting LP objective value is an LB on the optimal objective value of the original MLE problem. 
4.3.3 Partitioning variables, initial bounding interval and partitioning rule

Given the above LP relaxation, the BB solution search can be applied. The partitioning variables in the BB process are those from the original problem, i.e., Θ. The RLT variables, on the other hand, are those additional variables introduced for the purpose of LP relaxation, i.e., \{Z, W, U, V, S, T\}. As shown by the generic BB/RLT algorithm in Fig. 4.1, once the initial bounding interval for Θ is given, we can easily evaluate the lower and upper bounds for \(W_{ij}\) according to (4.4) and the initial LP relaxation can be formulated. Then, in the BB process, the bounding interval for Θ will be iteratively partitioned. For each newly-generated bounding interval, a new LP relaxation is formulated by applying the similar RLT steps described in Section III. B.

We need to point out that the initial bounding interval for Θ is necessary to perform the LP relaxation. Although the original MLE problem in (4.2) does not have any constraints on Θ, for the purpose of position location, the knowledge of the network size and noise variance can be utilized to set the initial bounding interval. Therefore, as demonstrated in our simulation results, we always set the initial bounding interval for Θ to be sufficiently large such that it is guaranteed to include the global optimal solution to (4.2).

In each iteration of the BB/RLT algorithm, the partitioning variable resulting in the maximum relaxation error in the associated RLT variable is selected and its bounding interval is partitioned, while the bounding intervals of other partitioning variables remain the same. Note that since the choice of partitioning variable does not affect the final convergence result, there exist other rules for selecting the partitioning variable [84]. In addition, as mentioned in [84], the sequence of the maximum relaxation error will approach zero as the BB process goes on. Therefore, we adopt this rule for selecting partitioning variable in an effort to facilitate algorithm convergence. The relaxation error of an RLT variable is defined to be the absolute difference between its value in the LP solution \(\hat{\phi}^*\) and the one calculated using the underlying partitioning variable(s). If an RLT variable involves more than one partitioning variable, the one currently with the largest bounding interval will be chosen. For example, the relaxation error of the RLT variable \(S_{ij}\) is given by

\[\Delta S_{ij} \triangleq |S_{ij}^* - \hat{z}_i^* \hat{z}_j^*|\]

where \(S_{ij}^*\), \(x_i^*\) and \(x_j^*\) are the values of \(S_{ij}\), \(x_i\) and \(x_j\) in the LP solution \(\hat{\phi}^*\), respectively. If \(\Delta S_{ij}\) is the maximum relaxation error, we then examine the current lower and upper bounds
for \( x_i \) and \( x_j \). If \((x_i^U - x_i^L) > (x_j^U - x_j^L)\), \( x_i \) is selected and its two new bounding intervals are \([x_i^L, x_i^+]\) and \([x_i^+, x_i^U]\); otherwise, \( x_j \) is selected and its two new bounding intervals are \([x_j^L, x_j^+]\) and \([x_j^+, x_j^U]\). Other partitioning variables are selected in a similar fashion.

4.3.4 Computational complexity and convergence speed-up techniques

The number of variables \( N_{\text{var}} \) and the number of constraints \( N_{\text{con}} \) of the relaxed LP problem (4.38) are calculated as

\[
N_{\text{var}} = 4N + 2 \sum_{i=1}^{N} N^{(i)} + 2 \sum_{i=1}^{n} N^{(i)}_u \tag{4.39}
\]

\[
N_{\text{con}} = 10N + 5 \sum_{i=1}^{N} N^{(i)} + 8 \sum_{i=1}^{N} N^{(i)}_u \tag{4.40}
\]

where \( N \) is the total number of unlocalized nodes and

\[
N^{(i)} = \text{card}\{q | q \in H(i), i + 1 \leq q \leq N + M\} \tag{4.41}
\]

\[
N^{(i)}_u = \text{card}\{q | q \in H(i), i + 1 \leq q \leq N\} \tag{4.42}
\]

denote the total number of the \( i \)th node’s effective (i.e., \( r_{ij} = r_{ji} \) is only counted once) range estimates to other nodes and to other unlocalized nodes, respectively, and \( \text{card}\{\cdot\} \) denotes the cardinality. In the extreme case, e.g., a large and fully-connected network, the computational complexity of the BB/RLT becomes high. However, we can explore the specific problem structure to develop some convergence speed-up techniques. As will be demonstrated earlier, the convergence speed of the BB/RLT algorithm is dominated by the LB, which is determined by the objective value, i.e., \( \ell(Z, W) \), of the LP problem in (4.38). This suggests that techniques that are able to reduce the search space for \( Z \) and \( W \) can improve the algorithm convergence speed. Consequently, we propose an improved polygonal bounding region for the square root function in (4.3). Specifically, rather than using only one point, i.e., \( W_{ij}^\beta \), we pick \( k_1 \) points \( W_{ij}^{\beta_1}, W_{ij}^{\beta_2}, \ldots, W_{ij}^{\beta_{k_1}} \) between \( W_{ij}^L \) and \( W_{ij}^U \), satisfying

\[
W_{ij}^{\beta_p} = (W_{ij}^{\beta_{p-1}} + W_{ij}^L)/2, \quad p = 1, 2, \ldots, k_1 \quad \text{and} \quad W_{ij}^{\beta_0} \triangleq W_{ij}^U. \tag{4.43}
\]

Then we define the corresponding \( k_1 \) tangential lines at these \( k_1 \) points. This will form a refined polygonal bounding region for (4.3), and thus reduce the search space for \( Z \) and
Figure 4.3: Improved polygonal bounding region of \( Z_{ij} = \sqrt{W_{ij}} \) for \( W_{ij} = 0.1 \) and \( W_{ij} = 200 \).

The two additional tangential lines (dash) E and F refine the bounding region and reduce the search space around the small value region of \( W_{ij} \).

An example with \( k_1 = 3, W_{ij}^L = 0.1 \) and \( W_{ij}^U = 200 \) is shown in Fig. 4.3, where the two additional tangential lines E and F refine the polygonal bounding region and reduce the search space around the small value region of \( W_{ij} \). Note that we choose to refine the lower half of the bounding interval, \( i.e. \), between \( W_{ij}^L \) and \( W_{ij}^{\beta 1} \), mainly because, for the square root function, this reduces the search space more than that if we choose to refine the upper half, \( i.e. \), between \( W_{ij}^{\beta 1} \) and \( W_{ij}^U \). Similar techniques can also be applied to the bounding-factor constraints, \( e.g. \), those on \( U_i \) and \( x_i \). However, our numerical results show that this has little impact on the algorithm convergence speed, simply because the convergence speed is dominated by the LB in our problem.

Finally, it is worth mentioning that although this technique can reduce the search space, which can in turn reduce the total number of iterations, it increases the size of the LP relaxation by adding additional constraints, and thus it takes longer time to solve each individual LP problem. This means that, depending on the nature of the problem, there exists a trade-off between the size of the LP relaxation and the total number of iterations.
in order for the algorithm to converge. We have observed in our simulations, using a small value of $k_1 = 2$ or $k_1 = 4$ can reduce the total algorithm running time, as compared to simply using $k_1 = 1$, which suggests that the benefit of reducing the search space by adding constraints outweighs the penalty from solving a larger LP problem.

4.4 Numerical results

In this section, we give simulation results using the BB/RLT algorithm to solve (4.2). In particular, we first consider the special case of non-collaborative position location, e.g., a single node surrounded by a few anchors, or a mobile station (MS) surrounded by a few base stations (BS) in a cellular system. This offers a simple way of validating our BB/RLT formulation of the MLE problem. After that, we investigate the case of collaborative position location with a moderate network size. For all simulations, we choose $\epsilon = 0.01$. The network size $L$ and the communication range $R$ will be self-evident in different simulations. The
Figure 4.5: Validation of the BB/RLT framework for solving the MLE in the absence of range estimation noise. The three anchors (solid circles) are located at (5, 5), (10, 15) and (15, 5), respectively. The red circles are different tested true locations of the unlocalized node, while the blue asterisks are the MLE solution obtained by the BB/RLT. As shown, the BB/RLT always finds the true solution, which validates our framework formulation.

The variance of the range estimation noise is assumed to be $\sigma_{ij}^2 = \sigma^2$. The initial bounding intervals of $x_i$ and $y_i$ are both set to be $[-L, 2L]$ to ensure the true optimal solution is included in the search space. We emphasize that it is not the physical network size $L$, but the size of the original MLE problem, i.e., the number of unlocalized nodes and the number of range estimates, that determines how long it takes for the BB/RLT algorithm to converge. For non-collaborative position location, we compare the MLE solution obtained by the BB/RLT with the linear least-squares (LLS) location estimator [70] as well as the Cramer-Rao lower bound (CRLB) on localization error [24]. For collaborative localization, we compare our method with the semi-definite programming (SDP) approach [27] and the solution to the MLE obtained by the *lsqnonlin* solver in Matlab, which is based on trust region method or Levenberg-Marquardt method [85].
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4.4.1 Validation of the BB/RLT formulation

First, we present the numerical validation of our BB/RLT formulation to the MLE problem. In Fig. 4.4, we plot the UB and LB at each iteration of the BB/RLT algorithm when an unlocalized node with a true location at (3, 5) uses *noise-free* range estimates to three anchors at (5, 5), (10, 15) and (15, 5) to compute its location. It is observed that, the UB and the LB converge to the global optimum (which is theoretically zero in the noise-free case) after about 70 iterations, and the optimal solution \((x^*, y^*) = (2.999, 4.999)\) is obtained, with a residual of \(1.17 \times 10^{-6}\). From Fig. 4.4, it is easy to see that the LB plays the more critical role in determining the algorithm’s final convergence, especially during the final iterations. Also note that although the initial LB is below \(-2500\), the LB quickly converges to reasonable values near zero after about 15 iterations.

In Fig. 4.5, we provide a comprehensive test to validate our BB/RLT framework formulation. In this test, we place three anchors at (5, 5), (10, 15) and (15, 5) respectively, shown by
the solid circles. We then place a single unlocalized node at different testing positions (red circles) over a $20 \times 20 \text{m}^2$ network with a step size of 1 m. The unlocalized node is assumed to be able to communicate with all three anchors and obtain noise-free distance estimates. To validate the framework, we assume there is no range estimation noise, in which case, the solution computed by the BB/RLT should ideally converge to the true location. As shown by Fig. 4.5, for all tested locations, the solution obtained by the BB/RLT always converges to the true locations. This validates our BB/RLT framework formulation. Note that depending on the precision parameter $\epsilon$, the MLE solution computed by the BB/RLT always has some slight numerical difference from the true solution, usually on the order of $10^{-3}$.

In fact, the real power of the BB/RLT algorithm is demonstrated when the anchors are almost collinear. For example, consider an unlocalized node at $(3, 5)$, two anchors at $(5, 5)$ and $(15, 15)$, and the 3rd anchor at $(10, 10.1)$. With such an anchor setup, the anchors are almost collinear, but not exactly. In the absence of noise, we observed in our simulations that existing nonlinear optimization methods sometimes return the wrong solution of $(5, 3)$, depending on the initialization, which is indeed the so-called flip ambiguity [50]. It is in fact a local optimum of the objective value which is very close to that of the true global optimum. This effect is shown by Fig. 4.6, where we plot the contours of the residual (the objective function) with the anchor setup and in the absence of range estimation noise. As we can see, the local optimum (square) at $(5, 3)$ has an objective very close to that of the true global optimum (pentagon) at $(3, 5)$, shown by the symmetric shape of the contour plot. In such cases, existing nonlinear optimization methods, such as lsqnonlin solver, often return the wrong solution. On the other hand, the BB/RLT is numerically guaranteed to find the optimal solution around $(3, 5)$. In Table 4.1, we test the BB/RLT for different locations of the 3rd anchor, at $(10, 10.1)$, $(10, 10.01)$ or $(10, 10.001)$ respectively, and give the final objective values, the BB/RLT solutions as well as the numbers of iterations it takes to converge, for the three cases respectively. We can see that in the order of the tested locations, it becomes more and more difficult to distinguish the flipped solution from the correct solution, since the objective values of the two are getting closer and closer. Therefore, it takes more and more iterations for the BB/RLT algorithm to converge. In addition, it requires a smaller and smaller precision parameter $\epsilon$ to guarantee the solution optimality.

56
Figure 4.7: Example estimated locations using the LLS and the MLE, where $K_E = 0.001$ and $\beta = 2$ ($\sigma_{ij}^2 = K_E d_{ij}^{\beta}$), and the unlocalized node’s true location is (10, 10), with good anchor geometry.

Figure 4.8: Example estimated locations using the LLS and the MLE, where $K_E = 0.001$ and $\beta = 2$ ($\sigma_{ij}^2 = K_E d_{ij}^{\beta}$), and the unlocalized node’s true location is (10, 10), with bad anchor geometry.
Figure 4.9: Mean localization errors for the LLS, the MLE, for the good anchor geometry in Fig. 4.7. \( K_E \) is the proportionality constant in modeling the noise variance, \( \sigma_{ij}^2 = K_E d_{ij}^\beta \).

Figure 4.10: Mean localization errors for the LLS, the MLE, for the bad anchor geometry in Fig. 4.8. \( K_E \) is the proportionality constant in modeling the noise variance, \( \sigma_{ij}^2 = K_E d_{ij}^\beta \).
Table 4.1: The BB/RLT solutions and the final objective values of the MLE for an example of position location with three almost-collinear anchors

<table>
<thead>
<tr>
<th>3rd anchor location</th>
<th>(10, 10.1)</th>
<th>(10, 10.01)</th>
<th>(10, 10.001)</th>
</tr>
</thead>
<tbody>
<tr>
<td>objective value</td>
<td>$3.6 \times 10^{-6}$</td>
<td>$1.2 \times 10^{-5}$</td>
<td>$2.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>$x^*$</td>
<td>3.002</td>
<td>3.000</td>
<td>3.000</td>
</tr>
<tr>
<td>$y^*$</td>
<td>4.999</td>
<td>5.004</td>
<td>4.997</td>
</tr>
<tr>
<td>number of iterations</td>
<td>502</td>
<td>721</td>
<td>989</td>
</tr>
</tbody>
</table>

4.4.2 MLE versus LLS estimator

We now use the examples in Figs. 4.7 and 4.8 to further illustrate the effect of node geometry on the performance of the MLE solved by the BB/RLT and the LLS estimator. For the LLS estimator, we always use the first anchor as the reference to linearize the range estimates [70].

In Fig. 4.7, we have the unlocalized node’s true location at (10, 10), while three anchors are located at (5, 5), (7, 15) and (15, 15), respectively, and therefore form a good anchor geometry. We simulate 100 noise realizations with $K_E = 0.001$ and $\beta = 2$ and plot some of the estimated locations by asterisks and circles (plotting all of the 100 estimated locations makes the figure not easily readable). As we can see, the estimated locations of both the MLE and the LLS estimator are around the unlocalized node’s true location, where the MLE performs slightly better than the LLS. On the other hand, in Fig. 4.8, the three anchors are located at (5, 5), (2, 3) and (15, 15), almost being collinear. In this case, the LLS estimator performs extremely bad, in the sense than even a small amount of range estimation noise will lead to a very large mean localization error of 6.1 m. The MLE, however, still provides reasonable performance, where the estimated locations are around the true location, although more diverse than in Fig. 4.7, resulting in a mean localization error of only about 1.0 m. From these two figures, we can see that the MLE’s performance is less sensitive to node geometry.

In Figs. 4.9 and 4.10, we plot the mean localization error of the LLS and the MLE for $\beta = 2$ with respect to $K_E$. Again, we see that the optimal performance suggested by the MLE is robust to bad node geometry and much better than the LLS estimator. For example, when $K_E = 0.01$ (corresponding to an amount of range estimation noise equivalent to 10% of the inter-node distance), the mean localization error of the MLE is 0.2 m lower than the LLS in the case of good anchor geometry. In the case of bad anchor geometry, the performance of the MLE only degrades slightly, while that of the LLS becomes unacceptably bad, i.e., approximately 20 m. Considering the case of a large number of sensors randomly spread
in the network, it is very likely an unlocalized node’s neighbors will form a bad geometry. Therefore, the LLS in such cases is not a good choice.

4.4.3 MLE versus CRLB

In Figs. 4.11 and 4.12, we compare the BB/RLT solution to the MLE with the LLS location estimator, as well as the CRLB, for the case of non-collaborative position location. In Fig. 4.11, we plot the mean localization errors of the MLE and the LLS estimator for 1000 noise realizations with respect to $\sigma^2$. The unlocalized node’s true location is (20, 20) and the four anchors’ locations are at the four corners (0, 0), (40, 0), (0, 40) and (40, 40), respectively, which is a good node geometry. As can be seen, the MLE slightly outperforms the LLS, and is very close to the CRLB. This suggests that in the case of good node geometry, i.e., the unlocalized node being well-surrounded by the anchors, the MLE performs as good as what the CRLB implies and the LLS location estimator performs fairly well. On the other hand, in Fig. 4.12, the four anchors’ locations are almost-collinear, at (0, 0), (10, 11), (28, 29) and (40, 40) and the unlocalized node at (20, 20) lies almost on the same line roughly formed by connecting the four anchors, which is an extremely bad node geometry. Here the MLE not only significantly outperforms the LLS, but also is far more robust to range estimation noise than the LLS estimator. This is not too surprising since it is well-known that the LLS approach performs very poorly in bad anchor geometry. More surprisingly, however, the MLE performs even better than the CRLB. Despite being counter-intuitive, this has partly been observed in [79, 80]. Specifically, in the case of bad node geometry, e.g., almost but not exactly collinear, the CRLB does exist but becomes unreasonably large due to the fact that the Fisher information matrix (FIM) becomes nearly singular. In fact, it has been demonstrated in [79] that using a specially-designed position location method, the localization error can be significantly reduced. As we will show below, the phenomenon can be interpreted by the fact that the TOA-based MLE in (4.2) is in general a biased estimator. It is worth mentioning that the authors in [24] have explicitly shown that the RSS-based MLE is biased, but did not do so for the TOA-based MLE. With our results showing the TOA-based MLE is indeed biased and the fact that the MSE of a biased estimator can be much smaller than the CRLB, as in [81, 82], this observation is easily justified.

In Figs. 4.13-4.15, we present simulation results that demonstrate the bias of the TOA-based MLE and a comparison between the square root of the MSE and that of the CRLB. In addition, we apply the theoretical framework for the uniform CRLB (UCRLB) proposed
Figure 4.11: Mean localization errors of the LLS and the MLE versus the noise variance $\sigma^2$ with good geometry, where the CRLB serves as a good benchmark. Four anchors are placed at four corners $(0, 0), (0, 40), (40, 0), (40, 40)$ and the unlocalized node is at $(20, 20)$.

Figure 4.12: Mean localization errors of the LLS and the MLE versus the noise variance $\sigma^2$ with bad geometry, where the CRLB is no longer a meaningful benchmark. Four almost-collinear anchors are placed at $(0, 0), (10, 11), (28, 29), (40, 40)$ and the unlocalized node is at $(20, 20)$.
Figure 4.13: Node geometry to demonstrate the bias, MSE, estimator variance of the MLE. The pentagons represent the testing locations of the third anchor, starting from $\alpha = 0^\circ$ to $360^\circ$.

in [82] to empirically calculate the UCRLB for the MLE. Note that the UCRLB is a lower bound on the estimator variance of a biased estimator, while the CRLB is the lower bound on the variance of unbiased estimators, which is in fact equal to the MSE for unbiased estimators. In order to evaluate UCRLB, we need to empirically obtain the bias gradient matrix of the MLE solution. To do that, we simulate and obtain the biases of the MLE when the unlocalized node is placed at locations with an offset of 0.1 m from the nominal location (10,10) along X and Y axes. These empirical bias data are then used to approximate the $2 \times 2$ bias gradient matrix. Finally, we adopt the weighted squared Frobenius norm [82] as the measure of the bias matrix norm to calculate the UCRLB. In Fig. 4.13, we plot the node setup for the simulation. Specifically, we fix the locations of the first two anchors and the unlocalized node, while testing different locations of the third anchor, corresponding to different values of $\alpha$ from $0^\circ$ to $360^\circ$, as shown by the stars. This allows us to sweep through good and bad geometry conditions to see the effect that geometry plays.

In Fig. 4.14, we present the estimation biases of $x$ and $y$ with respect to $\alpha$, obtained from
1000 noise realizations. We can see that the TOA-based MLE in this case is clearly biased. In Fig. 4.15, we present the square root of the CRLB and the mean localization error of the MLE, which is essentially the root MSE, versus $\alpha$. As can be seen, the mean localization error of the MLE is consistently lower than the square root of the CRLB, meaning that with the existence of estimator bias, the MLE can lead to an MSE smaller than the CRLB. Note that the CRLB becomes almost infinitely large when the three anchors and the unlocalized node are close to being collinear, i.e., $\alpha = 45^\circ$ and $225^\circ$. Also included in Fig. 4.15 are the standard deviation (std) of the MLE and the square root of the UCRLB. We can see that the standard deviation of the MLE is always smaller than the root MSE, which is easy to understand since the MSE is essentially the sum of the estimator variance and the squared bias. In addition, we can see that the square root of the empirically-obtained UCRLB is indeed a lower bound on the standard deviation of the MLE. We finally emphasize that the empirical UCRLB obtained here can be made more accurate by running more noise realizations and allowing a step size smaller than 0.1 m. Nevertheless, our results properly demonstrate that
Figure 4.15: The comparison between the CRLB and the MSE of the MLE, as well as the comparison between the uniform CRLB (UCRLB) and the standard deviation of the MLE, with respect to $\alpha$, for the node setup in Fig. 4.13.

The standard deviation of the biased MLE is lower bounded by the UCRLB. We also need to mention that the UCRLB is estimator-dependent since it requires the knowledge of the estimator bias norm, and thus cannot be conveniently computed or used as a general lower bound. Combining the results from Fig. 4.11 to Fig. 4.15, we conclude that in some node geometries, the CRLB is no longer a practically meaningful performance benchmark for evaluating localization performance. On the other hand, the optimal performance suggested by the MLE is a good performance benchmark, since it is robust to both range estimation noise and more importantly, node geometry.

4.4.4 MLE for collaborative position location

In Fig. 4.16, we present a result using the BB/RLT to solve the MLE for localizing a network of five unlocalized nodes using three anchors, for a particular network and noise realization with an equal noise variance assumption, i.e., $\sigma^2_{ij} = \sigma^2 = 1 \text{ m}^2$. The solid (green) lines represent the connectivity and the dash-dot lines quantize the amount of localization error.
Figure 4.16: The MLE solution computed by the BB/RLT and the lsqnonlin solver in Matlab, as well as SDP solution, for a particular network and noise realization. The noise variance is $\sigma^2 = 1 \text{m}^2$.

For comparison purposes, we also present the solution of the SDP approach [27] as well as the MLE solution computed using the classic nonlinear optimization method. For the later, we used the standard $\text{lsqnonlin}$ function in Matlab to solve (4.2). Each unlocalized node has an initial solution set to the location of its closest anchor as long as it has one. If an unlocalized node does not have any connections to anchors, it uses the average of its neighboring un-localized nodes’ initial solutions as its initial solution. For the SDP approach, we used the full SDP solver provided in [27]. As we can observe, the MLE solution computed by the BB/RLT algorithm has a final residual value of 8.16, smaller than the residuals of 25.56 for the SDP solution and 26.21 for the lsqnonlin solution. In fact, the network-average localization error of the BB/RLT solution is 0.9 m (averaged over 5 nodes), which is smaller than the 3.25 m of the solution using the SDP approach and 4.33 m of the solution obtained using the lsqnonlin. It is observed for this particular network geometry and range estimation noise realization, using the lsqnonlin solver to solve the MLE leads to the flip ambiguities which are essentially local instead of the global optima, while the BB/RLT algorithm is
Figure 4.17: The convergence of the UB and LB on the MLE objective value for one noise realization for the network in Fig. 4.16. It takes much more iterations as well as running time for the BB/RLT to converge to the final solution.

guaranteed to find the global optimum to the MLE, leading to a much smaller localization error. In Fig. 4.17, we again plot the convergence of the UB and the LB for one particular noise realization. As can be seen, it takes more iterations for the algorithm to converge than the case in Fig. 4.4, due to a larger search space.

In Fig. 4.18, we plot the network-average localization error with respect to 50 different noise realizations with $\sigma_{ij}^2 = \sigma^2 = 1 \text{ m}^2$ for the network in Fig. 4.16. The three additional horizontal lines represent the mean network-average localization errors, which are $3.16 \text{ m}$, $3.12 \text{ m}$ and $2.48 \text{ m}$ for the MLE using the lsqnonlin solver, the SDP and the MLE using the BB/RLT, respectively. It is seen that the optimal solution to the MLE obtained using the BB/RLT is the best and in fact can be used as a performance benchmark. We emphasize that the MLE using the BB/RLT does not necessarily outperform the SDP for \textit{any} network and noise realization, since it aims to minimize the residual rather than the localization error. However, on average, the MLE does outperform the SDP and is in fact the theoretically optimal performance for any centralized or distributed position location scheme, as long as the underlying noise model is the same as what the MLE assumes. Finally, it is worth
Figure 4.18: The network-average localization error with respect to 50 different noise realizations for the network in Fig. 4.16. The noise variance is $\sigma^2 = 1 \text{ m}^2$. The three additional horizontal lines represent the mean network-average localization error for the three methods, respectively.

mentioning that the BB/RLT method has higher computational complexity than practical localization methods, due mainly to its thorough search over the solution space. For single node localization as in Figs. 4.11 and 4.12, the execution time is around 3 to 5 seconds on an Intel 3.3-GHz CPU, depending on the noise realization and the number of anchors. For the network shown in Fig. 4.16, the execution time increases to around 8 to 10 minutes, depending on the noise realization. For an even more challenging case, e.g., a large network with very high connectivity, the complexity increases exponentially. Therefore, our main focus has been on single node or small network localization. Nevertheless, our results demonstrate that using the MLE solution, obtained by the BB/RLT, rather than the CRLB as a performance benchmark is a meaningful way to lower bound more practical location estimation techniques.

In Fig. 4.19, we plot the mean localization error versus range estimation noise standard deviation. The standard deviation of ranging noise varied from 0.2 m to 1.0 m and the localization error is averaged over 100 noise realizations. We observe that the MLE solution
Figure 4.19: The mean localization error versus range estimation noise for the network in Fig. 4.16, averaged over 100 noise realizations. As can be seen, the optimal performance suggested by the MLE solution obtained by the BB/RLT framework serves as a performance benchmark. The SDP outperforms the MLE by the lsqnonlin for small ranging noise, but the performance difference diminishes as ranging noise increases.

obtained by the BB/RLT framework leads to the best performance compared to either the SDP or the MLE solved by the lsqnonlin solver. Therefore, the results in Fig. 4.19 corroborate that the performance indicated by the MLE solved by the BB/RLT framework indeed serves as a performance benchmark for practical collaborative position location methods. However, we need to emphasize that due to the possible exponential complexity increasing of the BB/RLT framework as the number of nodes and average node connectivity, the BB/RLT is more suitable for small and moderate size of networks. Nevertheless, our results still provide valuable insights into issues associated with the CRLB in the case of bad node geometry and the optimal performance of small size networks.
4.5 Summary

In this chapter, we have developed a branch-and-bound (BB) strategy, coupled with the reformulation linearization technique (RLT) in order to solve the maximum likelihood estimate (MLE) problem for collaborative position location. Unlike existing work which has only approximately solved the MLE for collaborative position location, our method guarantees the global optimality of the final solution. We further demonstrated that the TOA-based MLE is in general a biased estimator and that unlike the classic CRLB, the optimal performance implied by the MLE is robust to both range estimation noise and more importantly node geometry. Thus, the MLE can be used as a better performance benchmark than the CRLB to evaluate any practical position location scheme. Future work includes the development of the MLE in the presence of the non-line-of-sight (NLOS) bias and designing more computationally efficient suboptimal and ideally distributed collaborative position location algorithm, which can approach the MLE performance.
Chapter 5

A Collaborative Quasi-Linear Programming Approach

In Chapter 4, we investigated the optimal performance of collaborative position location in the presence of Gaussian distributed range estimation noise. However, the computational complexity of the BB/RLT formulation is still very high, especially for large and heavily connected networks. On the other hand, practical range estimates are usually corrupted not only by Gaussian ranging noise, but also bias resulting from NLOS propagation, clock synchronization error, etc. Therefore, it is very important to develop a practical collaborative position location algorithm that is computationally efficient and yields good localization accuracy in the presence of various measurement errors. In this chapter, we focus on developing a collaborative position location algorithm in NLOS propagation conditions. First, we demonstrate why the NLOS issue becomes important when nodes collaborate with each other. Then, we propose a collaborative quasi-linear programming (CQLP) framework to handle both node collaboration and NLOS measurements. The performance of this algorithm is compared to the standard sequential least-squares (LS) estimator in terms of both localization accuracy and location coverage. Note that in this chapter, we take the approach of sequential localization, mainly because of its superior computational efficiency and network scalability. However, as will be demonstrated later, there are two issues associated with the paradigm of sequential localization. First, it suffers significant performance degradation in large networks, due to the issue of error propagation when node geometry is bad, which is very likely to happen in randomly distributed networks. Second, despite the increased location coverage of our proposed CQLP framework, sequential localization may still not be
able to localize all the unlocalized nodes in the network. In the extreme case that no single unlocalized node has a sufficient number of anchors to communicate, none of unlocalized nodes can be localized.

![Diagram of node setup and estimated locations for unlocalized node located at (8,12)](image)

Figure 5.1: Illustration of the effect of node collaboration on the localization accuracy. Case 1: noncollaborative localization with only LOS range measurements.

### 5.1 Node collaboration with NLOS measurements

Collaboration among unlocalized nodes has been shown to reduce the CRLB on localization error as long as certain connectivity condition is satisfied [24]. However, the MLE does not always demonstrate this performance improvement, mainly because the numerical methods used to solve the nonlinear optimization problem associated with the MLE are often trapped into local minimum instead of the global minimum, especially when the number of variables is large. Even if we use the BB/RLT framework, in the presence of NLOS bias, the computed global minimum can still be erroneous location estimation. On the other hand, although the popular LS estimator has a closed-form expression and does not require an initial guess [70], it cannot admit node collaboration in a straightforward way. It is worth mentioning that centralized approaches [15, 19, 25, 30, 33] are inherently collaborative localization since the information of the entire network is utilized to collectively estimate all node locations.
Figure 5.2: Illustration of the effect of node collaboration on the localization accuracy. Case 2: collaborative localization with only LOS range measurements.

However, these algorithms have not considered node collaboration in the presence of NLOS measurements and how this impacts the localization accuracy. We now illustrate this issue via three cases of position location shown in Fig. 5.1-Fig. 5.3.

For the three networks shown in Figs. 5.1-5.3 (a), the MLE solved by `lsqnonlin` is applied to 200 noise realizations to estimate the location(s) of unlocalized node(s) based on noisy range measurements. The results are shown in Figs. 5.1-5.3 (b), respectively. We assume range estimates are corrupted by zero-mean Gaussian distributed noise, except the one in Fig. 5.3 (a) noted as NLOS obstructed, which is further positively biased by 3 m. The MLE is numerically solved by `lsqnonlin` solver in Matlab with random initial solutions. The estimated locations for 200 noise realizations are plotted as blue asterisks. In particular, we calculate the mean localization error for the unlocalized node located at (8, 12). In Fig. 5.1 (a), the unlocalized node simply computes its location using range estimates to the three anchors. Because the three anchors are almost (though not exactly) co-linear, location ambiguity,
i.e., flip ambiguity, occurs shown by the fact that there are some erroneous solutions flipped about the straight-line approximately formed by connecting the three anchors, as shown in Fig. 5.1 (b). This results in a mean localization error of $\Omega = 1.4$ m. In Fig. 5.2-5.3 (a), one more unlocalized node, together with some anchors, is added and the two unlocalized nodes collaborate with each other to collectively compute their locations. As we can observe in Fig. 5.2 (b), flipped solutions for the original node have been completely eliminated and $\Omega$ is reduced from 1.4 m to 0.2 m. This demonstrates that node collaboration in this case improves the localization accuracy. However, in Fig. 5.3 (b), because of the presence of an obstruction between the two unlocalized nodes and the resulting positively biased NLOS range estimate, erroneous flipped solutions will be favored over those around the true location, resulting in a much larger $\Omega = 5.4$ m. Compared to Fig. 5.2, this example clearly demonstrates that in realistic indoor environments where NLOS may occur, blindly using additional measurements among unlocalized nodes can degrade the performance of a localization algorithm depending upon many practical factors, such as node geometry, connectivity, the amount of measurement noise and NLOS bias, etc.
5.2 A Collaborative Quasi-Linear Programming Framework

In view of the above examples, we argue that node collaboration needs to be incorporated more cautiously, to ensure it benefits rather than hurts the localization accuracy. To achieve this, we extended the LP approach proposed in [48] and developed a collaborative quasi-linear programming (CQLP) framework to handle the degenerate cases based on the range scaling algorithm (RSA) proposed in [44], as well as to explore node collaboration by incorporating multihop-induced artificial NLOS range measurements.

5.2.1 System Models and Assumptions

We consider a 2D network of \(N\) unlocalized nodes and \(M\) anchors, where unlocalized nodes make range measurements to nodes within their communication range and try to compute their locations. We follow the notations that have been defined in Chapter 2. To recall, the unlocalized nodes’ locations are given by

\[
\Theta = [\theta_1^T, \theta_2^T, \ldots, \theta_N^T],
\]

and the anchors’ locations are given by

\[
A = [\theta_{N+1}^T, \theta_{N+2}^T, \ldots, \theta_{N+M}^T],
\]

where \(\theta_i = [x_i, y_i]^T\) is the coordinate of the \(i\)th node, for \(i = 1, 2, \ldots, N + M\) and \((\cdot)^T\) denotes matrix transpose. Furthermore, to emphasize the fact that collaborative localization uses measurements among unlocalized nodes, we divide the set of range measurements into two subsets, written as

\[
\mathcal{X} = \mathcal{X}_A \cup \mathcal{X}_\Theta = \bigcup_{i=1}^{N} \left( \mathcal{X}_A^{(i)} \cup \mathcal{X}_\Theta^{(i)} \right)
\]

(5.1)

where

\[
\mathcal{X}_A^{(i)} = \{ r_{ij} \mid j = N + 1, N + 2, \ldots, N + M; j \in \mathcal{N}(i) \}
\]

(5.2)

\[
\mathcal{X}_\Theta^{(i)} = \{ r_{ij} \mid j = 1, 2, \ldots, N; j \in \mathcal{N}(i) \}
\]

(5.3)

denote the set of range measurements between the \(i\)th unlocalized node and its neighboring anchors, and the set of range measurements between the \(i\)th unlocalized node and its neighboring unlocalized nodes, respectively.
To facilitate our later discussion of the LS estimator and the LP approach, we define

\[ Q_A^{(i)} = \{ j \mid j = N + 1, N + 2, \ldots, N + M; j \in N(i) \} \]  
(5.4)

to the set of the \( i \)th unlocalized node’s connected anchors, and (5.2) can be arranged as

\[ \mathcal{X}_A^{(i)} = \{ r_m^{(i)} \mid m = 1, 2, \ldots, |Q_A^{(i)}| \} \]  
(5.5)

where \( r_m^{(i)} \) represents the \( i \)th unlocalized node’s range estimate to its \( m \)th connected anchor and \( |\cdot| \) is the cardinality.

### 5.2.2 LS estimator and LP approach

**LS estimator:** We first describe the LS estimator and the LP approach naturally follows. The two methods are basically non-collaborative and thus only the set of range measurements to anchors \( \mathcal{X}_A \) are used. For the \( i \)th unlocalized node, each range estimate to an anchor defines a circle on which the estimated location \( \hat{\theta}_i = [\hat{x}_i \hat{y}_i]^{T} \) must lie. Two such circles are given by

\[ r_m^{(i)} = (\hat{x}_i - x_m^{(i)})^2 + (\hat{y}_i - y_m^{(i)})^2, \]  
(5.6)

\[ r_k^{(i)} = (\hat{x}_i - x_k^{(i)})^2 + (\hat{y}_i - y_k^{(i)})^2 \]  
(5.7)

where \([x_m^{(i)} y_m^{(i)}]^{T}\) is the \( i \)th unlocalized node’s \( m \)th anchor corresponding to the range estimate \( r_m^{(i)} \). Subtracting (5.6) from (5.7), we obtain a linear equation which the estimated location \( \hat{\theta}_i = [\hat{x}_i \hat{y}_i]^{T} \) must satisfy, given by

\[ a_{mk}^{(i)} \hat{x}_i + b_{mk}^{(i)} \hat{y}_i = c_{mk}^{(i)} \]  
(5.8)

where

\[ a_{mk}^{(i)} = x_m^{(i)} - x_k^{(i)}, \]  
(5.9)

\[ b_{mk}^{(i)} = y_m^{(i)} - y_k^{(i)}, \]  
(5.10)

\[ c_{mk}^{(i)} = \frac{1}{2} \left( (x_m^{(i)} - x_k^{(i)})^2 + (y_m^{(i)} - y_k^{(i)})^2 - (r_m^{(i)} - r_k^{(i)})^2 \right). \]  
(5.11)

If we denote the number of the \( i \)th unlocalized node’s range estimates to anchors as \( K_i = |\mathcal{X}_A^{(i)}| \), there will be \( C_2^{K_i} = \frac{1}{2} K_i(K_i - 1) \) such linear equations.

In the absence of any range estimation noise, these linear equations will intersect at the same point, which gives the unlocalized node’s location, as shown in Fig. 5.4 (a). On the other
Figure 5.4: Illustration of lines formed by subtracting circular equations defined by LOS range estimates.

hand, in the presence of range estimation noise and there are more than 3 range estimates, these lines will not intersect at the same point, shown by Fig. 5.4 (b), i.e., the linear equations cannot be satisfied simultaneously. If we define a residual for each linear equation as

$$e_{mk}^{(i)} = a_{mk}^{(i)} \hat{x}_i + b_{mk}^{(i)} \hat{y}_i - c_{mk}^{(i)}, \quad (5.12)$$

by minimizing the sum of the squared residuals over all linear equations, i.e.,

$$\hat{\theta}_i^{LS} = \arg \min_{\theta_i} \sum_{m=1}^{|Q_A^{(i)}|} \sum_{k=m+1}^{|Q_A^{(i)}|} e_{mk}^{(i)}^2 \quad (5.13)$$

the closed-form linear LS solution is given by [70]

$$\hat{\theta}_i^{LS} = (H_i^T H_i)^{-1} H_i^T c_i \quad (5.14)$$

where

$$H_i = \begin{bmatrix}
a_{12}^{(i)} & a_{13}^{(i)} & \ldots & a_{1K_i}^{(i)} & a_{23}^{(i)} & \ldots & a_{(K_i-1)K_i}^{(i)} \\
b_{12}^{(i)} & b_{13}^{(i)} & \ldots & b_{1K_i}^{(i)} & b_{23}^{(i)} & \ldots & b_{(K_i-1)K_i}^{(i)}
\end{bmatrix}^T$$

76
\[ c_i = \begin{bmatrix} c_{12}^{(i)} & c_{13}^{(i)} & \cdots & c_{1K_i}^{(i)} & c_{23}^{(i)} & \cdots & c_{(K_i-1)K_i}^{(i)} \end{bmatrix}^T \]

From the above, it is easy to see that \( K_i \geq 3 \) (at least 3 range estimates) is required to obtain the unlocalized node’s location. Note that when \( K_i = 3 \), even if there is range estimation noise, the three lines still intersect at the same point since there are only two independent linear equations and the third one can be derived by subtracting the two. In general, for \( K_i \) range estimates, there are only \( K_i - 1 \) independent linear equations, although when solving (5.13), all lines have been used for a better measurement fitting.

**LP Approach:** It has been observed that the localization accuracy of the LS estimator in (5.14) may degrade when NLOS range estimates are present and blindly used [48]. In indoor environments, it is likely that the majority of the available range estimates are NLOS. Therefore, we may not have the luxury of simply discarding NLOS range estimates. The LP approach, by treating LOS and NLOS range estimates differently, provides an efficient way of utilizing NLOS range estimates without degrading the localization accuracy. Specifically, for the \( i \)th unlocalized node, we arrange its set of range estimates in such a way that the first \( K_i^L \) range estimates are LOS and the remaining \( K_i^N \) range estimates are NLOS, i.e., \( K_i = K_i^L + K_i^N \). Furthermore, we assume that an NLOS identification technique has been performed so that we know which range estimates are NLOS and which are LOS. In practice, this can be achieved by examining the received signal statistical characteristics, e.g., root-mean-square (RMS) delay [49]. With this knowledge, the LP approach only uses the first \( K_i^L \) LOS range estimates to define the objective function. Specifically, it linearizes the objective function by replacing the square fitting error, i.e., \( e_{mk}^{(i)} \), by the absolute fitting error\(^2\), i.e., \( |e_{mk}^{(i)}| \), where

\[
\begin{align*}
    e_{mk}^{(i)} &= e_{mk}^{(i)} + - e_{mk}^{(i)} - , \\
    e_{mk}^{(i)} + &\geq 0; e_{mk}^{(i)} - &\geq 0.
\end{align*}
\]

where \( e_{mk}^{(i)} + \) and \( e_{mk}^{(i)} - \) are two constrained variables. This will lead to the following linearized problem

\[
\hat{\theta}_i^{LP} = \arg \min_{\hat{\theta}_i} \sum_{m=1}^{K_i^L} \sum_{k=m+1}^{K_i^L} \left( e_{mk}^{(i)} + - e_{mk}^{(i)} - \right),
\]

s.t.: \( e_{mk}^{(i)} + - e_{mk}^{(i)} - = a_{mk}^{(i)} \hat{x}_i + b_{mk}^{(i)} \hat{y}_i - c_{mk}^{(i)} \)

\( e_{mk}^{(i)} + \geq 0; e_{mk}^{(i)} - \geq 0.\)

\(^2\)Numerically, this will less penalize large fitting errors.
Similar to the LS estimator, $K_i^L \geq 3$ (at least three LOS range estimates) is required to setup the above linearized problem.

On the other hand, the remaining $K_i^N$ NLOS range estimates are used only to define additional linear constraints, based on the fact that the NLOS bias is typically much larger than the noise, resulting in positively biased range estimates. In particular, each NLOS range estimate defines a circle \textit{within} which the unlocalized node must lie, \textit{i.e.},

$$
(\hat{x}_i - x_n^{(i)})^2 + (\hat{y}_i - y_n^{(i)})^2 \leq r_n^{(i)^2}, \quad (5.18)
$$

for \( n = K_i^L + 1, \ldots, K_i \). We can relax the circular inequality in (5.18) into four rectangular inequalities, given by

$$
\begin{align*}
\hat{x}_i - x_n^{(i)} &\leq r_n^{(i)}, \\
-\hat{x}_i + x_n^{(i)} &\leq r_n^{(i)}, \\
\hat{y}_i - y_n^{(i)} &\leq r_n^{(i)}, \\
-\hat{y}_i + y_n^{(i)} &\leq r_n^{(i)},
\end{align*}
$$

\( (5.19) \)

where \( [x_n^{(i)} \, y_n^{(i)}]^T \) is the anchor corresponding to the \( n \)th NLOS range estimate. The four linearized constraints in (5.19) can be combined with the linear objective function in (5.17) to form a complete linear program which can be solved by standard techniques. The complete LP is now given by [48]

$$
\hat{\theta}_i^{LP} = \arg \min_{\hat{\theta}_i} \sum_{m=1}^{K_i^L} \sum_{k=m+1}^{K_i^L} \left( e_{mk}^{(i)} + e_{mk}^{(i)} \right), 
\text{s.t.:}
\begin{align*}
e_{mk}^{(i)} + e_{mk}^{(i)} &= a_{mk}^{(i)} \hat{x}_i + b_{mk}^{(i)} \hat{y}_i - c_{mk}^{(i)} \\
e_{mk}^{(i)} &\geq 0; \quad e_{mk}^{(i)} \geq 0 \\
m = 1, 2, \ldots, K_i^L, \quad k = m + 1, m + 2, \ldots, K_i^L \\
\hat{x}_i - x_n^{(i)} &\leq r_n^{(i)}, \\
-\hat{x}_i + x_n^{(i)} &\leq r_n^{(i)}, \\
\hat{y}_i - y_n^{(i)} &\leq r_n^{(i)}, \\
-\hat{y}_i + y_n^{(i)} &\leq r_n^{(i)}, \\
n = K_i^L + 1, K_i^L + 2, \ldots, K_i
\end{align*}
$$

\( (5.20) \)

The above LP can be efficiently solved by many solvers available, such as the built-in LP solver \textit{linprog} in Matlab, SeDuMi or Mosek optimization tools.
5.2.3 Handling the degenerate cases

As we have seen, the LP approach requires $K_i^L \geq 3$ to properly setup the linear objective function in (5.17). This is a more stringent requirement than what is required by the LS estimator (i.e., $K_i \geq 3$), and thus it is very likely not to be satisfied in the applications of interest. In the following, we refer to the cases corresponding to $K_i^L < 3$ as degenerate cases and develop a scheme utilizing the range scaling algorithm (RSA) developed in [44] to handle the degenerate cases in the LP approach.

The RSA was originally proposed to deal with the NLOS problem when localizing mobile devices in a cellular system [44]. The basic idea is to view an NLOS positively-biased range estimate as a scaled version of the true distance, where the scaling factor is always larger than one. Then, three such NLOS range estimates can be used to setup a constrained nonlinear optimization problem whose outputs are the three estimated scaling factors. By multiplying the three scaling factors with the corresponding NLOS range estimates, three LOS range estimates are generated and finally used to estimate the unlocalized node’s location.

We now describe how our proposed scheme leverages the RSA to handle the degenerate cases. Assume the $i$th unlocalized node has $K_i^L \leq 2$ LOS range estimates and $K_i^N \geq 3 - K_i^L$ NLOS range estimates to anchors. For each of the $K_i^L$ LOS range estimates, we produce an artificial NLOS range estimate by adding a uniformly-distributed bias, written as

$$r_m^{(i)'} = r_m^{(i)} + B_{\text{art}}, \quad 1 \leq i \leq K_i^L$$

(5.21)

where $B_{\text{art}}$ is the bias to create artificial NLOS range estimates. Then, we can select (e.g., the smallest) $3 - K_i^L$ from $K_i^N$ NLOS range estimates and combine those with the $K_i^L$ artificial NLOS range estimates in (5.21). Those three NLOS range estimates can be used to set up the constrained nonlinear optimization as in [44], which finally outputs three scaling factors. We then select the scaling factors corresponding to the $3 - K_i^L$ NLOS range estimates and generate $3 - K_i^L$ LOS range estimates accordingly. Now, we have 3 LOS range estimates, including the original $K_i^L$ LOS and $3 - K_i^L$ newly-generated LOS range estimates, and can apply the LP approach as described. Our simulation results suggest the efficacy of this scheme in handling the degenerate cases, as our proposed framework using this modified LP approach can provide better localization accuracy than the LS estimator. Note that due to the constrained nonlinear optimization involved when handling the degenerate cases, we term the overall framework as “quasi-linear”. It is also possible to convert more NLOS into LOS range estimates. However, since the nonlinear optimization generally has higher computational complexity, we choose not to do so, but to use it only when it is necessary,
i.e., only in the degenerate cases.

5.2.4 Sequential location estimation

As mentioned earlier, the LS estimator needs at least three range estimates to anchors in order to compute an unlocalized node's position unambiguously. The LP approach, on the other hand, needs at least three LOS range estimates to anchors in order to set up the linear objective function. However, in the context of WSNs, where there are few anchors, these conditions will rarely be satisfied. To localize more nodes and extend the location coverage, a sequential location estimation scheme [14] is adopted here. In this scheme, an unlocalized node immediately updates itself as a new virtual anchor to assist localizing other unlocalized nodes once its location has been computed. By doing this, the location information is propagated throughout the network. This paradigm, commonly referred to as sequential position location, appears to be a simple and practical way of extending location coverage, especially for large-area sensor deployment. However, it suffers from the propagation of the localization error and mitigating this adverse effect is not the main focus of this work, but dealt with in [69]. Nevertheless, we still apply the sequential localization to both the LS estimator, accordingly termed as the sequential LS estimator, and our proposed CQLP framework.

For simplicity, in the following, we will refer to the original anchors and the virtual anchors together as localized nodes.

5.2.5 Node collaboration

So far, the location estimation methods described above only use range estimates to localized nodes. In this section, we describe how our proposed framework can be extended to utilize range estimates to other unlocalized nodes, to improve the localization accuracy. The basic idea is to create artificial NLOS range estimates by adding multihop range estimates. This is illustrated in Fig. 5.5, where the circles and squares represent localized and unlocalized nodes, respectively. The existence of a solid line between two nodes indicates that they are within communication range of each other and can obtain a range estimate. In Fig. 5.5 (a), \( \theta_n \) and \( \theta_m \) are two unlocalized nodes. Each of them has two range estimates to localized nodes, and one range estimate to an unlocalized node. In a non-collaborative localization scheme, neither of them can be localized. However, in our proposed scheme, we utilize the
Figure 5.5: Illustration of creating virtual NLOS constraints over multihop connections. (a) For \( \theta_m \), adding range estimates \( r_{n1} \) and \( r_{nm} \) produces an artificial NLOS range estimate between anchor \( A_1 \) and \( \theta_m \), shown by the dashed line connecting the two, since it is very likely that the sum is greater than their true distance. The same mechanism is applied to generate other artificial NLOS range estimates between \( \theta_m \) and other anchors, also for \( \theta_n \), shown by all the dashed lines. (b) Using the mechanism described in (a), \( \theta_n \) is equipped with many artificial NLOS range estimates towards different directions, which has the potential of combating bad node geometry.

following triangular inequalities for node \( \theta_n \) imposed by true inter-node distances as

\[
\begin{align*}
    d_{nm} + d_{m3} & \geq d_{n3}, \\
    d_{nm} + d_{m4} & \geq d_{n4}
\end{align*}
\]  

(5.22)

This suggests that \( \theta_n \) must lie within the circle centered at \( A_3 \) with a radius of \( d_{nm} + d_{m3} \). Similarly, it must lie within the circle centered at \( A_4 \) with a radius of \( d_{nm} + d_{m4} \). This resembles the role of NLOS range estimates in the LP approach. Specifically, we can view \( r_{nm} + r_{m3} \) and \( r_{nm} + r_{m4} \) as two artificial NLOS range estimates to two localized nodes \( A_3 \) and \( A_4 \), respectively. In practice, we can loosely use \( r_{nm} + r_{m3} \) and \( r_{nm} + r_{m4} \) instead of the true distances. Although this does not guarantee the validity of (5.22) in the presence of range estimation noise, it works with high probability and its efficacy can be seen from our
while # of localized nodes increases
for n = 1 : N
    if \( U_n \) is not localized and its # of range estimates \( \geq 3 \)
        create virtual NLOS range estimates to multi-hop localized nodes;
    if # of range estimates to localized nodes \( \geq 3 \)
        if # of LOS range estimates to localized nodes \( \geq 3 \)
            apply LP to obtain \( \hat{U}_n \), update \( U_n \) as localized;
        else
            apply the RSA to generate sufficient LOS range estimates;
            apply LP to obtain \( \hat{U}_n \), update \( U_n \) as localized;
        end
    end
end
end

Figure 5.6: The complete CQLP algorithm.

simulation results. Similar artificial NLOS range estimates can be created for node \( \theta_m \). The artificial NLOS range estimates are shown as dashed lines in Fig. 5.5 (a). All of these artificial NLOS range estimates can now be easily incorporated into the LP approach to assist node localization without degrading the localization accuracy. By doing this, unlocalized nodes utilize range estimates to each other and thus collaboratively determine their locations.

In addition, another benefit from our collaborative localization scheme is that the artificial NLOS range estimates tend to be geometrically diversified, as can be better shown in Fig. 5.5 (b) where the central unlocalized node has artificial NLOS range estimates from many directions. This benefits the localization in the sense that it can mitigate the effect of a bad
node geometry. It is to be noted that the above node collaboration can be extended to more than two hops. The more hops included, the more artificial NLOS range estimates that can be created, thus the more constraints we have for the LP approach and better localization accuracy is expected. However, the complexity associated with creating NLOS range estimates grows rapidly with the number of hops. In addition, as the number of hops increases, the looser the NLOS range estimate constraints will be. Therefore, in our scheme, we only consider two to three hops. It is also worth noting that if only one hop is considered, the CQLP is equivalent to the non-collaborative LP approach.

Combining all the components in each of the previous four subsections, the complete collaborative quasi-linear programming (CQLP) framework is as shown in Fig. 5.6. It should be noted that the major computational complexity with the CQLP framework lies in the nonlinear optimization involved in the RSA. Despite this, the proposed framework is a decentralized solution and does not require intense anchor deployment. The major component, i.e., the LP approach, has lower complexity than other nonlinear processing in other algorithms.

5.3 Simulation results

In this section, we examine the performance of our proposed CQLP framework by comparing it with the sequential LS estimator. We also attempted to compare our scheme with the collaborative multilateration method proposed in [18]. However, we have observed that even for some basic collaborative subtree topologies, the initial location solution in the collaborative multilateration method suffers from the NLOS problem, thus resulting in an average localization error even larger than the sequential LS estimator. Therefore, we will compare our CQLP framework with the sequential LS estimator. Specifically, we present a comparison of two important metrics for node localization in ad hoc sensor networks: coverage (the percentage of the nodes which are localizable) and accuracy (the localization error). In addition, we investigate how the number of anchors and the number of unlocalized nodes affect the two metrics.

We consider a 25 × 25 m² area. Four anchors are fixed at the four corners. In this case, $N$ unlocalized nodes and $M - 4$ anchors, besides the four placed at the corners, are randomly distributed within the network. The radio communication range is set to be $R$, i.e., two nodes can obtain a range estimate to each other if their distance is less than $R$. The range estimation noises and biases are assumed to be independent of each other. The path loss
Figure 5.7: CDF of the coverage of the sequential LS and the CQLP framework for 250 network realizations, when $N = 20$, $M = 9$, $R = 6 \text{ m}$. 

exponent $\beta = 2$ and the proportionality constant $K_E = 0.001$. The maximum NLOS bias is chosen to be $B_{\text{max}} = 0.5 \text{ m}$. The probability of a range estimate being NLOS is $p = 0.1$. When dealing with the degenerate cases, we have used $B_{\text{art}} = 2 \text{ m}$. With different values of $N$, $M$ and $R$, we apply the sequential LS estimator and our proposed CQLP framework. The sequential LS estimator only utilizes range estimates to localized nodes to compute an unlocalized node’s location, while the CQLP framework also utilizes range estimates to other unlocalized nodes by creating artificial NLOS connections to localized nodes that are originally more than one hop away. Both methods proceed until no additional nodes can be localized. For each set of parameters, we ran the simulation for different network realizations of unlocalized nodes, anchor’s locations and NLOS indicators. For each network realization, we ran the simulation for 50 noise and bias realizations. The mean localization error is calculated according to (2.2) as described in Chapter 2.

$^3$Note that the choice of $B_{\text{max}} = 0.5 \text{ m}$ here is only to ensure $B_{\text{max}}$ is much larger than the range estimation noise standard deviation. In later chapters for larger networks, we will use larger $B_{\text{max}}$ when range estimation noise increases.
In Fig. 5.7, we compare the coverage (i.e., the percentage of nodes that are able to be localized) of the proposed CQLP and the sequential LS estimator. The CDFs of the coverages over 250 network realizations of $N = 20$ unlocalized nodes and $M = 9$ anchors with $R = 6$ m are plotted for both methods. As can be seen, the CQLP framework with both 2-hop and 3-hop node collaboration significantly increases the location coverage. For instance, the probability that the sequential LS estimator localizes less than 40% of the unlocalized nodes is about 0.9, while the probability of the CQLP framework with 2-hop and 3-hop node collaboration localizing less than 40% is about 0.05 and 0.1, respectively. Furthermore, the sequential LS estimator almost never localizes more than 70% of unlocalized nodes, while the CQLP framework achieves this coverage with a probability of greater than 0.55. The three vertical lines in Fig. 5.7 indicate the mean coverage based on 250 network realizations, which confirms that the proposed CQLP framework significantly increases the positioning coverage. Note that the 1-hop CQLP framework, i.e., without node collaboration, results in the same coverage as the sequential LS estimator. It is also observed that the coverage improvement decreases as the number of hops increases.

Figure 5.8: CDF of root localization errors of the sequential LS and the CQLP framework for 250 network realizations, when $N = 20$, $M = 9$, $R = 6$ m.
Figure 5.9: Average localization coverage (over 1000 network realizations) versus the number of unlocalized nodes, when the number of anchors is $M = 9$, the communication range $R = 6$ m. Unlocalized nodes are randomly distributed into the area.

In Fig. 5.8, we plot the CDF of the root localization error of the two methods over 250 network realizations. To make a fair and meaningful comparison, we compare only the nodes that both methods can localize. As we can see from Fig. 4, the 1-hop CQLP actually performs worse than the sequential LS. The reason is that the LOS range estimates corrected by applying the RSA method are still likely to be biased. Therefore, using these biased range estimates to construct the objective function in (5.17) degrades the localization accuracy of the LP approach, and finally leads to the worse performance. This negative effect is more obvious in an ad hoc network, since in most cases, an unlocalized node does not have enough localized nodes within its one-hop radio range to provide LOS range estimates, and thus will have to resort to the RSA to generate a sufficient number of LOS range estimates. However, the CQLP with 2-hop node collaboration performs comparable to the sequential LS, while the CQLP with 3-hop node collaboration performs better than the sequential LS, in terms of average localization error. This is mostly attributed to the suppression of large localization errors, which can be seen by the crossover of the CDF curves of the CQLP.
Figure 5.10: Average root localization error (over 1000 network realizations) versus the number of unlocalized nodes, when the number of anchors is $M = 9$ and the communication range $R = 6\, \text{m}$. Unlocalized nodes are randomly distributed into the area and each range estimate has a probability of 0.1 being NLOS, and if that happens, an NLOS bias uniformly distributed between 0 and 0.5 m is added onto the range estimate.

3-hop and the sequential LS. The performance improvement stems from the fact that 2-hop or 3-hop node collaboration adds more constraints by introducing more artificial NLOS range estimates. Together the improved localization coverage and the improved localization performance clearly demonstrate the benefit of node collaboration.

In Fig. 5.9, we compare the average localization coverage over 1000 network realizations for the two localization methods with different numbers of unlocalized nodes $N$. We observe that the CQLP with both 2-hop and 3-hop node collaboration significantly outperforms the sequential LS estimator by providing larger localization coverage. The more unlocalized nodes that are added into the network, the larger improvement we can obtain by using the CQLP framework. The improvement finally becomes smaller when the number of unlocalized nodes within the area is much larger, resulting in a much higher average node connectivity
such that the sequential LS location estimator is able to localize most nodes. In addition, the coverage increment from 2-hop to 3-hop is not that significant, which coincides with our explanation that the more hops, the looser the constraints induced by the artificial NLOS range estimates, therefore leading to diminishing gains.

In Fig. 5.10, we compare the mean localization error of the two methods over 1000 network realizations. We observe that the 1-hop CQLP performs slightly worse than the sequential LS estimator. The CQLP with 2-hop node collaboration performs worse than the sequential LS estimator when the node density is low (less than 20 unlocalized nodes), while it performs better than the sequential LS estimator when the node density is high (more than 20 unlocalized nodes). This is easy to understand since as the node density increases, unlocalized nodes have a better chance to have more range estimates to localized nodes. The CQLP with 3-hop node collaboration provides even better performance than the sequential LS estimator when the node density is high. In addition, as the node density increases, the improvement of the CQLP with 3-hop node collaboration over the sequential LS estimator is more prominent. However, the computational complexity associated with 3-hop node collaboration is also higher, and increases quickly as the node density increases. Figs. 5.9 and 5.10 together suggest that our proposed CQLP provides significantly increased localization coverage and that it is desirable to incorporate 3-hop node collaboration to provide improvement in the localization accuracy. On the other hand, for a high node density network, if complexity is a concern, using 2-hop node collaboration is a reasonable choice, although its localization accuracy improvement over the sequential LS estimator is not as much as with 3-hop node collaboration.

**Issue of error propagation:** When examining Fig. 5.10, we can see that the mean localization error generally increases as the number of nodes increases. We need to point out that for a fixed size network, i.e., the edge length of the network remains the same, increasing the number of nodes within the area will increase the average node connectivity and ultimately improve the localization accuracy. However, for the envisioned application of our interest, the node density within the deployment area is usually the fixed parameter due to the cost constraint. This translates to the fact that each unlocalized node has only a limited number of neighbors and unlocalized nodes may be distributed over a large area. In such cases, the sequential localization can cause serious problem of error propagation. Note that there exist methods to combat this effect [68, 69] or one can use a carefully designed reference selection mechanism [32]. However, these methods have additional requirements and cannot fully eliminate the problem. To demonstrate the problem of error propagation, in Fig. 5.11
Figure 5.11: Results of applying the sequential LS and the CQLP with 3-hop node collaboration to localizing a large network with 100 unlocalized nodes (circles) and 10 anchors (squares), for one particular noise realization. The communication range is $R = 20$ m and the average node connectivity is 11.8 for (a) and (b), 12.4 for (c) and (d). The estimated locations are represented by asterisks and the dashed lines quantize the localization error.
Figure 5.12: The histogram of localization errors of nodes being localized in the first four iterations in the sequential LS localization approach. As we can see, the nodes being localized in the first iteration have smaller errors, while those being localized in later iterations have progressively larger localization error.

(a) and (b), we plot the localization results of the sequential LS and the CQLP with 3-hop node collaboration for a large square network with a size of $100 \times 100$ m$^2$. The number of unlocalized nodes is 100, the number of anchors is 10 and they are randomly spread into the network. The range estimation noise is generated using a Gaussian distribution with $K_E = 0.01$ and $\beta = 2$ and we assume the pure LOS scenario. The anchor locations are shown by the squares and the true locations of unlocalized nodes are shown by the circles. The communication range is $R = 20$ m and the average node connectivity is 11.8. The estimated locations are indicated by the asterisks and the dashed lines quantize the amount of localization error. We observe that the sequential LS is able to localize 98% of unlocalized nodes but suffers significant performance degradation. The CQLP with 3-hop node collaboration has better performance, but still has significant performance loss, especially for those on the upper right corner of the network which initially do not have sufficient anchors and
thus have to rely on sequential localization. In Fig. 5.12, we plot the histogram of the localization errors of nodes being localized at different iterations in the sequential LS approach. As we can see, the localization errors of nodes that are localized in the first iteration have smaller errors, while those that are localized at later iterations have progressively larger localization errors. In view of these, we believe the paradigm of sequential localization may cause serious problems of error propagation, especially for large area network deployment with low node connectivity.

**Issue of location coverage:** Although sequential localization is able to increase the location coverage, in the extreme case, where none of the unlocalized nodes has sufficient anchors to communicate, the sequential localization process cannot be initiated and thus the location coverage cannot be extended at all. Even if the CQLP, by the use of multihop virtual NLOS range estimates, is able to increase the location coverage, the resulting localization accuracy is highly questionable in such cases, due to the quality of the created virtual NLOS range estimates. As shown by the network in Fig. 5.11 (c) and (d), the sequential LS estimator cannot localize even a single node, while the CQLP, although being able to localize 100% nodes, results in very large localization error.

### 5.4 Summary

In this chapter, we have proposed a collaborative quasi-linear programming framework for the general network collaborative position location problem. Our technique incorporates collaboration among unlocalized nodes by creating artificial NLOS range estimates. In addition, the range scaling algorithm is adopted to deal with the degenerate cases where an unlocalized node has less than three LOS range estimates. Simulation results show that the proposed method provides both increased localization coverage and improved localization accuracy over sequential LS location estimator. We emphasize that even with sequential localization, the location coverage may still not be enough. In the extreme case, where there is no single unlocalized node having a sufficient number of anchors to communicate, none of the unlocalized nodes can locate itself and thus initiate the sequential localization process. We also demonstrated that both the CQLP and sequential LS estimator suffer from the problem of propagation of localization error when the node connectivity is low. In view of these and also some existing work, we believe a concurrent position location approach is a better choice and that will be our approach in the next chapter.
Chapter 6

A Set-Theoretic Approach to Collaborative Position Location

6.1 Motivation and Related Work

In Chapter 5, we designed a CQLP framework for collaborative position location using the paradigm of sequential localization. Despite its superior computational efficiency and network scalability, the CQLP approach still suffers from issues such as error propagation and location coverage. Therefore, in this chapter, we resort to the concurrent approach, i.e., using range estimates in a concurrent, instead of sequential, fashion. In fact, there have been many existing algorithms in this regard. For instance, the authors in [24] formulated the maximum likelihood estimator (MLE) for collaborative position location. In [15], the authors formulated the sensor network localization problem as a convex programming problem and inter-node measurements are modeled as convex feasibility sets. In [25] and [27], the authors proposed a semi-definite programming (SDP) approach to solve the sensor network localization problem. It has also been demonstrated in [26] that using the SDP solution as a starting point for a gradient based search can further refine the SDP solution. To address the computation efficiency issues associated with the SDP for large networks, the authors in [30] proposed a second-order cone programming (SOCP) relaxation approach, while the authors in [62] resorted to the sum of squares (SOS) relaxation method. Another notable approach is the multi-dimensional scaling (MDS) method followed by an optional least-squares (LS) refinement developed in [20]. It is worth mentioning that these methods are based on centralized computation and their distributed versions, e.g., distributed SDP [26], distributed
MDS [20]-[22] and distributed SOCP [31], have also been developed. On the other hand, some other distributed algorithms have been proposed, e.g., DV (distance vector) based positioning [16], robust positioning algorithm [17] and N-hop multilateration [18] and some more recent developments, e.g., robust quadrilaterals [28], iterative least-squares (ILS) with error propagation control [32] and map stitching [35].

In general, centralized methods use global information and tend to have better localization accuracy than distributed methods. Among them, the full SDP solver provided in [27] appears to work very well for different network topologies, even with very few anchors. However, its computational complexity is approximately $O(N^3)$, which becomes prohibitively high as the number of nodes and connectivity increase. Among distributed methods, MDS-MAP(P, R) in [20] using range estimates followed by global LS refinement yields good localization accuracy with acceptable computation time, but suffers a performance degradation in the presence of irregular network topologies. Another distributed method worth mentioning is iterative LS with error control described in [32], which demonstrated comparable and sometimes better localization accuracy than SDP and MDS. The more recent distributed SOCP [31] yields localization accuracy slightly worse than MDS-MAP(P, R) with less computational complexity. However, most existing works only consider a small amount of range estimation noise, e.g., 5% in [20] or up to 25% in [26]. In practice, range estimation noise can be higher, especially for received signal strength (RSS) based range estimates. Furthermore, none of the aforementioned methods has considered the presence of NLOS bias, which is a predominant phenomenon in indoor or urban environments. Therefore, there is a need to develop a computationally efficient and distributed localization method which has good performance in the presence of both high range estimation noise and more importantly, NLOS bias, regardless of network topology.

In addition to localization performance, an important aspect of sensor network localization is node localizability, i.e., whether a node has a unique location solution, especially in the presence of measurement noise. In [52] and later in [66], the authors used the theory of graph rigidity to determine if a network of nodes is uniquely localizable in the noise-free case. Also, in [65], the authors resorted to the SDP to solve flip ambiguity, again in the absence of range estimation noise. On the other hand, probabilistic localization methods, e.g., [53, 56], return a particle-based discrete approximation to the spatial distribution of node location. In doing so, the quality of the location estimate can be easily visualized and node localizability can be inferred, e.g., from the modality of the distribution. However, these methods have much higher computational complexity and do not scale well for large
networks. While we acknowledge that particle-based representation of the location solution does provide insight into solution quality, we believe there exist numerically simpler ways to achieve that goal.

In this chapter, with special emphasis on these two aspects, we develop a computationally efficient and distributed method for large-scale distance-based sensor network localization. The proposed method borrows the concept behind the parallel projection method (PPM), originally developed for signal recovery from inconsistent convex feasibility sets [86, 87], and further revises and extends it to an iterative and distributed numerical framework to estimate sensor nodes’ locations. The proposed framework yields performance that is generally better than existing methods, especially in non-homogeneous networks. In addition, benefiting from the huge complexity savings, our algorithm can be executed using multiple distinct initializations. The obtained multiple solutions provide a natural approximation to the spatial distribution of node location estimate, similar to probabilistic localization methods, but achieved with significantly less computational load. We define a novel metric, called the solution radius, to capture the effect of solution ambiguity and show that it allows us to evaluate node localizability in practical situations.

6.2 Problem Formulation

To recall, consider a 2D square network with an area size of \((L \times L)\) m\(^2\), consisting of \(M \geq 3\) anchors at known locations and \(n\) unlocalized nodes whose locations are to be estimated. The true locations of the unlocalized nodes are denoted by \(\Theta = [\theta_1, \theta_2, \ldots, \theta_N]\) and the known locations of the anchors are denoted by \(A = [\theta_{N+1}, \theta_{N+2}, \ldots, \theta_{N+M}]\), where \(\theta_i = [x_i, y_i]^T\) is the 2D coordinate of the \(i\)th node, for \(i = 1, 2, \ldots, N + M\) and \((\cdot)^T\) is the matrix transpose operation. If the distance between the \(i\)th and \(j\)th nodes, denoted by \(d_{ij}\), is less than the physical communication range \(R\), we say the two nodes neighbor each other, and thus can communicate and obtain a (noisy) range estimate \(r_{ij}\) of their true distance \(d_{ij}\). Further, we assume range estimates are symmetric, i.e., \(r_{ij} = r_{ji}, \forall i, j\). The task is to obtain an estimate \(\hat{\Theta}\) of the true locations \(\Theta\). The model for range estimates has been described by (2.3) in Chapter 2.

Based on this model, the MLE of collaborative position location has been formulated in [24] for the pure-LOS scenario. The MLE is equivalent to finding the set of node locations that minimizes the sum of the weighted squared-difference between the estimated and the mea-
sured inter-node distances. However, there is generally no closed-form expression for the MLE solution due to the nonlinear and nonconvex nature of the associated optimization problem. Instead, several alternatives have been developed. For example, semi-definite programming (SDP) relaxation [25], or second-order cone programming (SOCP) relaxation [30] to the MLE have been proposed. In Chapter 4 and in [61], we applied the branch-and-bound/reformulation linearization techniques (BB/RLT) to find the solution to the MLE with guaranteed global optimality. However, the computational complexity associated with these centralized approaches increases quickly as network size and node connectivity increase. On the other hand, distributed methods based on virtual anchors, i.e., nodes act as anchors once they obtain location estimates, suffer from the problem of error propagation which needs special attention, e.g., via neighbor selection [32]. To compare different localization methods, the mean localization error $\Omega$ is defined as the RMS value of the localization error, as in (2.2).

6.3 The Iterative Parallel Projection Method

In this section, we first briefly describe the parallel projection method (PPM) and its application to non-collaborative position location. Then, we elaborate on how we developed an iterative approach based on the PPM to solve collaborative position location and describe our approach to investigating node localizability in the presence of distance estimation noise.

6.3.1 PPM and non-collaborative position location

The set-theoretic signal recovery problem is to find a signal which satisfies all feasibility sets defined by prior knowledge and the observed data [86]. The mathematical formulation of the convex set feasibility signal recovery problem can be written as

$$\text{Find } \mathbf{a}^* \in \bigcap_{k=1}^{K} S_k$$

(6.1)

where $S_k$ is the $k$th feasibility set and is assumed to be closed and convex. Methods such as projection onto convex sets (POCS), which sequentially projects an initial estimate onto each convex set until convergence, have been developed (see [87] for details) to solve (6.1). In practice, due to inaccurate prior knowledge and noisy observations, it is possible that the feasibility sets are inconsistent, meaning that there exist one or more conflicting feasibility
sets such that \( \bigcap_{k=1}^{K} S_k = \emptyset \). In such cases, the convergence behavior of POCS methods is not known and the formulation in (6.1) is no longer reasonable. Alternatively, since there exists no solution satisfying all convex feasibility sets, the feasibility problem can now be formulated as a weighted least-squares (LS) problem \[87\]

\[
\begin{align*}
\min_a : \Phi(a) &= \sum_{k=1}^{K} w_k d_k(a)^2, \\
\text{s.t.:} & \sum_{k=1}^{K} w_k = 1, \text{ and } \forall k, w_k > 0,
\end{align*}
\]

where \( \Phi(a) \) is the proximity function which measures the infeasibility of the solution \( a \), and \( \{w_k\} \) are a set of strictly convex weights. \( d_k(a) \) is the distance from \( a \) to its projection onto the \( k \)th convex set \( S_k \). As can be seen, the objective now is to find a best feasible solution in the sense that it minimizes the sum of weighted square distances to all the feasibility sets. In \[87\], the PPM has been proposed to solve (6.2). In addition, by reformulating the problem of (6.2) in a product space, the author proved that the PPM in the original space corresponds to the alternating projection method in the product space, which leads to the desired LS solution to (6.2). In particular, if we denote the set of solutions to (6) as \( G \), it is proved in \[87\] that as long as one of the convex sets \( S_k \) is bounded, for any initial estimate \( a^0 \), the sequence of \( a^l \) given by

\[
a^{l+1} = a^l + \lambda_l \left( \sum_{k=1}^{K} w_k P_k(a^l) - a^l \right), \quad \text{for} \quad l \geq 0,
\]

will converge to a point in \( G \), where \( \lambda_l \in [\epsilon, 2 - \epsilon] \) for \( 0 < \epsilon < 1 \) is called the relaxation parameter and \( P_k(a^l) \) denotes the projection of \( a^l \) onto the \( k \)th convex set \( S_k \), defined by

\[
P_k(a^l) \in S_k, \forall b \in S_k, ||a^l - P_k(a^l)|| \leq ||a^l - b||
\]

where \( || \cdot || \) denotes the norm. Note that when \( a^l \in S_k \), its projection \( P_k(a^l) = a^l \). Also, the choice of the relaxation parameter \( \lambda_l \) can affect the convergence speed of the PPM and there exist optimal values of \( \lambda^l \) \[87\]. In this work, we simply select \( \lambda_l = 1 \) to save the computation involved in obtaining an optimal value of \( \lambda^l \) in each iteration. In fact, choosing \( \lambda^l = 1 \) is called the unrelaxed form of (6.3), rewritten below as

\[
a^{l+1} = \sum_{k=1}^{K} w_k P_k(a^l), \quad \text{for} \quad l \geq 0,
\]

Fig. 6.1 gives an illustration of the unrelaxed PPM using (6.5), where \( a^{l+1} \) is simply the
Figure 6.1: Generic unrelaxed parallel projection method, where \( a^{l+1} \) is simply the sum of \( a^l \)'s weighted projections onto all convex feasibility sets, denoted by \( S_i \)'s. \( P_k(a_l) \) denotes the projection of \( a_l \) onto the \( k \)th convex set. \( \{w_k\} \) is a set of convex weights.

It can be shown that the above formulation is naturally suited for the non-collaborative position location problem. Consider an unlocalized node making range estimates to a few surrounding anchors with known locations. Each range estimate defines a ranging circle that the unlocalized node should lie on. However, if we relax the constraint that the unlocalized node should lie on the circle to a constraint that the unlocalized node should lie within the circle (which essentially transforms the original non-convex constraint into a convex constraint), we can directly apply the PPM and term this as the original PPM. The corresponding projection, the distance function and the proximity function are given by

\[
P_{org}^k(\hat{\theta}) = \begin{cases} 
    A_k + r_k(\hat{\theta} - A_k) / ||\hat{\theta} - A_k||, & \text{if } ||\hat{\theta} - A_k|| > r_k \\
    \hat{\theta}, & \text{if } ||\hat{\theta} - A_k|| \leq r_k
\end{cases} 
\]

(6.6)

\[
d_{org}^k(\hat{\theta}) = \begin{cases} 
    (r_k - ||\hat{\theta} - A_k||)^2, & \text{if } ||\hat{\theta} - A_k|| > r_k \\
    0, & \text{if } ||\hat{\theta} - A_k|| \leq r_k
\end{cases} 
\]

(6.7)

\[
\Phi_{org}(\hat{\theta}) = \frac{1}{K} \sum_{k=1}^{K} d_{org}^k(\hat{\theta}) 
\]

(6.8)

where \( \hat{\theta} \) is the unlocalized node’s current estimated location, \( A_k \) represents its \( k \)th connecting anchor and \( r_k \) denotes the range estimate between the unlocalized node and \( A_k \). \( K \) is the number of anchors and \( w_k = 1/K \) for \( k = 1, 2, \ldots, K \) represents the fact that all range
estimates are treated equally. We can assign different weights to range estimates according to our confidence in their reliability.

In our work, however, we modify (6.6) - (6.8) into the following,

\[
P_{k}^{\text{ncl}}(\hat{\theta}) = A_k + r_k \frac{\hat{\theta} - A_k}{|| \hat{\theta} - A_k ||} \tag{6.9}
\]

\[
d_{k}^{\text{ncl}}(\hat{\theta}) = (r_k - || \hat{\theta} - A_k ||)^2 \tag{6.10}
\]

\[
\Phi_{l}^{\text{ncl}}(\hat{\theta}) = \frac{1}{K} \sum_{k=1}^{K} d_{k}^{\text{ncl}}(\hat{\theta}) \tag{6.11}
\]

We can easily see that if \( \theta \) is outside of the ranging circle defined by \( r_k \) with \( A_k \) as the center, (6.9) is coincident with (6.6). If \( \theta \) is inside the ranging circle, (6.9) differs from (6.6) in the sense that the projection will be pushed away from the center onto the ranging circle. Also note that the difference between (6.11) and (6.8) is that, in the original PPM, when the current solution is inside the \( k \)th ranging circle, the \( k \)th term in (6.8) becomes zeros, while the \( k \)th term in (6.11) of the modified PPM is not zero. Essentially, the objective of (6.11) is the sum of the weighted squared difference between range estimates and the distances calculated using the estimated location, which in fact the same as the objective in the MLE. The major difference here is the approach to solve the problem. In the standard nonlinear LS solver, such as \textit{lsqnonlin}, the trust-region method or the Levenberg-Marquardt method is used. The PPM approach is merely another numerical method to solve the nonlinear LS problem, e.g., as in [88]. The main motivation for us to use it lies in the fact that the projection process can be easily modified to fit our application, especially for position location in NLOS conditions, as will be shown in Chapter 7. Additionally, the method is computationally very simple. Finally, we emphasize that with this modification, the theoretical convergence result for the PPM may not hold. Nevertheless, we argue, and will later demonstrate, that the modified PPM is better aligned with the objective of the MLE, which is known to be optimal in the MSE sense. The modified PPM for non-collaborative position location is given as follows.

\textbf{Algorithm 6.1: Modified PPM for non-collaborative position location:}

1. Initialize the unlocalized node at \( \hat{\theta} \), set \( l = 0, \Phi_l = \Phi_{l}^{\text{ncl}}(\hat{\theta}) \) and \( \delta \) a small positive number;
2. Update \( \hat{\theta} \leftarrow (1/K) \sum_{k=1}^{K} P_{k}^{\text{ncl}}(\hat{\theta}) \) and let \( \Phi_{l+1} = \Phi_{l}^{\text{ncl}}(\hat{\theta}) \);
3. If \( |\Phi_{l+1} - \Phi_l| > \delta \), let \( l = l + 1 \) and go to 2);
4. Terminate and return \( \hat{\theta} \).
Figure 6.2: Application of the modified PPM to non-collaborative position location for two cases: (a) less noisy range estimates where the intersection region of the three range estimates contains the true location; (b) one range estimate is extremely noisy. The blue circles denotes ranging circle and the dash dot lines represent the trajectories along which the solution of modified PPM converges. The initial guesses are denoted by the corresponding values noted \([xy]\). In (a), different initial guesses lead to the same solution, while in (b) different initial guesses result in different final solutions.

We emphasize that due to the modified projection in (6.9), the final solution in many cases will depend on the initial guess. Fig. 6.2 gives two examples of applying the modified PPM to position location where an unlocalized node estimates its location using range estimates to three anchors, with 4 different initial solutions at \([0, 0]\), \([0, 10]\), \([10, 0]\) and \([10, 10]\) respectively. The three anchors are located at \([1, 6]\), \([4, 4]\) and \([5, 8]\) respectively, while the unlocalized node is at \([3.5, 6]\). Fig. 6.2 (a) represents the case where the three range estimates are less noisy and have an intersection region containing the true location, while in Fig. 6.2 (b) one of the three range estimates is extremely noisy and is much larger. In either case, the modified PPM is able to converge to a final solution after a few iterations. As we can see, in the second case the final solution depends on the initial guess. Note that we do not see this effect in the first case when the range estimates are less noisy. We believe this phenomenon indeed contains information regarding the reliability of the solution, i.e., whether a location solution is trustworthy, and will explore it to address the issue of node localizability later.

Now we present some results to demonstrate why the modified PPM is more suited, than the original PPM with convex feasibility sets, for the position location problem. In particular, we show that the modified PPM is better aligned with the objective of the MLE for position
Figure 6.3: Comparison between original and modified PPM with the application to two cases of non-collaborative position location. Top row: 3 ranging circles do not intersect each other. Bottom row: 3 ranging circles intersect each other. (a) and (c): the results of original PPM. (b) and (d): the results of modified PPM. Solid lines represent ranging circles and circles are anchor locations. Stars represent different initial solutions and dashed lines represent the trajectories following which the PPM solution converges. Triangles represent final solutions.
Figure 6.4: Comparison between original and modified PPM with the application to another two cases of non-collaborative position location. Top row: one ranging circle is extremely large. Bottom row: 3 anchors are almost collinear. (a) and (c): the results of original PPM. (b) and (d): the results of modified PPM. Solid lines represent ranging circles and circles are anchor locations. Stars represent different initial solutions and dashed lines represent the trajectories following which the PPM solution converges. Triangles represent final solutions.
location. In Figs. 6.3 and 6.4, we give four examples of non-collaborative position location where both the original and modified PPM are applied, where the unlocalized node’s true locations are (3, 6) and (2.5, 7.5) in Figs. 6.3 and 6.4, respectively. The solid circles represent anchor locations and the solid lines denote ranging circles. Stars represent different initial solutions and the dashed lines represent the trajectories along which the PPM solution converges. Triangles represent the final solutions. In the first example shown in Fig. 6.3 (a) and (b), both the original and modified PPM consistently converge to the same solution, which indeed is the global minimizer of the MLE objective in (4.2). However, in the second example shown in Fig. 6.3 (c) and (d), the original PPM approach converges to different solutions depending on the initialization, which, despite all being global minimizers of (6.8) leading to an objective value of zero, do not lead to the global minimum of (4.2). The modified PPM, on the other hand, is able to find the solution that minimizes the objective of (4.2). This is due to the fact that the objective of the modified PPM (6.11) is inherently the same as that of (4.2). Similar observations can be made in the first example shown in Fig. 6.4 (a) and (b), where one ranging circle is extremely large such that none of the solutions found by the original PPM, despite all being global minimizers of (6.8), is not the global minimizer of (4.2). The modified PPM, on the other hand, is still able to find the solution that minimizes the MLE objective (4.2). In the second example shown in Fig. 6.4 (c) and (d), we give an example where the modified PPM converge to two possible solutions depending on the initialization, where the solution at (1.9, 8.9) gives an objective of 0.78, while the solution at (3.7, 4.6) gives an objective of 2.11 which is in fact a local minimum. Overall, we argue that, despite the fact that it may converge to local minimum, the modified PPM is better aligned with the objective of the MLE and is computationally very efficient.

6.3.2 Iterative PPM for collaborative position location

We now focus on the more general problem of collaborative position location described earlier. In particular, we use the modified PPM as a basic element and extend it to an iterative and distributed numerical framework. The overall framework involves an initialization step and an iterative update step, where only local communications are necessary in both steps.

In the initialization step, each unlocalized node obtains an initial solution for its location. The approach we adopt is called closest-anchor initialization. Specifically, if an unlocalized node has connecting anchor(s), it will use the location of its closest anchor, determined from range estimates, as its initial solution. If an unlocalized node does not have a connection
to any anchors, it will use the average location of its surrounding nodes’ initial solution as its initial solution. For isolated nodes without any connection, we simply use the network center as the initial solutions and due to the absence of range estimates, their estimates will thus not be updated in the ensuing iterative update step. The initialization step continues until every unlocalized node obtains an initial solution. We emphasize that there exist other methods to obtain initial solutions [18], including using the solution from the MDS as an initial solution, but those generally involve substantially more computation. Instead, we use the simple initialization method described above to illustrate the effectiveness of iterative PPM technique.

In the iterative update step, each unlocalized node uses modified PPM to update its location estimate, based on its range estimates to neighboring nodes, either anchors or other unlocalized nodes, and its current location estimate. In particular, if the \( i \)th and the \( j \)th nodes are neighbors, the projection of \( \hat{\theta}_i \) onto the feasibility set given by the range estimate \( r_{ij} \) is

\[
P_{ij}^{\text{col}}(\hat{\theta}_i) = \hat{\theta}_j + r_{ij} \frac{\hat{\theta}_i - \hat{\theta}_j}{\|\hat{\theta}_i - \hat{\theta}_j\|}.
\]

(6.12)

Since only local information exchange is needed, the iterative update process can be distributed and the computational complexity scales linearly with network size. Each unlocalized node examines whether or not its residual changes over the previous iteration. The \( i \)th unlocalized node’s residual based on its and its neighbors’ current estimated locations is defined as

\[
\Phi^{\text{col}}(\hat{\theta}_i) = \frac{1}{|\mathcal{N}(i)|} \sum_{j \in \mathcal{N}(i)} \left( r_{ij} - \|\hat{\theta}_i - \hat{\theta}_j\| \right)^2,
\]

(6.13)

where \( \mathcal{N}(i) \) is the set of the \( i \)th node’s neighboring nodes, and \(|\cdot|\) denotes cardinality. If its residual has not changed more than the precision parameter \( \delta \) for \( \kappa \) consecutive iterations, the \( i \)th node will quit the iterative update step and mark itself as localized. The overall update process terminates after all of the unlocalized nodes have been marked as localized. Iterative PPM for collaborative position location is described as the following.

**Algorithm 6.2: Iterative PPM for collaborative position location:**

- **Initialization:**
  
  Obtain initial guess \( \Theta = [\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_N] \) using the closest-anchor initialization; Set \( [\hat{\theta}_{N+1}, \hat{\theta}_{N+2}, \ldots, \hat{\theta}_{N+M}] = A = [\theta_{N+1}, \theta_{N+2}, \ldots, \theta_{N+M}] \), which remain unchanged during the Main loop.
  
  Set \( l = 0, \delta \) as a small positive number, and \( \kappa \) as a positive integer;
Let $F_i = 0$ and $W_i = 0$, for $i = 1, 2, \ldots, N$;
$\Phi_{i, l} = \Phi^\text{col}(\hat{\theta}_i)$, for $i = 1, 2, \ldots, N$;

- **Main loop:**
  While (any of $F_i$ is equal to 0) {
  For $i = 1, 2, \ldots, N$; if $F_i = 0$
  
  $\hat{\theta}_i \leftarrow (1/|N(i)|) \sum_{j \in N(i)} P^\text{col}_{ij}(\hat{\theta}_i)$, and $\Phi_{i, l+1} = \Phi^\text{col}(\hat{\theta}_i)$;

  If $|\Phi_{i, l} - \Phi_{i, l+1}| < \delta$
  
  Let $W_i = W_i + 1$; If $W_i \geq \kappa$, Let $F_i = 1$;

  Otherwise
  
  Let $W_i = 0$;

  $l = l + 1$;

  }

In the above algorithm, $F_i$ indicates whether the $i$th node has been localized and $W_i$ records the number of consecutive iterations that the $i$th node’s residual has not decreased more than $\delta$. Once $W_i \geq \kappa$, we set $F_i = 1$ and consider the $i$th unlocalized node as localized. It is obvious that anchor locations, i.e., $\theta_j$, for $j = N + 1, N + 2, \ldots, N + M$, will remain unchanged during the whole process. Again, as in the case of modified PPM for non-collaborative position location, the final solution of iterative PPM depends on the initial guess.

Compared to the case of non-collaborative position location, we can easily see that the major difference here is that we use $W_i$ as a means of accumulating observations over multiple iterations regarding whether an unlocalized node is indeed localized. This is understandable since during the iterative update process, if an unlocalized node has updated its location, its neighboring unlocalized nodes may be affected in terms of their residuals, and therefore need to be re-examined. Another advantage of iterative PPM is that the computational load involved is low, mainly because of the simple operation involved in updating node locations which scales linearly as $N$. As we will demonstrate later, the algorithm’s running time is significantly smaller than other existing algorithms while achieving generally better localization accuracy. Fig. 6.5 gives an example of applying the iterative PPM to the problem of collaborative position location for a particular network with the range estimation noise.
Figure 6.5: An example of applying the iterative PPM to collaborative position location for a network with 9 anchors (squares) and 50 unlocalized nodes (circles). We assume pure LOS scenario with $K_E = 0.0025$, $\beta = 2$ and $R = 8$ m. The asterisks are the estimated locations and dash-dot lines quantize the estimation error.

parameters of $K_E = 0.0025$ and $\beta = 2$, where there are 4 anchors near the four corners of the square network and another 5 anchors together with 50 unlocalized nodes randomly distributed in the network.

### 6.4 Node localizability via iterative PPM

In the presence of range estimation noise, it is difficult to investigate the problem of node localizability, i.e., whether an unlocalized node has a unique location solution. As we mentioned earlier, existing work which uses graph rigidity theory to address the issue of node localizability cannot handle the presence of range estimation noise [52, 66]. On the other hand, probabilistic localization methods provide a distribution of the node’s location [53, 56], and thus naturally tells whether a node is uniquely localizable. The drawback is that such methods generally have high computational complexity and thus are not suitable for prac-
tical implementation. In our work, we develop a computationally efficient method to obtain a spatial approximation to each unlocalized node’s possible location solution. In particular, taking advantage of the fast computation of the iterative PPM, we can run the algorithm with multiple distinct initial solutions for the unlocalized nodes. The localization results obtained in such a fashion will differ from each other and capture the perturbation effect of range estimation noise on the node’s location estimation. Note that the output is similar to that of probabilistic localization, but computed in a faster way. Compared to graph rigidity theory based work on node localizability, our approach takes ranging noise into account and is more meaningful for practical scenarios. Compared to probabilistic localization approaches, our method is computationally much more efficient and suitable for practical implementation. Fig. 6.6 gives an example of using iterative PPM with $M_p = 50$ distinct initial guesses to examine node localizability. In particular, the $q$th initial solution for the $i$th node, denoted by $	heta^q_i = [x^q_i, y^q_i]$, is on the circle centered at the network center $[x_c, y_c]$ with a radius of $R_c = 10$, given by

$$x^q_i = x_c + R_c \cos \left[ 2\pi \left( \frac{i - 1}{N} + \frac{q - 1}{M_p} \right) \right], \quad \text{(6.14)}$$

$$y^q_i = y_c + R_c \sin \left[ 2\pi \left( \frac{i - 1}{N} + \frac{q - 1}{M_p} \right) \right], \quad \text{(6.15)}$$

for $i = 1, 2, \ldots, n$ and $q = 1, 2, \ldots, M_p$. With these initial solutions, we presented the possible solutions for the 2nd and 3rd nodes in Fig. 6.6. We also plot their respective estimated locations (blue asterisks) which, among the 50 possible solutions, is the one with the smallest residual. The 100% solution radius is hereby defined as the radius of the minimum circle centered at the estimated location that encloses all 50 solutions. It is easily seen that the 2nd node’s possible solutions are concentrated within a small region, and thus result in a solution radius of about 2 m. In contrast, the 3rd node, which has a few solutions (around the 5th node) far away from its true location, has a much larger solution radius of about 10 m. This indicates that the 3rd node is not uniquely localizable. Considering the nodes that the 3rd node is connected to, it is easy to see that these nodes are nearly on a straight line, which causes a flip ambiguity for the 3rd node. We emphasize that obtaining multiple solutions is made computationally feasible by the iterative PPM due to its fast computation. In the results of Fig. 6.6, the running time with $M_p = 50$ is still comparable to that of either the SDP [27] or the distributed MDS-MAP(P, R) [20] approaches.
Figure 6.6: An example of using iterative PPM to investigate node localizability. We only highlight the results for the 2nd and 3rd unlocalized nodes. The triangles and stars represent possible solutions of the 2nd and 3rd unlocalized nodes, respectively, resulting from 50 distinct initial solutions, for a particular noise realization.

6.5 Numerical results

6.5.1 Localization accuracy

In this section, we present simulation results of our proposed iterative PPM approach for collaborative position location, in terms of localization accuracy as well as the algorithm running time, compared to two popular approaches, i.e., SDP or MDS-MAP. As for the localization accuracy, we compute the mean localization error using the RMSE given by (2.2), while for the algorithm running time, we compare the time consumed in seconds in Matlab 2008 on an Intel 3.3GHz CPU. For the SDP approach, we use the centralized full SDP solver provided by [27]. For the MDS-MAP, we used the patch-based MDS followed by the LS refinement, i.e., MDS-MAP(P, R), with a radius of 2R for patching local maps and centralized LS refinement, which gives the best performance among all the four MDS
approaches according to [20]. Our experimental results show that the full SDP solver provides robust performance for different network shapes with reasonably distributed anchors. To the best of our knowledge and also as mentioned in [31], the MDS-MAP(P, R) appears to be among the best distributed methods with reasonably short running time. Our intention is to show that the iterative PPM approach is able to provide comparable and often better localization accuracy than the two methods, while requiring significantly shorter running time. In addition, our simulation results differ from most existing work in the sense that besides Gaussian range estimation noise, i.e., LOS scenario, we also investigate the robustness of the three localization methods against NLOS propagation. The percentage of NLOS range estimates and the amount of NLOS bias will be given in specific simulations. The range estimation noise and NLOS bias models are as described earlier. For our proposed iterative PPM, we use \( \delta = 10^{-4} \) and \( \kappa = 10 \), as using a smaller \( \delta \) and a larger \( \kappa \) does not further improve the performance of iterative PPM.

In Fig. 6.7, we plot the localization results from applying the iterative PPM approach to three networks with different numbers and configurations of anchors. In the three networks, the number of unlocalized nodes is 50, while the numbers of anchors are \( m = 9 \), \( m = 4 \) and \( m = 3 \) for Fig. 6.7 (a), (b) and (c), respectively. The communication range is \( R = 8 \text{ m} \) for all three networks and the resulting average node connectivity, i.e., the average number of neighbors per node, is approximately 9 for all three networks. In Fig. 6.7 (a) and (b), there are 4 anchors at the four corners of a \( 20 \times 20 \text{ m}^2 \) network, where in Fig. 6.7 (a), there are 5 more anchors randomly distributed within the network. In Fig. 6.7 (c), there are only 3 anchors located within the network forming an equilateral triangle. Clearly, Fig. 6.7 (a) represents the most favorable anchor deployment, while Fig. 6.7 (c) is the least favorable deployment, since as shown in [89], perimeter anchor deployment inherently yields better localization accuracy. As shown in Fig. 6.7, the estimated locations are denoted by asterisks and the dashed lines represent the amount of localization error. We assume a pure LOS scenario with \( \beta = 2 \) and \( K_E = 0.01 \). As suggested by our noise variance model in \( \sigma_{ij}^2 = K_E d_{ij}^\beta \), this is equivalent to range estimate noise which is approximately 10% of the inter-node distance. We can easily observe that in Fig. 6.7 (c), a few nodes get flipped solutions, and therefore resulting in a much larger localization error of 2.37 m, while Fig. 6.7 (a) has the smallest localization error of 0.34 m, due to the larger number of as well as better distributed anchors. This makes intuitive sense since in our proposed iterative PPM approach, the initial solution follows the so-called closest anchor method, which generally leads to worse initial solution when the number of anchors is small and they are more concentrated. With a bad initial solution, it is more likely that the iterative PPM converges to local minima and thus provides
Figure 6.7: The effect of the number of anchors on iterative PPM for: (a) 4 anchors at the four corners and 5 randomly within the network (RMSE = 0.34 m); (b) 4 anchors at the four corners (RMSE = 0.63 m); (c) 3 anchors within the network (RMSE = 2.37 m); Assume pure LOS range estimates, with $R = 8$ m, $\beta = 2$ and $K_E = 0.01$, corresponding to 10% of inter-node distance. The circles and squares are the true locations of unlocalized nodes and anchors, respectively. The asterisks represent the estimates locations and the dashes lines quantize the localization error.
In Fig. 6.8, we plot the mean localization error of the iterative PPM approach when localizing the three networks in Fig. 6.7 (a), (b) and (c), versus range estimation noise indicated by the value of $K_E$. We set $\beta = 2$ and $R = 8$ m, while varying the value of $K_E$ from 0.0025 to 0.16. As mentioned earlier, such a range of values for $K_E$ corresponds to range estimation noise equivalent to 5% up to 40% of the inter-node distance. The larger $K_E$, the more range estimation noise. For each value of $K_E$, 500 noise realizations are simulated. As can be seen, the mean localization errors in all three cases increase as the amount of range estimation noise increases, among which the localization error is the smallest for Fig. 6.7 (a) due to more and better anchor deployment, while Fig. 6.7 (c) has the largest localization error due to fewer and poor anchor deployment. It is obvious that the effect of bad anchor deployment is much more prominent than the increase of range estimation noise for the case of Fig. 6.7 (c). Again, we emphasize that due to the closest-anchor initialization step adopted in our approach, its performance depends upon how well the anchors are distributed over the entire network. For example, if all anchors are concentrated within a small region, the
Figure 6.9: A regular-shaped random network with 200 unlocalized nodes (circles) and 20 anchors (squares). The communication range is \( R = 15 \text{ m} \), the average node connectivity is 12.9 and the average number of connected anchors is 1.1. We will compare the localization accuracy of the iterative PPM, the SDP and the MDS-MAP(P, R) using this network.

closest-anchor initialization is not a smart choice. Instead, using random initialization may be a better choice. It is also worth mentioning that the SDP and the MDS-MAP will also be affected by fewer and bad anchor placement. In this work, we will focus on reasonable anchor deployment (10% anchors) and optimal anchor deployment is beyond the scope of this paper.

We now compare our proposed approach with the SDP and the MDS-MAP(P, R) on a large network with 200 unlocalized nodes and 20 anchors, randomly distributed within a \( 100 \times 100 \text{ m}^2 \) network, as shown in Fig. 6.9. In Fig. 6.10, we plot the estimated locations for one particular noise realization in the pure LOS scenario with \( K_E = 0.01 \) and \( \beta = 2 \), when applying our proposed approach, the SDP and the MDS-MAP(P, R), where the dashed lines again quantize the amount of localization error. To provide a reference, we also presented the results of the sequential LS estimator and the CQLP with 3-hop node collaboration. It is easily seen that in random large networks like this example, the paradigm of applying non-
Figure 6.10: Results of applying different localization schemes to the network in Fig. 6.9 for one particular noise realization in the pure LOS scenario with $K_E = 0.01$ and $\beta = 2$ (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta}$).
Figure 6.11: Cumulative density function of the localization errors of SDP, MDS-MAP(P, R) and iterative PPM for both pure LOS and 40% NLOS scenarios, with $K_E = 0.04$ and 0.16 (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta_{ij}}$, $\beta_{ij} = 2$ for LOS and $\beta_{ij} = 3$ for NLOS), respectively.
The mean localization error versus the amount of range estimation noise (the noise variance is $\sigma^2_{ij} = K_E d_{ij}^\beta$), for the network shown in Fig. 6.9, with pure LOS and 40% NLOS range estimates. $K_E$ varies from 0.0025 to 0.16, corresponding to 5% up to 40% range estimation noise.

collaborative position location schemes in a sequential fashion suffer significant performance loss due to the combined effect of error propagation and potentially bad node geometry.

We present the mean localization error versus range estimation noise, for both pure LOS and NLOS scenarios. Since the sequential LS estimator and the CQLP perform very badly, we only presented the results of the SDP, the MDS-MAP(P, R) and our proposed iterative PPM approach. The communication range is assumed to be $R = 15$ m, the resulting average node connectivity is 12.9 and on average, each unlocalized node is connected to only 1.1 anchors. Compared to simulation results in [20] and [31] where the average node connectivity is usually larger than 15 and sometimes increases to thirty, we believe our simulation results represent a more practical case where sensor nodes have shorter communication range, which is more practical due to power consumption concerns. Nevertheless, with larger node connectivity, the localization accuracy of all three methods will be improved. For each value of $K_E$, we ran 50 noise realizations. We also compare the three methods in terms of their ro-
bustness against the presence of NLOS propagations. As for the NLOS scenario, we assume any range estimate has 40% chance of being NLOS. If a range estimate is NLOS, a uniformly distributed positive bias is added onto that range estimate with $b_{\text{min}} = 4\text{ m}$ and $b_{\text{max}} = 8\text{ m}$. The minimum NLOS bias of $b_{\text{min}} = 4\text{ m}$ is equivalent to 27% of the communication range and represents the fact that in practice, NLOS bias is usually much larger than the range estimation noise. In Fig. 6.11, we plot the empirical cumulative density function (CDF) of the localization error of SDP, MDS-MAP(P, R) and iterative PPM, for pure LOS and 40% NLOS scenarios, with $K_E = 0.04$ and $K_E = 0.16$, respectively. As shown in Fig. 6.11 (a), the MDS-MAP(P, R) is better than the other two in the sense that it reduces the large localization error. However, as the range estimation noise increases, as shown in Fig. 6.11 (b), MDS-MAP(P, R) performs worse than the other two. On the other hand, in the presence of 40% NLOS range estimates, both iterative PPM and SDP suffer performance degradation. MDS-MAP(P, R), although performs better in the case of smaller range estimation noise, i.e., $K_E = 0.04$, will have similar performance loss when range estimation noise increases, i.e., $K_E = 0.16$.

In Fig. 6.12, we plot the mean localization error, i.e., the RMS values of the localization error, of the three methods with respect to different range estimation noise. For the case of pure LOS range estimates, our proposed iterative PPM approach outperforms SDP for all values of $K_E$. The MDS-MAP(P, R) performs better for a small amount of range estimation noise, but performs worse than both the SDP and the iterative PPM approach as range estimation noise increases. It is obvious that both SDP and iterative PPM are more robust against increasing range estimation noise than MDS-MAP(P, R). From our experiments, we believe this can be attributed to the fact that the MDS step in the MDA-MAP(P, R) is impacted by an increase of range estimation noise more than the other two methods. As for the 40%-NLOS scenario, it is observed that both the SDP and the iterative PPM approach are strongly affected by the NLOS bias, with iterative PPM still outperforming the SDP approach. For instance, for $K_E = 0.09$ (30% noise), the localization error of iterative PPM increases from about 4 m to more than 8 m, while that of the SDP increases from about 5.5 m to more than 9 m. MDS-MAP(P, R), on the other hand, shows more robustness against the NLOS bias. As can be seen, its localization error in the case of 40%-NLOS scenario is worse than the pure LOS scenario, but becomes comparable to the pure LOS scenario as $K_E$ increases. Another important observation is that as range estimation noise increases, the improvement of the MDS-MAP(P, R) over the SDP and the iterative PPM diminishes. This is again due to the degraded performance of the MDS-MAP(P, R) at higher levels of ranging noise.
Figure 6.13: An E-shaped network with 200 unlocalized nodes (circles) and 20 anchors (squares). The communication range is $R = 15$ m, the average node connectivity is 19.9 and the average number of connected anchors is 1.9. We will compare the localization accuracy of the iterative PPM, the SDP and the MDS-MAP(P, R) using this network.

In practical sensor network deployment, it is likely that the network shape is irregular due to the presence of physical obstacles such as buildings. In Fig. 6.13, we give an example of an E-shaped network, with 200 unlocalized nodes and 20 anchors. The communication range is assumed to be $R = 15$ m, and the resulting average node connectivity is 19.9 and on average, each unlocalized is connected to 1.9 anchors. We use the same parameters for the range estimation noise and NLOS bias and present localization results of all the methods in Fig. 6.14 for one particular noise realization in the pure LOS scenario with $K_E = 0.01$ and $\beta = 2$. It is clear that both the sequential LS estimator and the CQLP framework suffer huge performance loss again due to the combined effect of potentially bad neighboring node geometry and error propagation. This effect is even more severe in the case of irregular network shape since it is more likely that node geometry becomes ill-conditioned. Another important observation is that the MDS-MAP(P,R) also perform badly. This phenomenon has been reported in [20], because the step of building the complete distance matrix in the
Figure 6.14: Results of applying different localization schemes to the network in Fig. 6.13 for one particular noise realization in the pure LOS scenario with $K_E = 0.01$ and $\beta = 2$ (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^\beta$).
Figure 6.15: Cumulative density function of the localization errors of SDP, MDS-MAP(P, R) and iterative PPM for both pure LOS and 40% NLOS scenarios, with $K_E = 0.04$ and $0.16$ (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta_{ij}}$, $\beta_{ij} = 2$ for LOS and $\beta_{ij} = 3$ for NLOS), respectively, applying to the E-shape network.
Figure 6.16: The mean localization error versus the amount of range estimation noise (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^2$), for the network shown in Fig. 6.13, with pure LOS and 40% NLOS range estimates. $K_E$ varies from 0.0025 to 0.16, corresponding to 5% up to 40% range estimation noise.

MDS algorithm becomes unreliable when the network shape is anisotropic. In Fig. 6.15, we plot the CDF of the localization errors of the three methods, for pure LOS and 40% NLOS scenarios, with $K_E = 0.04$ and $K_E = 0.16$, respectively. As we can see, MDS-MAP(P, R) performs extremely bad in this irregular network shape. SDP and iterative PPM, on the other hand, have similar performance due to their better robustness against anisotropic network shapes.

In Fig. 6.16, we present the corresponding simulation results on the RMS localization error of SDP, MDS-MAP(P, R) and our proposed iterative PPM approach. It is observed that for both the pure LOS and 40%-NLOS scenarios, the mean localization error for iterative PPM approach and SDP approach are comparable to that of the regular network shape in Fig. 6.9. Both methods demonstrate similar robustness against range estimation noise. In particular, as $K_E$ increases from 0.0025 to 0.16, the localization error will generally increase less than 2 m for both pure LOS and 40%-NLOS scenarios. On the other hand, MDS-
Figure 6.17: A ring-shaped network with 200 unlocalized nodes (circles) and 20 anchors (squares). The communication range is $R = 15$ m, the average node connectivity is 20.7 and the average number of connected anchors is 1.7. We will compare the localization accuracy of the iterative PPM, the SDP and the MDS-MAP(P, R) using this network.

MAP(P, R) performs badly with an irregular network shape, whether it is a pure LOS or NLOS scenario. As shown in Fig. 6.16, the localization error of MDS-MAP(P, R) is always larger than 10 m and increases significantly as range estimation noise increases. This is, as mentioned in [20], due to the inherent nature of the MDS step which suffers from irregular network shapes, despite the distributed approach used here, i.e., MDS-MAP(P, R).

In Fig. 6.17, we give another example of an irregularly shaped network, where the network of nodes forms a “ring” shape. Again, the number of unlocalized nodes is 200 and the number of anchors is 20. The communication range is assumed to be $R = 15$ m, and the resulting average node connectivity is 20.7 and on average, each unlocalized is connected to 1.7 anchors. We use the same parameters for generating range estimation noise and NLOS bias as the previous two networks and present the localization results of all the methods in Fig. 6.18 for one particular noise realization in the pure LOS scenario with $K_E = 0.01$ and $\beta = 2$. Again, both the sequential LS estimator and the CQLP framework perform
Figure 6.18: Results of applying different localization schemes to the network in Fig. 6.17 for one particular noise realization in the pure LOS scenario with $K_E = 0.01$ and $\beta = 2$ (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta/2}$).
(a) $K_E = 0.04$, pure LOS 

(b) $K_E = 0.16$, pure LOS

(c) $K_E = 0.04$, 40% NLOS

(d) $K_E = 0.16$, 40% NLOS

Figure 6.19: Cumulative density function of the localization errors of SDP, MDS-MAP(P, R) and iterative PPM for both pure LOS and 40% NLOS scenarios, with $K_E = 0.04$ and 0.16 (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^{\beta_{ij}}$, $\beta_{ij} = 2$ for LOS and $\beta_{ij} = 3$ for NLOS), respectively, applying to the ring-shape network.
Figure 6.20: The mean localization error versus the amount of range estimation noise (the noise variance is $\sigma_{ij}^2 = K_E d_{ij}^3$), for the network shown in Fig. 6.17, with pure LOS and 40% NLOS range estimates. $K_E$ varies from 0.0025 to 0.16, corresponding to 5% up to 40% range estimation noise.

badly. MDS-MAP(P,R) in this case performs much better than in the E-shaped net, mainly because the network shape here is more isotropic. Our proposed iterative PPM approach, on the other hand, still performs better than the SDP and close to the MDS-MAP(P, R). In Fig. 6.19, we plot the CDF of the localization errors of the three methods, for pure LOS and 40% NLOS scenarios, with $K_E = 0.04$ and $K_E = 0.16$, respectively. As we can see, MDS-MAP(P, R) performs extremely bad in this irregular network shape. SDP and iterative PPM, on the other hand, have similar performance due to their better robustness against anisotropic network shapes. Again, we observe MDS-MAP(P, R) performs better when the range estimation noise is small, while performs worse as range estimation noise increases.

In Fig. 6.20, we present the results on the mean localization error. It is observed that both SDP and iterative PPM approaches achieve localization accuracy comparable to the regularly shaped network and demonstrate similar robustness against range estimation noise for both pure LOS and 40%-NLOS scenarios. In addition, we see a performance improvement from
Figure 6.21: Localization results of iterative PPM with closest-anchor initialization, random initialization and MDS-MAP(P,R) and SDP for a network where anchors are not well spread into the network. Anchors and the true locations of unlocalized nodes are shown by squares and circles, respectively. The estimated locations are shown by asterisks and the dashed lines quantize localization error. The communication range is $R = 6$ m and the average node connectivity is 7.2. We assume pure LOS scenario and the noise variance is $\sigma^2_{ij} = K_E d_{ij}^{\beta_{ij}}$ with $K_E = 0.09$ and $\beta_{ij} = 2$. 
iterative PPM approach over the SDP, compared to Fig. 6.13. As observed in our simulation, this is because SDP is impacted more by the effect where some nodes are *dragged* toward anchors during iterations, while our proposed iterative PPM approach deals with these cases a little better, due to our proposed projection onto the ranging circle as in (6.9). MDS-MAP(P, R), on the other hand, performs better than the other two when the range estimation noise is very small, but eventually performs worse as the range estimation noise increases to 25% ($K_E = 0.0625$). Also, the performance of MDS-MAP(P, R) in Fig. 6.17 in better than that in Fig. 6.13, mainly because the network in Fig. 6.17 is more isotropic than Fig. 6.13, which yields a better result for the MDS step in MDS-MAP(P, R). Another observation in Fig. 6.20 is that, although the presence of NLOS bias degrades the performances of SDP and iterative PPM approaches more than it does for MDS-MAP(P, R), the benefit will finally be outweighed by the negative impact from larger amounts of range estimation noise. For example, the localization error of MDS-MAP(P, R) is consistently larger than those of the other two methods with $K_E$ larger than 0.0625, even in the 40%-NLOS scenario.

Now, we present an example where the anchors are not well distributed within the network. In particular, in the network shown in Fig. 6.21, four anchors are concentrated within a small area around the bottom left corner. As we can see, since the anchors are not well spread into the network, the closest-anchor initialization will render unlocalized nodes’ initial solutions very close to each other. This will lead to a bad localization result shown in Fig. 6.21 (a). However, if we simply use random initialization for each unlocalized node, the adverse effect of the closest-anchor initialization can be alleviated in some degree, as shown Fig. 6.21 (b).

We need to point out that with such a bad anchor deployment, SDP approach also suffers significant performance degradation as shown in Fig. 6.21 (d), while MDS-MAP(P, R) gives comparable performance, as shown in Fig. 6.21 (c), as our iterative PPM with random initialization.

### 6.5.2 Algorithm running time

So far, we have focused on localization accuracy. Another important aspect of collaborative position location algorithm is the algorithm complexity. In Table 6.1, we give typical algorithm running time for the three methods on an Intel 3.3 GHz CPU in Matlab R2008a. In general, the number of unlocalized nodes $n$ and the average node connectivity, denoted by $n_c$, jointly determine the algorithm running time. Therefore, we compare the running times of the three methods for different combinations of $N$ and $n_c$. The iterative PPM approach
only involves simple computation, and its complexity scales as $O(N n_c L)$, where $L$ is the number of iterations for the iterative PPM approach to converge. The SDP approach, on the other hand, takes a much longer time to run since it has a complexity of $O(N^3)$. The MDS-MAP(P, R), although faster than the SDP, still needs considerably more time than our proposed approach and its complexity is $O(N n_c^3)$ for the MDS step and $O(N^3)$ for the global LS refinement. As observed from Table 6.1, our proposed iterative PPM method has a significantly shorter running time and scales considerably better for large networks. Note that the running time presented here is the total algorithm running time. Combined with our previous results on the localization error for different network shapes, our proposed iterative PPM is a very efficient and distributed method with excellent localization accuracy.

Table 6.1: Total algorithm running time (seconds) of iterative PPM, MDS-MAP(P, R) and SDP, obtained in Matlab R2008a on an Intel 3.3 GHz CPU, for different number of unlocalized nodes and average node connectivity.

<table>
<thead>
<tr>
<th># of nodes ($N$)</th>
<th>ave. node connectivity ($n_c$)</th>
<th>Iterative PPM</th>
<th>MDS-MAP(P, R)</th>
<th>SDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>12.6</td>
<td>0.77</td>
<td>2.59</td>
<td>2.11</td>
</tr>
<tr>
<td>50</td>
<td>25.0</td>
<td>0.97</td>
<td>6.27</td>
<td>10.7</td>
</tr>
<tr>
<td>100</td>
<td>13.4</td>
<td>1.42</td>
<td>5.92</td>
<td>13.3</td>
</tr>
<tr>
<td>100</td>
<td>25.8</td>
<td>1.45</td>
<td>24.6</td>
<td>89.5</td>
</tr>
<tr>
<td>200</td>
<td>12.8</td>
<td>4.05</td>
<td>15.9</td>
<td>114</td>
</tr>
<tr>
<td>200</td>
<td>24.8</td>
<td>4.69</td>
<td>76.0</td>
<td>1280</td>
</tr>
<tr>
<td>500</td>
<td>13.4</td>
<td>12.1</td>
<td>N/A$^1$</td>
<td>3001</td>
</tr>
<tr>
<td>500</td>
<td>24.8</td>
<td>13.2</td>
<td>N/A$^1$</td>
<td>N/A$^2$</td>
</tr>
</tbody>
</table>

We have compared the localization accuracy of the three methods as well as their algorithm running time. Besides the huge complexity savings offered by iterative PPM, we can easily see that our proposed iterative PPM method provides the best performance if taking all three network topologies as a whole into account. Specifically, in the absence of NLOS, the iterative PPM outperforms SDP in all network topologies. Although it performs worse than MDS-MAP(P, R) in the case of small range estimation noise for randomly uniformly distributed network, it outperforms MDS-MAP(P, R) for irregular networks, especially the E-shaped network. In fact, the performance degradation of the MDS based methods has

$^1$The MDS-MAP(P, R) solver failed since the computation is out of memory.

$^2$The SDP solver failed since the computation is out of memory.
Figure 6.22: A network of 50 unlocalized nodes (circles) and 5 anchors (squares), where the solid lines represent node connectivity. We use this network to test our method to evaluate solution ambiguity and thus infer node localizability.

been well reported in existing literature. On the other hand, in the presence of NLOS, MDS-MAP(P, R) yields more robust performance than the iterative PPM and the SDP, almost the same as its NLOS-free cases, for all network topologies. However, the performance difference degrades as the amount of range estimation noise increases and finally the MDS-MAP (P, R) performs worse than the other two methods. This becomes more prominent for irregular network topologies, such as E-shaped or ring-shaped networks. Overall speaking, considering all possible network topologies, range estimation noise as well as the NLOS scenarios, our proposed iterative PPM provides the best performance.

6.5.3 Localizability and location coverage

Now, we present some results of using our proposed iterative PPM technique to address the issue of node localizability in the presence of range estimation noise. In particular, due to
Figure 6.23: (a) the normalized values of the mean 100% solution radius, the CRLB and the GDOP for all unlocalized nodes; (b) the normalized values of mean localization error of the iterative PPM, MDS-MAP(P, R) and SDP. The simulation parameters are $K_E = 0.04$ and $\beta = 2$. (c), (d) and (e): the correlation (dot product) between the normalized mean localization errors of the three methods and the normalized mean 100% solution radius, the normalized CRLB and the normalized GDOP, with respect to $K_E$. 
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the significant complexity savings from our proposed iterative PPM, we can afford to run the iterative PPM technique with multiple distinct initializations, each of which may or may not result in a different solution. Such a set of solutions naturally provides an approximation to the probability distribution of the location solution and serves as a characterization of the solution ambiguity. We follow the method of generating multiple initializations described in Section 6.4 and apply it to the randomly generated network in Fig. 6.22. Specifically, we run 100 noise realizations for the network with $K_E = 0.04$ and $\beta = 2$ for a pure LOS scenario. Using $M_p = 20$, i.e., 20 distinct initializations, we plot the mean 100% solution radius, the CRLB and the GDOP in Fig. 6.23 (a). In order to present the three results in a meaningful way, we normalized the three such that the squared sum of each is equal to one. Note that the GDOP differs from the CRLB only in the sense that it assumes equal noise variance for all range estimates. Clearly, the CRLB and the GDOP suggest that node 40 has a much larger error than other nodes, while our proposed metric, the mean 100% solution radius suggests the opposite. This is corroborated in Fig. 6.23 (b) which shows that the mean localization error of node 40 is indeed not too large for all three methods. On the other hand, both CRLB and GDOP do not realize that node 42 is close to having a flip ambiguity, since its neighbors are almost collinear. This flip ambiguity has been demonstrated by the fact that node 42 has very large errors in the case of iterative PPM and the SDP. In Fig. 6.23 (c), (d) and (e), we present the correlation values (essentially the dot product) between the normalized mean localization error and the three metrics, i.e., the mean 100% solution radius, the CRLB and the GDOP. The larger the value is, the better the metric statistically captures the relative error variation across different unlocalized nodes. As we can observe, the correlation values between the normalized mean localization error and the mean 100% solution radius is always larger than those of the other two metrics, for different $K_E$ and across the three different methods, except only one case in Fig. 6.23 (c) with $K_E = 0.0025$. The GDOP is the poorest indicator, since it essentially assumes equal noise variance. These results suggest that the mean 100% solution radius, as an indicator of the solution uncertainty, better characterizes node localization error variation within the network due to a combined effect of node geometry and ranging noise.

In the above, we have shown that the mean 100% solution radius is a better indicator of the impact of node geometry and ranging noise on the solution quality. In practice, the concept of solution radius can be easily used to generalize the definition of location coverage. Recall that in Chapter 5, we investigated the location coverage for both the sequential LS estimator and the CQLP framework. However, whether or not a node is localizable is still determined based on whether it has sufficient number of localized nodes (could be anchors or virtual
Figure 6.24: Using the 100% solution radius from one particular noise realization with $K_E = 0.04$ and $\beta = 2$ for the network in Fig. 6.22. If the target solution radius for nodes to be considered as localizable is 7 m, nodes 1, 18 and 42 will be considered as unlocalizable since they have a 100% solution radius larger than 7 m.

anchors) with which to communicate. Using the 100% solution radius, we can define node localizability for a given target solution radius. For example, as shown in Fig. 6.24, we can consider any node with a 100% solution radius smaller than 7 m as localizable, while others as unlocalizable, i.e., nodes 1, 18 and 42. In doing so, the localizability is defined in a soft way. We believe that this is a more meaningful definition than conventional definition of localizability, which is purely based on node connectivity and ignores the effect of ranging noise and NLOS bias. Compared to the localizability derived from probabilistic localization, the computation involved in obtaining the solution radius is much less.

Finally, we emphasize that our proposed iterative PPM approach in general involves certain communication cost due to inter-node information exchange. Centralized approaches, on the other hand, also have communication overhead to collect all the information within the network and finally have to send the computed locations back to all the nodes. As mentioned
in [18], distributed approaches have on average similar communication cost as centralized approaches, while distributing the communication cost more evenly within the network. The algorithm running time presented in this work solely reflects the location computation time, excluding any communication latency which in practice has to be taken into account. However, such a comparison is beyond the scope of this work.

6.6 Summary

In this chapter, we presented an iterative and distributed numerical framework to address the issue of collaborative position location. Our proposed approach is computationally very efficient, while achieving comparable or better localization accuracy and NLOS robustness as well as robustness across different network shapes, compared to existing methods. In fact, one could argue that its performance, when considered as a whole, is better than the two most accurate techniques known in the art with substantially lower computational complexity. Finally, we show that the solution radius obtained from running iterative PPM with multiple distinct initializations serves as an indicator of the reliability of location solution. In the next chapter, we will incorporate a method for explicit NLOS bias mitigation.
Chapter 7

NLOS Mitigation for Collaborative Position Location

7.1 Motivation

As we mentioned earlier, NLOS propagation is a prominent phenomenon for the envisioned indoor position location or WSN applications. From Chapter 6, it has been observed that the presence of NLOS propagation can significantly degrade the localization accuracy of any collaborative position location method. Therefore, it is a necessity to develop methods to mitigate NLOS propagation.

In fact, there exist many approaches and algorithms for mitigating the adverse effect of NLOS propagation, but mainly in the context of cellular systems. For example, in [45], the authors proposed two NLOS mitigation algorithms for TDOA and TDOA/AOA position location schemes. The authors in [48] developed a linear programming (LP) framework to incorporate NLOS range estimates into TOA based position location without degrading the localization accuracy, based on the assumption that NLOS identification has been performed to certain accuracy. In [90], the authors proposed a technique utilizing the statistics about mean excess delay, first detected path power to subtract the statistical value of NLOS error from the measurement range. In [91], the authors proposed a weighted LS scheme based on NLOS identification using multipath channel statistics. Also, techniques based on Kalman filters [92] have have been developed for NLOS mitigation. A brief survey and comparison of various NLOS identification and mitigation techniques can be found in [93].
However, the major difficulty of directly applying state-of-the-art NLOS mitigation techniques to the problem of interest is the high computational complexity or additional requirements. We emphasize that the developed NLOS mitigation method is to be deployed for large number of low cost and low power wireless sensors. Consequently, it is not practical to use complicated methods developed in the context of cellular systems, which either significantly increase the computational complexity [44] or put additional constraints on the minimum number of LOS range estimates [48]. In that sense, the method we have developed in Chapter 5 is also less practical due to its possible use of the RSA method developed in [44] in order to handle the degenerate cases encountered in [48].

In view of these, in this chapter, we develop a simple yet effective NLOS mitigation method based on how much a priori knowledge of NLOS conditions we have. Our proposed NLOS mitigation is incorporated into our collaborative position location method developed in Chapter 6 and has scalable computational complexity depending on the utilization of the knowledge about NLOS conditions. Compared to existing methods developed for cellular systems, our proposed method does not involve nonlinear optimizations and has no additional requirements on the number of LOS range estimates.

7.2 Knowledge about the NLOS Propagation

To recall, we repeat our range estimate model defined in Chapter 2 as follows:

\[ r_{ij} = d_{ij} + n_{ij}, \quad \text{if it is LOS} \]
\[ r_{ij} = d_{ij} + n_{ij} + b_{ij}, \quad \text{if it is NLOS} \]

where the very last term \( b_{ij} \) represents an unknown NLOS bias, which is positive and much larger than the noise standard deviation \( \sigma_{ij} \). The most common way to statistically describe NLOS bias is to model \( b_{ij} \) as being uniformly distributed. Note that exponentially distributed NLOS bias is also sometimes observed [60] and some work has also used Rayleigh distributed NLOS bias [94].

In practice, it is possible that some knowledge about the NLOS conditions are either known a priori or collected online by examining the received signal statistics. For example, it is demonstrated in [49] that using the received signal statistics such as root-mean-square delay spread (RDS), NLOS links can be successfully identified with a reasonably high probability (about 90%). Furthermore, it is conceivable that an extensive measurement campaign can
provide some rough knowledge of the mean and the variance of the NLOS bias in certain propagation environments. Some may even assume that the complete statistics of the NLOS bias are known and derive the associated MLE [45, 36].

### 7.3 NLOS Mitigation Method

Despite the additional complexity associated with the corresponding signal processing, we believe NLOS identification is a practically useful step to mitigate the effect of NLOS propagations. Therefore, we will develop NLOS mitigation methods based on perfect NLOS identification and later on will evaluate the effect of imperfect NLOS identification. We will additionally consider the knowledge about mean, minimum and maximum NLOS bias and also examine the effect of inaccurate knowledge. We focus on incorporating the NLOS mitigation method into our collaborative position location method developed in Chapter 6 without significantly increasing computational complexity.

#### 7.3.1 NLOS identification only

It has been demonstrated that NLOS bias is usually positive and much larger than range estimation noise [48]. In other words, if a range estimate is NLOS, it will appear to be much larger than the true distance, even in the presence of range estimation noise. This fact, coupled with NLOS identification, has been utilized in the method developed by [48] and demonstrated good performance. We adopt the same methodology to revise our iterative PPM method developed in Chapter 6. In particular, the update step in the iterative PPM will examine if a range estimate is NLOS or LOS. If it is NLOS, it further examines whether the current solution is within the ranging circle defined by the corresponding NLOS range estimate. If the current solution is outside the ranging circle, it proceeds as in the ordinary iterative PPM. However, if the current solution is already within the ranging circle, it will no longer contribute to the average of the projections. Mathematically, we define

\[
\mathcal{N}(i) = \mathcal{N}_L(i) \cup \mathcal{N}_N(i) \quad (7.1)
\]

where \( \mathcal{N}_L(i) \) and \( \mathcal{N}_N(i) \) are the sets of the \( i \)th node's neighbors with LOS and NLOS range estimates, respectively. We then define

\[
\mathcal{N}_{\hat{\theta}}^A(i) = \mathcal{N}_L(i) \cup \{ j | j \in \mathcal{N}_N(i), ||\hat{\theta}_i - \hat{\theta}_j|| \geq r_{ij} \} \quad (7.2)
\]
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The revised algorithm is given as follows.

**Algorithm 7.1: Iterative PPM with NLOS mitigation, knowing NLOS identification:**

- **Initialization:**
  The same as Algorithm 6.2 in Chapter 6.

- **Main loop:**
  While (any of \( F_i \) is equal to 0) {
    For \( i = 1, 2, \ldots, n; \) if \( F_i = 0 \)
    \[
    \hat{\theta}_i \leftarrow (1/|\mathcal{N}_{\hat{\theta}_i}(i)|) \sum_{j \in \mathcal{N}_{\hat{\theta}_i}(i)} P_{ij}^{\text{col}}(\hat{\theta}_i), \quad \text{and } \Phi_{i,l+1} = \Phi_{i,l+1}^{\text{col}}(\hat{\theta}_i);
    \]
    If \(|\Phi_{i,l} - \Phi_{i,l+1}| < \delta\)
    \[
    \text{Let } W_i = W_i + 1; \quad \text{If } W_i \geq \kappa, \text{ Let } F_i = 1;
    \]
    Otherwise
    \[
    \text{Let } W_i = 0;
    \]
    \[
    l = l + 1;
    \]
  }

where \( \mathcal{N}_{\hat{\theta}_i}(i) \) is given by (7.2), which is essentially the set of the \( i \)th node’s neighbors whose range estimates will participate in the update of \( \hat{\theta}_i \). More specifically, the set of the \( i \)th node’s neighbors with LOS range estimates will always participate, while any of its neighbors with NLOS range estimate will participate only if \( ||\hat{\theta}_i - \hat{\theta}_j|| \geq r_{ij} \) is satisfied, i.e., the current solution of \( \theta_i \) is still outside the corresponding ranging circle. The subscript of \( \mathcal{N}_{\hat{\theta}_i}(i) \) is to emphasize that the fact that \( \mathcal{N}_{\hat{\theta}_i}(i) \) depends on the current estimate \( \hat{\theta}_i \).

Essentially, the above method will treat NLOS range estimates differently from LOS range estimates. In particular, each unlocalized node examines its available range estimates. If a range estimate is NLOS, the node will compare the distance between itself and the corresponding neighbor computed using the current estimates of both nodes (if the neighbor happens to be an anchor, it will directly use the known anchor location) with the NLOS range estimate. If it is larger than the NLOS range estimate, the corresponding NLOS range estimate will contribute to the PPM step. If it is smaller, the NLOS range estimate is inactive and does not participate the PPM in the current iteration. This is an intuitively reasonable
way of using the knowledge that NLOS bias is positive and much larger than range estimation noise. Specifically, if the distance between a node and its neighbor is already smaller than the NLOS range estimate, it considers that the constraint defined by the NLOS range estimate has been satisfied and without further knowledge about NLOS bias, it is better not use it since there is an unknown bias contained in the range estimate. As we can see, the above method statistically tends not to use NLOS range estimates during the later iterations of the algorithm. By doing this, it is more likely to avoid the situations that NLOS range estimate degrades the localization performance.

7.3.2 NLOS identification plus the minimum NLOS bias

Another form of knowledge that may be available is an estimate of the minimum NLOS bias. The bound can be loose or even erroneous in practical situations. Denoting the estimated minimum NLOS bias as $b_L$, we can again define

$$
\mathcal{N}^B_{\hat{\theta}_i}(i) = \mathcal{N}_L(i) \cup \{j|j \in \mathcal{N}_N(i), ||\hat{\theta}_i - \hat{\theta}_j|| \geq r_{ij} - b_L\}. \quad (7.3)
$$

The projection onto the ranging circle is also revised in order to utilize the knowledge about the minimum NLOS bias, as follows

$$
P^{\text{col}, \text{NLOS-B}}_{ij}(\hat{\theta}_i) = \begin{cases} 
\hat{\theta}_j + r_{ij} \frac{\hat{\theta}_i - \hat{\theta}_j}{||\hat{\theta}_i - \hat{\theta}_j||}, & j \in \mathcal{N}_L(i) \\
\hat{\theta}_j + (r_{ij} - b_L) \frac{\hat{\theta}_i - \hat{\theta}_j}{||\hat{\theta}_i - \hat{\theta}_j||}, & j \in \{k|k \in \mathcal{N}_N(i), ||\hat{\theta}_i - \hat{\theta}_k|| \geq r_{ik} - b_L\} 
\end{cases} \quad (7.4)
$$

As we can see, the above modified projection is basically trying to correct the NLOS range estimates by subtracting the estimated minimum NLOS bias from each NLOS range estimate. This has an effect of mitigating NLOS bias, depending on the accuracy of the estimated minimum NLOS bias.

The corresponding position location algorithm is given by

**Algorithm 7.2: Iterative PPM with NLOS mitigation, knowing NLOS identification and an estimate of the minimum NLOS bias:**

- **Initialization:**
  The same as Algorithm 6.2 in Chapter 6.
• **Main loop:**

While (any of \( F_i \) is equal to 0) {

For \( i = 1, 2, \ldots, n \); if \( F_i = 0 \)

\[
\hat{\theta}_i \leftarrow (1/|\mathcal{N}_B(i)|) \sum_{j \in \mathcal{N}_B(i)} P_{ij}^{\text{col, NLOS-B}}(\hat{\theta}_i), \text{ and } \Phi_{i, l+1} = \Phi_{\text{col}}(\hat{\theta}_i);
\]

If \(|\Phi_{i, l} - \Phi_{i, l+1}| < \delta\)

Let \( W_i = W_i + 1; \) If \( W_i \geq \kappa \), Let \( F_i = 1; \)

Otherwise

Let \( W_i = 0; \)

\[
l = l + 1;
\]

}

Again the estimate of the minimum NLOS bias can be connection-specific and the accuracy of the estimates affects the performance of the algorithm. Compared to Algorithm 7.1, the NLOS mitigation method outlined in Algorithm 7.2 is more aggressive in terms of using the knowledge about NLOS conditions. By subtracting the estimated minimum NLOS bias from each NLOS range estimates, it further provides correction to NLOS range estimates and thus is expected to perform better than Algorithm 7.1, as long as the estimated minimum NLOS bias is sufficiently accurate. In the results section, we will present simulation result to compare the two algorithms and demonstrate its efficacy.

### 7.3.3 NLOS identification plus the mean NLOS bias

In practice, it is also possible to have *a priori* knowledge of the mean NLOS bias in certain environments, although it may be inaccurate. With such knowledge, we can revise our algorithm accordingly. In particular, denoting the mean NLOS bias as \( \bar{b} \), we subtract the mean NLOS bias from the identified NLOS range estimates when making the decision as to whether to include a particular NLOS range estimate into the solution update procedure. This is given by,

\[
\mathcal{N}^{C}_{\hat{\theta}_i}(i) = \mathcal{N}_L(i) \cup \{ k | k \in \mathcal{N}_N(i), ||\hat{\theta}_i - \hat{\theta}_k|| \geq r_{ik} - \bar{b} \}. \tag{7.5}
\]
The projection onto the ranging circle is also revised, as follows
\[ P_{ij}^{\text{col,NLOS-C}}(\hat{\theta}_i) = \begin{cases} 
\hat{\theta}_j + r_{ij} \frac{\hat{\theta}_i - \hat{\theta}_j}{\|\hat{\theta}_i - \hat{\theta}_j\|}, & j \in \mathcal{N}_L(i) \\
\hat{\theta}_j + (r_{ij} - \bar{b}) \frac{\hat{\theta}_i - \hat{\theta}_j}{\|\hat{\theta}_i - \hat{\theta}_j\|}, & j \in \{k | k \in \mathcal{N}_N(i), ||\hat{\theta}_i - \hat{\theta}_k|| \geq r_{ik} - \bar{b}\} 
\end{cases} \] (7.6)

Compared to (7.4), the modified projection in (7.6) subtracts the estimated mean NLOS bias, instead of the estimated minimum NLOS bias, from each NLOS range estimate. Considering that the actual NLOS bias may be larger or smaller than the mean NLOS bias, (7.6) may actually over- or under-estimate the NLOS bias contained in each individual NLOS range estimate. Therefore, its performance will be examined via simulations to see whether it on average performs better or worse than the previous two algorithms.

The corresponding algorithm is revised as follows.

*Algorithm 7.3: Iterative PPM with NLOS mitigation, knowing NLOS identification and an estimate of the mean NLOS bias:*

- **Initialization:**
  The same as Algorithm 6.2 in Chapter 6.

- **Main loop:**
  While (any of $F_i$ is equal to 0) {
    For $i = 1, 2, \ldots, n$; if $F_i = 0$
    \[ \hat{\theta}_i \leftarrow \frac{1}{|\mathcal{N}_C^c(i)|} \sum_{j \in \mathcal{N}_C^c(i)} P_{ij}^{\text{col,NLOS-C}}(\hat{\theta}_i), \text{ and } \Phi_{i, l+1} = \Phi^{\text{col}}(\hat{\theta}_i); \]
    If $|\Phi_{i, l} - \Phi_{i, l+1}| < \delta$
    Let $W_i = W_i + 1$; If $W_i \geq \kappa$, Let $F_i = 1$;
    Otherwise
    Let $W_i = 0$;
    \[ l = l + 1; \]
  }

We emphasize that the estimate of the mean NLOS bias may be inaccurate and it can be connection-specific. Compared to the two previous algorithms, Algorithm 7.3 differs
in the sense that it corrects NLOS range estimates even more aggressively. However, its performance may depend on the actual statistics of the NLOS bias. For example, if the distribution of the actual NLOS bias concentrates around its mean value, Algorithm 7.3 can be more effective.

7.4 Simulation Results

In this section, we present simulation results of our proposed NLOS mitigation techniques integrated into our iterative PPM method developed in Chapter 6 for collaborative position location, in terms of localization accuracy as well as the algorithm running time. To help understand the benefit of our NLOS mitigation method, we directly compared using the three networks in the results of Chapter 6. The three networks all have 200 unlocalized nodes and 20 anchors distributed over a $100 \times 100$ m$^2$ square area, forming a uniformly random network, an E-shape network and a ring-shape network, respectively. As for the localization accuracy, we again compute the mean localization error using the RMSE given by (2.2). For NLOS scenarios, we will consider different percentages of NLOS range estimates, i.e., 20%, 40%, 60% and 80%, corresponding to various degrees of NLOS conditions. The range estimation noise and NLOS bias models are as described earlier, i.e., zero-mean independent Gaussian distributed range estimation noise and uniformly distributed NLOS bias between $[B_{\text{min}}, B_{\text{max}}]$. To more accurately model range estimation noise, we set path loss exponents for LOS and NLOS range estimates differently, i.e., $\beta_{\text{LOS}} = 2$ and $\beta_{\text{NLOS}} = 3$. For our proposed iterative PPM, we use the same parameters $\delta = 10^{-4}$ and $\kappa = 10$, as in Chapter 6. First, we present simulation results of the proposed NLOS mitigation method with perfect NLOS identification, i.e., we know exactly which range estimates are LOS or NLOS. Later, we will examine the impact of imperfect NLOS identification on the performance of our proposed NLOS mitigation method. For notational simplicity, we define the following terms:

- **IPPM**: the iterative PPM approach without using any NLOS mitigation, as described in Chapter 6.

- **IPPM-NM(ID)**: the iterative PPM approach with NLOS mitigation based on NLOS identification only, as described in Section 7.3.1.

- **IPPM-NM(ID, min)**: the iterative PPM approach with NLOS mitigation based on NLOS identification plus an estimate of the minimum NLOS bias, as in Section 7.3.2.
• IPPM-NM(ID, mean): the iterative PPM approach with NLOS mitigation based on NLOS identification plus an estimate of the mean NLOS bias, as in Section 7.3.3.

Also, following the notation defined in Chapter 2, we use $\Omega$ defined in (2.1) to refer to the network-average localization error (averaged over all unlocalized nodes) for one particular noise and NLOS bias realization, and use $\bar{\Omega}$ defined in (2.2) to refer to the mean localization error average over all unlocalized nodes as well as different noise and NLOS bias realizations.

7.4.1 Perfect NLOS identification

In Fig. 7.1, we present the localization results of integrating our proposed NLOS mitigation methods into the IPPM to localize the randomly generated network shown in Fig. 6.9. In particular, we present the localization results of using IPPM, IPPM-NM(ID), IPPM-NM(ID, min) and IPPM-NM(ID, mean) in the presence of 40% NLOS range estimates which are randomly selected from all the available range estimates, whether they are between unlocalized nodes and anchors, or among unlocalized nodes, for one particular range estimation noise and NLOS bias realization. The range estimation noise is generated with $K_E = 0.000625$.

In the case of LOS range estimate, i.e., $\beta_{LOS}=2$, this corresponds to noise equivalent to 2.5\% of the inter-node distance. For NLOS range estimate, i.e., $\beta_{NLOS}=3$, the noise becomes larger. The NLOS bias values are generated according to a uniform distribution with $B_{\min} = 4$ and $B_{\max} = 8$, corresponding to about 26\% and 53\% of the communication range $R$. In IPPM-NM(ID, min), we use $b_L = B_{\min}$ and in the IPPM-NM(ID, min), we use $\bar{b} = (B_{\min} + B_{\max})/2$. For the sake of comparison, we also present the localization result of IPPM in pure LOS scenario, i.e., there are no NLOS range estimates. The anchor locations are shown by solid squares and the true locations of the unlocalized nodes are shown by circles, while the estimated locations are denoted by the stars. The dashed lines connecting the true and the estimated locations quantize the localization errors. As shown in Fig. 7.1 (a), in a pure LOS scenario, IPPM performs very well and results in a network-average localization error equal to 1.8 m. However, in the presence of 40\% NLOS range estimates, the performance of IPPM without any NLOS mitigation degrades and results in a network-average localization error equal to 6.8 m, as shown in Fig. 7.1 (b). On the other hand, if we apply IPPM-NM(ID), the network-average localization error is reduced almost by half to 3.5 m, as shown in Fig. 7.1 (c). Furthermore, using additional knowledge of the minimum NLOS bias,

\footnotetext{To review, in this network the communication range is $R = 15$ m, the average node connectivity is 6.9 and the average number of connected anchors is 1.1.
(a) IPPM in pure LOS, $\Omega = 1.8 \text{ m}$

(b) IPPM, 40% NLOS, $\Omega = 6.8 \text{ m}$

(c) IPPM-NM(ID), 40% NLOS, $\Omega = 3.5 \text{ m}$

(d) IPPM-NM(ID, min), 40% NLOS, $\Omega = 2.8 \text{ m}$

(e) IPPM-NM(ID, mean), 40% NLOS, $\Omega = 2.9 \text{ m}$

Figure 7.1: Using our proposed NLOS mitigation methods to localize the network in Fig. 6.9 for one noise and 40% NLOS bias realization. The dash lines quantize the localization errors and $\Omega$ is the network-average localization error.
i.e., applying IPPM-NM(ID, min), the network-average localization error can be reduced even more to 2.8 m, as shown in Fig. 7.1 (d). IPPM-NM(ID, mean) provides slightly worse performance than IPPM-NM(ID, min), with a network-average localization error equal to 2.9 m, shown in Fig. 7.1 (e). All these results clearly demonstrate that with some knowledge about NLOS conditions, our proposed method is able to significantly improve the localization performance. More importantly, having further knowledge such as minimum NLOS bias or mean NLOS bias beyond just simple NLOS identification definitely helps the localization. In Fig. 7.2, we plot the CDF of the localization errors presented in Fig. 7.1. It demonstrates that IPPM-NM(ID, min) has the best performance and IPPM has the worse performance since it does not mitigate NLOS bias. Compared to IPPM-NM(ID), IPPM-NM(ID, mean) has the advantage of reducing large localization errors, leading a smaller mean localization error.

In Fig. 7.3, we present simulation results in the same setup as in Fig. 7.1. The only difference here is that we increase the percentage of NLOS range estimates to 80%. Considering the fact that the average node connectivity in the network shown in Fig. 6.9 is about 6.9, the
Figure 7.3: Using our proposed NLOS mitigation methods to localize the network in Fig. 6.9 for one noise and 80% NLOS bias realization. The dash lines quantize the localization errors and $\Omega$ is the network-average localization error.
presence of 80% NLOS range estimates means that on average, each unlocalized node only has about 1.4 LOS range estimates to its neighbors. Such a situation indeed represents a very challenging NLOS condition and is of practical importance for the envisioned applications. As shown in Fig. 7.3 (b), without NLOS mitigation, the performance of IPPM degrades, as the network-average localization error increases from 1.8 m in pure LOS scenario to 12 m. IPPM-NM(ID) is able to reduce the network-average localization error to 6.0 m, as shown in Fig. 7.3 (c). With additional NLOS knowledge, IPPM-NM(ID, min) and IPPM-NM(ID, mean) are able to further reduce the error to 3.0 m and 3.1 m, as shown in Fig. 7.3 (d) and (e), respectively.

In Fig. 7.4, we plot the mean localization error of using the abovementioned NLOS mitigation methods versus the percentage of NLOS range estimates for the network in Fig. 6.9, averaged over 100 range estimation noise and NLOS bias realizations. For each tested percentage of NLOS range estimates, the corresponding number of NLOS range estimates are randomly selected from all the available range estimates in the network and are kept unchanged over different noise and NLOS bias realizations. The range estimation noise and the NLOS bias parameters remain the same as before. From Fig. 7.4, it is clearly demonstrated that without NLOS mitigation, IPPM suffers significantly performance degradation as the percentage of NLOS range estimates increases. In particular, in the pure LOS scenario, i.e., the percentage of NLOS range estimates is equal to zero, the IPPM has a mean localization error of 2.3 m, which increases to 12.8 m in the presence of 40% NLOS range estimates and 17.3 m in the presence of 80% NLOS range estimates. On the other hand, all three proposed NLOS mitigation methods are capable of reducing the mean localization error. For example, with only the knowledge of NLOS identification, IPPM-NM(ID) is able to reduce the mean localization error to 3.6 m in the presence of 40% NLOS range estimates and 7.4 m in the presence of 80% NLOS range estimates, respectively. IPPM(ID, mean) is able to further provide 0.5 m and 2.3 m error reduction in the two cases, respectively, compared to IPPM-NM(ID). IPPM(ID, min), on the other hand, offers the best performance in the sense that the mean localization error is reduced to 2.6 m and 4.7 m in the presence of 40% and 80% NLOS range estimates, respectively. In other words, IPPM-NM(ID, min) offers the best protection against NLOS propagation such that even with 80% NLOS range estimates, the localization error is only increased by 2.4 m compared to the pure LOS scenario, which is only 16% of the communication range $R = 15$ m. We believe this can be attributed to the fact that the minimum NLOS bias represents more accurate knowledge. However, compared to the mean NLOS bias. Subtracting the minimum NLOS bias from NLOS range estimate is more trustworthy than subtracting the mean NLOS bias, since the actual NLOS bias may
Figure 7.4: Mean localization error (averaged over 100 noise and NLOS bias realizations) versus the percentage of NLOS range estimates, when using our proposed NLOS mitigation methods to localize the network in Fig. 6.9, with NLOS bias uniformly distributed between $B_{\text{min}} = 4\,\text{m}$ and $B_{\text{max}} = 8\,\text{m}$.

be smaller or larger than the mean NLOS bias. We emphasize that these simulation results are based on the perfect knowledge about NLOS identification, the minimum NLOS bias and the mean NLOS bias.

In Figs. 7.5 and 7.6, we give similar results for NLOS mitigation methods, applying on the E-shape and ring-shape networks in Fig. 6.13 and Fig. 6.17, respectively, with 40% NLOS range estimates, for one particular noise and NLOS bias realization. Other simulation parameters are the same as Fig. 7.1. We can observe that similar performance improvement can be achieved by using the proposed NLOS mitigation methods, which further demonstrates the efficacy of our proposed NLOS mitigation methods in different network topologies.
Figure 7.5: Using our proposed NLOS mitigation methods to localize the network in Fig. 6.13 for one noise and 40% NLOS bias realization. The dashed lines quantize the localization errors and Ω is the network-average localization error.
Figure 7.6: Using our proposed NLOS mitigation methods to localize the network in Fig. 6.17 for one noise and 40% NLOS bias realization. The dashed lines quantize the localization errors and Ω is the network-average localization error.
7.4.2 Imperfect NLOS identification

Now, we investigate the impact of imperfect knowledge about the NLOS conditions on the performance of our proposed NLOS mitigation methods. Specifically, we first examine the effect of inaccurate NLOS identification. Later, we will examine the effect of imperfect estimation of the minimum or the mean NLOS bias. For the NLOS identification, as demonstrated in [49], using the received signal statistics such as RMS delay spread, the NLOS identification accuracy can be as high as about 90%. Therefore, in our simulation, we investigate two cases, i.e., 5% and 20% NLOS identification error, where the randomly-generated erroneous identifications can happen to either LOS or NLOS range estimates. In other words, even if all range estimates are LOS, i.e., in pure LOS scenario, there may still be some range estimates erroneously identified as NLOS range estimates. With erroneous NLOS identification, our proposed NLOS mitigation method will have some performance loss.

This is illustrated in Fig. 7.7, where there exists 5% NLOS identification error. Except for NLOS identification error, all other simulation parameters are the same as in Fig. 7.4. As we can see, all three NLOS mitigation methods have some performance loss in the presence of 5% NLOS identification error. For example, in the presence of 60% NLOS range estimates, the localization error of IPPM-NM(ID) increases by 0.7 m, while those of IPPM-NM(ID, min) and IPPM-NM(ID, mean) increase by 1.2 m and 0.5 m, respectively. With a smaller percentage of NLOS range estimates, the impact of imperfect NLOS identification is not significant, e.g., with 20% NLOS range estimates, the three methods perform almost the same as if there were no NLOS identification error. One interesting thing to note is that in the pure LOS scenario, i.e., 0% NLOS range estimates, because of the NLOS identification error, IPPM-NM(ID), IPPM-NM(ID, min) and the IPPM-NM(ID, mean) all perform worse than IPPM, meaning that in such cases, doing NLOS mitigation based on inaccurate knowledge hurts the performance. Another observation is that with NLOS identification error, IPPM-NM(ID, mean) suffers less performance loss than IPPM(ID, min) when the percentage of NLOS range estimates is high, e.g., at 80% NLOS range estimates, its resulting localization error is smaller than the IPPM-NM(ID, min). This can be explained by the fact, without a perfect NLOS identification, using the more aggressive approach of subtracting the mean NLOS bias from identified NLOS range estimates as in IPPM(ID, mean) on average can offset some performance loss resulted from erroneously subtracting the minimum NLOS bias from some LOS range estimates (misidentified as NLOS range estimates) as will happen in IPPM-NM(ID, min). Nevertheless, both IPPM-NM(ID, min) and IPPM-NM(ID, mean)
Figure 7.7: Mean localization error (averaged over 100 noise and NLOS bias realizations) versus the percentage of NLOS range estimates with 5% NLOS identification error, when using our proposed NLOS mitigation methods to localize the network in Fig. 6.9, with NLOS bias uniformly distributed between $B_{\min} = 4$ m and $B_{\max} = 8$ m.

perform better than IPPM-NM(ID), even with NLOS identification error when there indeed exist NLOS range estimates. More importantly, all three NLOS mitigation methods still outperform IPPM, i.e., without any NLOS mitigation, even with only 20% NLOS range estimates.
Figure 7.8: Mean localization error (averaged over 100 noise and NLOS bias realizations) versus the percentage of NLOS range estimates with 20% NLOS identification error, when using our proposed NLOS mitigation methods to localize the network in Fig. 6.9, with NLOS bias uniformly distributed between $B_{\text{min}} = 4\, \text{m}$ and $B_{\text{max}} = 8\, \text{m}$.

In Fig. 7.8, we simulate the case where there is 20% NLOS identification error, which represents very bad NLOS identification. All other simulation parameters remain the same as Fig. 7.7. Compared to Fig. 7.7, we easily observe that with more NLOS identification error, the performances of all three NLOS mitigation methods degrade and the degradation becomes more prominent when the percentage of NLOS range estimates increases. For example, with 80% NLOS range estimates and 20% NLOS identification error, the localization errors of IPPM-NM(ID), IPPM-NM(ID, min) and IPPM-NM(ID, mean) are 12.7 m, 10.3 m and 8.6 m, respectively, larger than the localization error of 10.1 m, 7.6 m and 7.4 m of the three methods, respectively, in the presence of only 5% NLOS as in Fig. 7.7. Again, in Fig. 7.8, we observe that in the pure LOS scenario, the three NLOS mitigation methods with NLOS identification error perform worse than IPPM, where IPPM-NM(ID) suffers the least
Figure 7.9: Simulation results similar to Fig. 7.8, for the E-shape network in Fig. 6.13

performance loss. In addition, IPPM-NM(ID, min) initially performs better than IPPM-NM(ID, mean) when the percentage of NLOS range estimates is low, but performs worse than IPPM-NM(ID, mean) as the percentage of NLOS range estimates is larger than 40%. Nevertheless, even with 20% NLOS identification error, all three NLOS mitigation methods still provide significant performance improvement over IPPM. An example is that with 80% NLOS range estimates and 20% NLOS identification error, even the simplest IPPM-NM(ID) method is able to reduce the localization error from 17.5 m down to 12.7 m.

In Figs. 7.9 and 7.10, we give the corresponding results for the E-shape and the ring-shape networks as shown in Fig. 6.13 and Fig. 6.17, respectively. As we can see, the performances of all three NLOS mitigation methods demonstrate a similar trend as in Fig. 7.8. For example, in the E-shape network and at 80% NLOS range estimates, IPPM suffers significant performance degradation, leading to a mean localization error of 16 m. However, IPPM-NM(ID), even with 20% NLOS identification error, is able to reduce the mean localization
error down to 12 m. With 20% NLOS identification error, IPPM-NM(ID, mean) gives the best performance, providing a mean localization error of only 7.8 m. Similar observations can be made for the ring-shape network. The results in these two figures suggest that our proposed NLOS mitigation methods are especially effective in irregularly shaped networks.

7.4.3 Imperfect NLOS identification plus inaccurate estimate of min and mean NLOS bias

The above are based on the accurate estimates of the mean and the minimum NLOS bias. In practice, these can be obtained by measurement campaign or estimated based on received signal statistics. In any case, these values can be inaccurate. Now we examine the impact of erroneous estimate of the minimum and the mean NLOS bias on our proposed NLOS
mitigation techniques. In particular, we present simulation results of our proposed NLOS mitigation techniques in two cases: (1) the estimated values of the mean and the minimum NLOS bias are larger than their true values; (2) the estimated values of the mean and the minimum NLOS bias are larger than their true values. These two cases represent different estimates regarding the severity of the NLOS conditions in the deployment area. In Fig. 7.11, we present simulation results for applying the proposed NLOS mitigation techniques to Fig. 6.9, with 20% NLOS identification error. For case (1), we use $b_L = B_{\text{min}} + 2$ and $\bar{b} = \frac{1}{2}(B_{\text{min}} + B_{\text{max}}) + 2$. For case (2), we use $b_L = B_{\text{min}} - 2$ and $\bar{b} = \frac{1}{2}(B_{\text{min}} + B_{\text{max}}) - 2$. All other simulation parameters remain the same as before, i.e., $B_{\text{min}} = 4$ and $B_{\text{max}} = 8$. For reference purposes, we also plot the results when there is no NLOS identification error as solid lines. As we can see Fig. 7.11, with a larger estimate of either the mean or the minimum NLOS bias, the performances of IPPM-NM(ID, mean) and IPPM-NM(ID, min) in
the presence of 20% NLOS identification error become worse when the percentage of NLOS range estimates is smaller. However, their performances becomes better than those with accurate estimates when the percentage of NLOS range estimates is larger. For example, with 80% NLOS range estimates, 20% NLOS identification error and no error in the estimate of the mean and the minimum NLOS bias, IPPM-NM(ID, mean) and IPPM-NM(ID, min), shown by the dashed lines, lead to mean localization errors of 8.6 m and 10.4 m, respectively. However, with larger estimate of the mean and the minimum NLOS bias, IPPM-NM(ID, mean) and IPPM-NM(ID, min), as shown by the dotted lines, lead to mean localization errors of 8.0 m and 9.6 m, respectively. On the other hand, if there is less than 20% NLOS range estimates, meaning that NLOS condition is less severe, IPPM-NM(ID, mean) and IPPM-NM(ID, min) perform worse with a larger estimate of the mean and the minimum NLOS bias estimate. If the estimates of the mean and the minimum NLOS bias are smaller than their true values, we observe the opposite performance trend. As shown by the dash-dot lines in Fig. 7.11, IPPM-NM(ID, mean) and IPPM-NM(ID, min) perform better than those with accurate estimates of the mean and the minimum NLOS bias when the percentage of NLOS range is low, i.e., less than or equal to 20%. On the other hand, IPPM-NM(ID, mean) and IPPM-NM(ID, min) perform worse if the percentage of NLOS range estimates becomes larger. For example, at 80% NLOS range estimates with 20% NLOS identification error and smaller estimates of the mean and the minimum NLOS bias, IPPM-NM(ID, mean) and IPPM-NM(ID, min) result in mean localization errors of 8.9 m and 10.9 m, larger than their mean localization errors of 8.6 m and 10.4 m, respectively, in the case when the estimates are accurate. Overall, we can see that, in the presence of NLOS identification error, when the percentage of NLOS range estimates is large, i.e., severe NLOS condition and there is imperfect NLOS identification, being more aggressive in terms of the estimates of the mean and the minimum NLOS bias is helpful. However, in the presence of NLOS identification error, if the percentage of NLOS range estimates is low, i.e., less severe NLOS condition, being more conservative is beneficial.

7.5 Summary

In this chapter, we proposed three NLOS mitigation methods based on different levels of knowledge about NLOS conditions, which are incorporated into our iterative PPM approach developed in Chapter 6. We demonstrated that the proposed NLOS mitigation methods can significantly reduce the performance degradation caused by the presence of NLOS range
estimates. In addition, we show that even with NLOS identification error as large as 20%, the simplest NLOS mitigation method, which does not require further knowledge about NLOS bias statistics, is still able to reduce the localization error almost by half, as compared to not having NLOS mitigation. Considering the computational complexity and the performance in the presence of NLOS range estimates, our iterative PPM approach combined with the proposed NLOS mitigation techniques is both practical and effective.
Chapter 8

Conclusions

Position location for wireless networks in harsh environments has been a challenging research issue and the concept of collaborative position location has been proven to have the capability to improve both location coverage and localization accuracy. However, as stated in Chapter 1, there are several research problems that have not been or only partially dealt with by existing work. We now restate them here and summarize our contributions in tackling these research problems.

8.1 Research summary

The first and very fundamental question is: What is the optimal performance of collaborative position location? In particular, the authors in [24] formulated the maximum likelihood estimator (MLE) for collaborative position location. However, a closed-form expression for the solution is not known. Existing work either resorted to numerical approximations or relaxation techniques. In both cases, the solutions obtained are not necessarily the globally optimal solution to the original MLE. In our work, we developed a branch-and-bound/reformulation linearization technique (BB/RLT) framework to solve the MLE for distance-based collaborative position location with guaranteed solution optimality. Despite the high computational complexity, the MLE solution obtained by our BB/RLT framework can be used as a theoretical performance benchmark for any collaborative position location scheme. In particular, we demonstrated that the CRLB for position location with ill-conditioned node geometry is no longer a meaningful performance benchmark, while the
MLE solution obtained by the BB/RLT framework remains a practically meaningful performance limit. In this sense, we believe our work fills a hole in the existing work on the fundamental performance limit of collaborative position location. In addition to the optimal performance, another theoretical work we did is that we derived a new CRLB based on a distance-dependent noise variance model, which tells us that having the additional knowledge of the noise variance model has the potential to improve the localization accuracy.

On the practical side, the design of a computationally efficient collaborative position location scheme with good localization accuracy across different propagation conditions and network topologies has been a challenging issue. Using the paradigm of sequential localization is scalable and computationally efficient. In fact, in our proposed CQLP approach, we adopted the the sequential localization technique. However, we demonstrated that the localization accuracy of position location schemes using sequential localization degrades quickly as the number of nodes in the network is very large, due to the famous problem of error propagation. This has motivated us as well as many other researchers to resort to concurrent position location methods to alleviate the problem of error propagation. Existing work with good localization accuracy across different network topologies has shown to be computationally very expensive and does not scale well as the number of nodes in the network increases, e.g., the SDP approach. In this work, we designed a distributed collaborative position location method based on the concept of the parallel projection method. Compared to existing methods, our proposed approach has a few advantages. First, it significantly reduces the computational complexity and has much better scalability as the number of nodes in the network and the node connectivity increase. Second, it achieves comparable and often better localization accuracy, as compared to the two best existing methods, when considering various possible network topologies and propagation conditions. Furthermore, based on multiple distinct initial solutions, our proposed method can return multiple solutions that capture the effect of propagation and node geometry on the location solution, serving as a probabilistic approximation to the possible location, which tells about the solution reliability and localizability.

Last but most importantly, existing works on collaborative position location for wireless networks have ignored the issue of non-line-of-sight (NLOS) propagation or assumed that it is a separate issue and can be handled by directly borrowing the idea of NLOS mitigation used for cellular systems. We argue that the methods designed for cellular systems in general require complicated computation or have additional requirements which generally cannot be satisfied in the applications of interest and thus render existing works unsuitable. To deal
with this, we designed a simple and effective NLOS mitigation method which handles NLOS range estimates according to the available knowledge about NLOS conditions. The proposed method is incorporated into our proposed distributed collaborative position location method and involves little additional complexity, while showing its efficacy in mitigating the adverse effect of NLOS range estimates on the localization accuracy. Even with imperfect knowledge of NLOS conditions, it still achieves considerable performance improvement compared to not using any NLOS mitigation. Our method differs from existing work in the sense that it takes NLOS mitigation into account, while designing a computationally efficient collaborative position location scheme.

Overall, our work in this dissertation makes contributions to and provides insight into both theoretical and practical aspects of collaborative position location for wireless networks in harsh environments.

8.2 Future work

In our work, we have primarily focused on the position location algorithm design. It would be beneficial to use more realistic models for range estimation noise which take practical factors such as noise correlation among nearby nodes, range estimation bias caused by the clock synchronization error or round-trip propagation time measurements. Also, in this work, we compared the running time of different position location algorithms. In fact, another possible research area is to investigate the total latency, i.e., from ranging until final localization, which incorporates the delay caused by inter-node communication. The latency performance is of practical importance to the successful operation of a position location system.
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