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ABSTRACT

The scalability of parallel applications executing on multithreaded and multicore multiprocessors is often quite limited due to large degrees of contention over shared resources on these systems. In fact, negative scalability frequently occurs such that a non-negligible performance loss is observed through the use of more processors and cores. In this dissertation, we present a prediction model for identifying efficient operating points of concurrency in multithreaded scientific applications in terms of both performance as a primary objective and power secondarily. We also present a runtime system that uses live analysis of hardware event rates through the prediction model to optimize applications dynamically. We discuss a dynamic, phase-aware performance prediction model (DPAPP), which combines statistical learning techniques, including multivariate linear regression and artificial neural networks, with runtime analysis of data collected from hardware event counters to locate optimal operating points of concurrency. We find that the scalability model achieves accuracy approaching 95%, sufficiently accurate to identify improved concurrency levels and thread placements from within real parallel scientific applications.

Using DPAPP, we develop a prediction-driven runtime optimization scheme, called ACTOR, which throttles concurrency so that power consumption can be reduced and performance can be set at the knee of the scalability curve of each parallel execution phase in an application. ACTOR successfully identifies and exploits program phases where limited scalability results in a performance loss through the use of more processing elements, providing simultaneous reductions in execution time by 5%–18% and power consumption by 0%–11% across a variety of parallel applications and architectures. Further, we extend DPAPP and ACTOR to include support for runtime adaptation of DVFS, allowing for the synergistic exploitation of concurrency throttling and DVFS from within a single, autonomically-acting library, providing improved energy-efficiency compared to either approach in isolation.
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Chapter 1

Introduction

In this chapter, we provide the necessary background for understanding the research performed in this dissertation. Specifically, Section 1.1 presents background on the multithreaded and multicore architectures that we consider in this work. Section 1.2 provides insight into the problems that we are attempting to address on both power-consumption and parallel application scalability. In Section 1.3, we outline the contributions that we make in this dissertation and provide some motivation for their use. Section 1.4 gives an outline of the remainder of this dissertation.

1.1 Overview of Multithreaded and Multicore Architectures

Traditional microprocessor design has emphasized increasing clock rates and greater complexity aimed at exploiting instruction level parallelism (ILP) for improved single-threaded performance. However, due to diminishing returns and reliability concerns, designers have recently redirected their focus in an entirely new direction. Given the limitations of ILP, state-of-the-art microprocessors are beginning to exploit thread level parallelism (TLP) within each chip, in the form of chip multiprocessing (CMP) and simultaneous multithreading (SMT). The ever-expanding transistor budget available to chip designers is now being spent on maximizing the
number of cores per chip, and this new metric is taking the place of CPU frequency for characterizing performance and driving marketability of a computer system. Moore's law is now interpreted as “the number of cores on a microprocessor is expected to double every one to two years”, and hardware vendors are racing for the most cores that can be packaged on a single chip [64, 71].

While both multithreaded and multicore systems provide facilities to exploit TLP within an individual processor die, they exist at opposite ends of the resource sharing spectrum. On the one hand, SMT architectures tend towards almost complete resource sharing between co-executing threads as shown in Figure 1.1(b) compared to a traditional single-threaded processor shown in Figure 1.1(a). Specifically, thread state (in the form of registers) is the only resource that must be duplicated [113]. The motivation for SMT is that both “vertical waste,” cycles left empty due to insufficient TLP, and “horizontal waste,” empty issue slots, can be addressed by finding independent instructions from different instruction streams, or threads [113]. Figure 1.2 illustrates the problems of horizontal and vertical waste using single-threaded processors, and how SMT can improve resource utilization. In SMT architectures, TLP is “converted” into ILP [88] to fully exploit available resources each cycle. SMT targets increased processor utilization and throughput, at the possible expense of individual application performance, in that threads now compete over resources. Many real world implementations of SMT are in exis-
Figure 1.2: Illustration of the advantages of SMT over single-threaded processors at reducing horizontal and vertical waste.

tence. Specifically, Intel announced its Hyperthreading Technology in 2002 containing two execution contexts [72], in 2004 IBM debuted the two-way SMT Power5 [64], and Sun has released its Niagara processor with an 4-way SMT engine in 2005 [71].

On the other hand, CMPs tend to have near complete resource duplication [73], with the exception of outer levels of caches, which tend to be shared between cores as shown in Figure 1.1(c). On these architectures, multiple complete computing cores are placed on a single die. CMPs are the dominant approach to maintaining the long-running trend towards increasing performance, as higher performance potential is present through exploiting TLP than with traditional ILP mechanisms. In essence, transistors are being redistributed from the traditional focus on processor frequency, as multiple simpler cores are used. Examples of CMP implementations abound, with Intel’s Core 2 Quad quad-core and AMD’s dual-core Opteron. Furthermore, many-core systems are beginning to appear, starting with Intel’s 80-core prototype architecture [114] and Rapport’s Kilocore [81].

This paradigm shift raises the major challenges of parallelization and scalability to hundreds or thousands of cores on a single processor and even more across multiple chips, two issues that remain largely unresolved, even among the research community that has been investigating them for several decades. In the new landscape of highly parallel microprocessors and system architectures, system software appears to be largely unprepared for the transition that is already
underway. Further, the programming process required to parallelize and to optimize code for these architectures remains arduous.

1.2 Problem Summary

There are many difficulties related to high performance execution on emerging parallel architectures such as SMTs and CMPs. In this section, we discuss two of the major challenges: scalability and energy-efficiency. These problems motivate the work performed in this dissertation.

1.2.1 Scalability Limitations

The performance of many applications fails to scale with the number of processing elements used. That is, the performance does not continue to increase proportionally with the number of processing elements used to execute the application. Diminishing returns from increased concurrency and parallelism are a well known property in a wide variety of parallel applications. Further, this situation is a problem on both high-end servers as well as standard desktop computers given the availability of multicore and multithreaded architectures that are bringing parallelism to the mainstream.

Even worse, there are applications, as well as phases of applications, where inherent program characteristics – such as limited algorithmic concurrency, fine computational granularity, and frequent synchronization – and architectural properties – such as capacity limitations of shared resources – limit the scalability and the maximum degree of exploitable concurrency in an application, resulting in an observed performance loss through the use of more parallelism. This surprising situation where increasing the number of processing elements used to execute an application causes the execution time to increase, is actually quite common.
Figure 1.3: Execution time breakdown of four NPB applications on a four-processor server with Intel Hyperthreading processors. Each rectangle represents the configuration that results in the lowest execution time for each application phase.
As examples of the limited exploitable parallelism present in many applications, Figure 1.3 shows a breakdown of the parallel execution time of four applications from the NAS Benchmarks Suite [58] into phases. The breakdowns were obtained during execution of the benchmarks on a quad-processor server with Intel Xeon processors using Hyperthreading technology. Each chart depicts the \((\text{processors}, \text{Hyperthreads/processor})\) configuration that minimizes the execution time of each phase through the height of each rectangle. The fastest configuration is identified experimentally, by executing each target phase in all possible hardware configurations of the system. LU-HP-B, SP-A, MG-B, and UA-A execute optimally with at least one Hyperthread per processor deactivated, thus saving power while simultaneously improving performance, during 60%, 73%, 79%, and 33% of their parallel execution times respectively. The same applications execute with at least one entire processor deactivated during 40%, 81%, 18%, and 59% of their execution time. Applications are actually losing performance using the default execution behavior of using all available execution contexts.

Despite the fact that performance often fails to scale with the number of processors, power consumption by the processors does. That is, each additional processor used by an application consumes a considerable additional quantity of power. As already stated, this results in more electrical power being drawn and more heat being dissipated by the processors. These problems together often create a situation where the use of all available processing elements in a multiprocessor is both hurting performance in many cases and wasting power, because the power is being consumed with no gains in performance.

This situation creates the possibility for simultaneously addressing two of the most important aspects of high-performance computing – performance and power consumption – with a single tool: concurrency. In the next chapter we present our proposed solutions to the issues brought forth so far, that exploit limited scalability during application phases to reduce concurrency, thereby improving performance and decreasing power consumption through the deactivation of processing elements. Additionally, we present a hybrid approach that throttles both concurrency and processor voltage/frequency to improve energy-efficiency.
1.2.2 Energy-Efficiency Problems

As part of the continued push for higher performance, modern high-end computing systems are consuming an ever-increasing quantity of electrical power. Further, the last few percent increase in performance tends to come with a disproportionately high amount of the overall power consumption [6, 39]. The level of power consumption has reached the point where it is a serious problem that must be addressed in both research and industrial communities. The problems include the cost to supply electricity to run these systems, as well as many problems relating to the subsequent heat dissipation resulting from current and future levels of power consumption.

It has been noted that at the present trend in power increase, the cost of supplying electrical power will quickly become as large as the initial purchase price of the computing system [6]. A large fraction of this cost, often cited as around 50%, comes from the cost to keep the temperature at acceptable levels in the computer room. All told, the electrical costs of large-scale server farms can reach into the hundreds of millions of dollars each year. Estimates have been made that the yearly power consumption of United States data centers is around 25 gigawatts, enough to require tens of power plants dedicated to converting fossil fuels to electric power just to supply the electricity. From a financial perspective alone, these figures mandate that attempts be made to reduce power consumption. Furthermore, the environmental impacts of such high quantities of fossil fuel being converted to energy are likely to be non-negligible.

Beyond the cost of supplying electrical power to high-end computing systems, other problems surface from the current trends in power consumption. As the amount of power consumed increases, so too does the heat that is dissipated by these systems. This results in a situation where temperatures are steadily climbing in the machine room, routinely reaching thresholds above acceptable operating levels. As captured in Arrhenius’s equation for microelectronics, the failure rate of a system doubles for every increase of 10°C (18°F) in operating temperature [51]. Increased failure rates have two substantial impacts on an organization. First, failed parts must
be replaced at some cost to the organization. Second, system failures cause outages that can result in idle compute systems and a loss of productivity. In these ways, heat production again becomes a financial issue that must be addressed.

Hsu, et al. [51] note that they have observed silent errors when operating temperatures increase. Specifically, they report Linpack benchmark results outside the residual for a cluster running in an 85°F room, while achieving correct results at 65°F. Errors occurring transparently to users or system operators are a frightening state of affairs. The utility of data that cannot be trusted to a high degree is quite low for many high-end computing users. This issue shows one non-financial repercussion of increasing power consumption, that could affect all computer users.

Power dissipation is now a major consideration for system software optimization on parallel architectures [1, 36, 38, 41]. The introduction of many simple cores on a microprocessor has been largely motivated by the poor energy-efficiency of microarchitectural components that attempt to improve performance at the cost of hardware complexity and reliability [8]. It has been shown that multicore processors have significantly improved energy-efficiency compared to single-threaded processors, achieving significant speedups within the same power envelope [82]. These results are made possible through the elimination of power-hungry, yet limitedly beneficial, ILP-targeted optimizations, and a redirected focus on additional cores with lower frequency and voltage [83].

Given the numerous problems that arose due to the ever-increasing power consumption of modern high-end computing systems, many researchers have begun exploring potential avenues for its reduction at all layers of the computer. Computer architects are investigating alternative designs to reduce the power consumption of processor components, including the register file [70], cache [2, 44], and branch prediction [97]. Disk power consumption is being targeted, largely at the server class of machines, where the cumulative disk power amounts to a large fraction of the total system power [47]. Memory is also being considered for power optimization in the way that pages are allocated to facilitate the deactivation of memory banks [75, 110].
One technique for power reduction that has seen an especially large amount of research is dynamic frequency and voltage scaling (DVFS). Many different heuristics have been developed for determining when to apply DVFS and by how much. In the bulk of this research, system software identifies opportunities where the processor frequency can be scaled down with only limited increases in the execution time of an application [10, 38, 86].

While there are many situations where it is desirable to trade performance for reduced power consumption, in the domain of high-performance computing, performance remains the primary target and energy may be overlooked by end-users. Applications written for high-end computing systems create a challenge for energy-aware system software, which needs to identify opportunities to reduce power consumption with a non-negative impact on performance. In well-tuned, heavily optimized scientific applications, idle periods or long memory latencies, two known opportunities for performance-aware power reduction via DVFS [66, 87], may not arise as frequently, or not be as long as needed to enable substantial power reduction. Programmers will usually do their best to eliminate idling and minimize memory access latency via load balancing and extensive data caching optimizations respectively.

### 1.3 Summary of Contributions

In this dissertation, we have performed research on many techniques that can be used to understand and improve the performance and energy-efficiency of multithreaded and multicore systems. In each of the following subsections, we discuss particular research contributions made in the completion of this work. Each contribution will be presented with more detail in subsequent chapters of this dissertation.
1.3.1 Performance Analysis of Multithreaded Systems

As discussed earlier in this chapter, modern systems are moving towards increased parallelism in the form of multithreaded and multicore architectures. It is necessary to understand the performance of parallel scientific applications executing on these architectures because they are being adopted so quickly. We utilize hardware event counters collected during parallel application execution to perform a detailed study of the performance of multithreaded (SMT) architectures. These counters provide considerable input into the architectural bottlenecks, as they grant insight into the hardware/software interaction.

Utilizing multiple threads per processor can have complicated effects on both performance as well as the utilization of internal processor resources. Given the high degree of resource sharing on SMT architectures, multithreading can cause considerable negative interference between co-executing threads, resulting in severely limited performance gains and even performance losses. Our analysis can steer the design of future multithreaded architectures as well as the optimization of parallel applications for execution on these systems.

We additionally investigate alternative forms of multithreaded execution, both previously proposed and new ones, in an effort to overcome the poor performance of SMT processors at executing scientific applications. We consider adaptive concurrency throttling on each multithreaded processor and speculative precomputation (SPR). Although these techniques have been used in earlier work as tools to enhance SMT performance, they have been explored in different contexts. Most importantly, effective integration of these techniques with regular thread-level parallel execution in the same code has not been explored before. We propose methods to integrate adaptive throttling and speculative precomputation with traditional thread-level parallelization using the OpenMP programming paradigm and we show that combining these techniques results in significant performance improvements.
1.3.2 Dynamic Concurrency Throttling

Conventional wisdom holds that when concurrency is increased, performance will be improved, but with an associated increase in power consumption. Conversely, when concurrency is decreased, power consumption will be reduced, at a cost for performance. In this way, power and performance can be balanced, trading one for the other depending upon the goals of a given user. However, in situations where additional concurrency results in a performance loss, decreasing concurrency will actually improve performance and power consumption simultaneously. This reduction and increase of concurrency is known as concurrency throttling.

Concurrency throttling is primarily a technique for improving performance, as performance-optimal configurations are sought for each phase. However, concurrency throttling also stands to considerably reduce power consumption by transitioning processors and/or cores to lower power states. As a power reduction technique, concurrency throttling has significant advantages over existing software-level optimizations, including adaptive DVFS scheduling. Concurrency throttling can be applied to well-tuned, compute-intensive phases of an application, that otherwise provide limited opportunities for power optimization through known approaches. Further, the vast majority of power-aware execution strategies sacrifice performance to achieve power savings. Many existing techniques are, in fact, able to locate opportunities to save power while only increasing execution time by a few percent, however in high-performance computing (HPC), any performance loss is generally unacceptable. Concurrency throttling, on the other hand, throttles concurrency only where an associated performance gain is expected. Therefore, this technique is highly appropriate in the HPC domain, as performance is not sacrificed, and will generally be improved. As a result of the simultaneous reductions of both execution time and power, it achieves a multiplicative reduction in the total expended energy.

Despite its appeal, concurrency throttling is an opportunity which may present itself to varying degrees across different programs, across different phases of the same program, or even across different inputs fed to the same program. Identifying concurrency throttling opportuni-
ties statically is hard, because it requires fine-grain analysis of the dynamic behavior of parallel code across and within parallel execution phases. Besides the problem of identification and quantification of the opportunities, applying concurrency throttling directly in applications requires exposure of the programmer to architectural details, such as the number and physical layout of processors. This tactic is widely considered as one of the factors that make parallel programming exceptionally difficult [4]. Given the complexity along with the inherent drawbacks of delegating concurrency throttling decisions to the user or to a static analysis tool, runtime systems appear to be ideal candidates for the identification and exploitation of concurrency throttling opportunities.

To address the problems of limited scalability and high power consumption in parallel applications, we have developed a runtime system aimed at improving performance and reducing power consumption in applications in high-performance computing environments. The system, which we call ACTOR, or Adaptive Concurrency Throttling Optimization Runtime system, exploits the scalability variance of applications on current architectures to steer the degree of concurrency, thereby simultaneously reducing execution time and power consumption. ACTOR seeks the optimal operating point of concurrency in multithreaded programs, at the granularity of program phases.

1.3.3 Dynamic Phase-Aware Performance Prediction

Within ACTOR, identification of the optimal operating points of concurrency for different phases of an application at runtime can be performed in a variety of ways. One set of approaches is based on directly searching the possible optimization space at runtime, testing various possibilities for small periods of time and selecting the one that results in the best performance to be used for the remainder of application execution. In our preliminary research, we have evaluated two such approaches based on an exhaustive search and a heuristic search.
In addition to concurrency throttling schemes based on live empirical search of operating points, we have extended ACTOR to rely on a dynamic, phase-aware performance prediction (DPAPP) model. The model predicts the optimal operating point of concurrency on different configurations of processors, cores, and threads, here on referred to as hardware configurations, or more simply configurations. The key contribution of the DPAPP model is that it enables a drastic reduction of the overhead associated with searching the optimization space for concurrency throttling. The small number of test iterations needed with performance prediction can greatly cut down on the overhead of adaptation and make runtime adaptation via dynamic prediction of optimal concurrency feasible. However, prediction-based approaches do require accurate predictions of the performance on varying hardware configurations to be successful.

The prediction methodology that we have developed uses live input from hardware event counters, collected while executing program phases on operating points of maximal concurrency. We use a multivariate linear regression process for selecting the critical hardware events that best predict performance, and for training the DPAPP model in assessing the scaling effects that changing hardware configurations have on overall program throughput. The DPAPP training process derives distinct predictors for thread-level, core-level, and processor-level parallelism, to account for the presence of multidimensional parallelism and variance in the impact of sharing of resources between parallel processing units within and across chip boundaries. We use the DPAPP model to steer a runtime concurrency throttling system, which succeeds in identifying phases where power consumption can be reduced while sustaining or improving performance.

The DPAPP model provides functionality that has not previously been available. Specifically, based on a small number of sample points in the execution of an application, its performance on other configurations can be predicted. While we have found the prediction model to be highly effective in the context of concurrency throttling, as we will show in this dissertation, other uses of this new form of performance prediction may arise as well. We believe that the model will prove useful to a wide variety of other strategies for power and/or performance opti-
mization. We anticipate that the scalability predictor will be an important tool, useful to a large
group of researchers and system developers.

1.3.4 Integrating DVFS with DCT

The central theme of this dissertation is the development of a complete runtime system for the
autonomic adaptation of parallel applications to improve performance and energy-efficiency.
The technique that we have discussed thus far, concurrency throttling, is very successful at im-
proving performance and energy-efficiency, however we have also extended the runtime system
in another direction as well. Despite the performance losses that are generally associated with
applying DVFS, it remains a useful tool for power-aware computing. Further, its use is or-
thogonal to concurrency throttling. As an additional step in the development of a energy-aware
runtime system, applicable in the context of high-performance computing, we have integrated
concurrency throttling with dynamic frequency and voltage scaling.

In order to synergistically apply both DCT and DVFS at once, we have extended the DPAPP
model to support prediction of the effects of applying varying levels of DVFS. Further, a hybrid
model allows for the simultaneous prediction of applying multiple power saving knobs in com-
bination, to determine the combined effects. This hybrid model facilitates adapting along both
dimensions, rather than making decisions for each dimension independently. By considering
the interaction of the two techniques, we are able to improve performance and energy-efficiency
beyond that achieved by applying each approach sequentially or in isolation.

1.3.5 Considering ANNs for Model Training

While the use of multiple linear regression provided high accuracy in scalability prediction,
there are other forms of model formulation that have certain advantages and disadvantages. A
second well known form of model training is artificial neural networks (ANNs). ANNs can
be used with the same model we have already evaluated with linear regression, they simply
provide an alternative mechanism for learning the relationship between observed event rates and scalability.

Specifically, ANNs have the advantage that they require less work on the part of the modeler in the model specification process. That is, while regression learns the relationship only between user-specified predictor and response variables in the model, ANNs additionally consider interactions between all terms, providing higher potential accuracy where many interactions exist, without requiring manual work on the part of the modeler in finding and specifying extant interactions. Additionally, ANNs are able to capture non-linear relationships with ease, which provides an advantage in circumstances where the relationship is in fact non-linear.

For these reasons, we evaluate both the absolute success of ANNs for scalability prediction and for use with prediction-based concurrency throttling. Further, we compare the resulting models in terms of accuracy, suitability for use with concurrency throttling, and ease of use with those derived using linear regression.

1.4 Organization of this Dissertation

The rest of this dissertation is organized as follows:

In Chapter 2, we present an overview of related work and present the context for the research performed in this dissertation. Specifically, we break the related work into five areas from which the current work draws and contrast it with this dissertation.

In Chapter 3, we perform a performance evaluation of parallel scientific applications executing on multithreaded architectures. Specifically, we present an analysis based on the collection of hardware event rates on each architecture. This work provides an important background for later work on analyzing the scalability that results from parallel execution on these architectures.

In Chapter 4, we present a novel scalability model (DPAPP) of parallel applications executing on systems composed of multiple multithreaded and multicore processors. The model is based on the statistical analysis (multiple linear regression) of hardware event counters col-
lected during brief sample executions at maximal concurrency and makes predictions at phase granularity in parallel applications.

In Chapter 5, we discuss an approach to dynamic concurrency throttling (DCT) whereby optimal concurrency levels are determined through the use of the DPAPP scalability predictor. We also show the advantages of using performance prediction over simpler empirical search based approaches, particularly as emerging systems continue to increase in on-chip thread-level parallelism.

In Chapter 6, we present our approach to extending both the DPAPP model as well as the ACTOR runtime system to support simultaneous adaptation of both DVFS and DCT from within a single unified library. Such adaptation provides considerable potential for performance and energy savings relative to either approach alone, and we present a detailed study of the benefits.

In Chapter 7, we present an overview of artificial neural networks (ANNs) as well as the results of DCT adaptation using an ANN-based model. We then discuss the advantages of using ANNs versus multiple linear regression and present the relative performance and energy-efficiency results of each approach.

In Chapter 8, we present a brief summary of the research done in this dissertation.
Chapter 2

Background and Literature Survey

As the research performed in this dissertation is not confined to a single narrow topic, there is a wide variety of related work in the literature. In some areas, such as power-aware computing and performance prediction, the background is so deep that it is simply not feasible to present a complete picture of the current state of the art. Here we attempt to present the work that we feel is most closely related to our own, with each of the five categories of work given its own section.

2.1 Hardware Event Counters for Adaptation

Much previous research has been performed on optimizing the execution of programs using feedback from hardware event counters (HECs), however it has predominantly been offline, profile-guided in nature. For example, Marathe, et al. [90] have performed NUMA multiprocessor page placement using hardware monitoring assistance. The authors monitor the occurrence of two specific events to track accesses to memory pages – long-latency loads and DTLB misses – during an offline test execution of the application. The total accesses to specific pages, both statically and dynamically allocated, are recorded and this information is used to map pages to the processor that had the largest number of accesses, thereby reducing average latency.
Cascaval, et al. [14] present CPO (Continuous Program Optimization), a runtime system that includes management of variable page-size systems where page-size decisions are made by analyzing hardware event counters. Specifically, data access addresses and TLB misses are monitored, along with page faults as seen by the operating system and memory allocation events, during an offline execution to predict the benefit that would be received by utilizing a larger page size. During live executions, the database of stored page information is examined and the currently available number of pages is considered to determine which data structures should be mapped to large pages. Decisions are then monitored by CPO for validation of predicted benefits.

In contrast to these offline optimization techniques, little work has been done on runtime optimization utilizing hardware event counters as the program executes. One existing example is HEC-based SMT job schedulers by Settle, et al. [100]. In this work, the authors extend the hardware to provide architectural support for monitoring of each thread’s cache access patterns. When scheduling decisions are to be made, the operating system can compare the access patterns to predict the degree of inter-thread interference in the cache. Competition between two co-executing threads on an SMT processor results in potential performance loss due to contention in the shared cache. Cache miss rates are reduced because contention between threads can be predicted and often avoided through intelligent scheduling.

In the ADORE runtime optimization system [89], Lu et al. dynamically detect and react to performance problems that are difficult to optimize statically at compile time, such as cache misses and branch misprediction patterns. Optimizations including register allocation, cache prefetching, and code layout are applied dynamically at the granularity of program phases based on recorded HEC values. When an optimization is to be applied, the alternative, optimized code is created and the execution is redirected to the new code when a given block is re-executed. Optimizations can be executed speculatively to determine their effectiveness. Rather than simply applying their approach whenever possible, they limit overhead by selectively applying to hot regions that are executed with high frequency.
2.2 Performance Prediction

The field of performance prediction is quite mature, and we will focus our attention on that work most relevant to our model of prediction. Performance prediction of parallel programs has been studied in great depth, however the majority of research is targeted at offline prediction. The work most closely related to ours is that of performance prediction used for microarchitectural exploration, where the performance of different configurations is predicted through the analysis of quantitative architectural properties, such as reorder buffer size and cache size, as well as application characteristics. The similarities arise from the fact that we are also predicting the effects of architectural changes – specifically the number of processors and cores – however, we perform our prediction online during program execution.

Minimizing design space evaluation time for processor development has spurred much research on predicting the performance effects of altering various microarchitectural parameters, because of the considerable design-time reduction that it can provide. Lee, et al. [77, 78] employ a regression-based prediction strategy with inputs of architectural and application-specific properties. Their goal is to reduce required simulation time by limiting the number of required simulations, predicting for un-simulated configurations based on statistical inference of the effects of varying architectural parameters. While they also utilize regression, they have extended the technique with many statistical optimizations to improve the resulting prediction accuracy. Beyond their regression model for performance prediction, Lee, et al. [79] also evaluate possible configuration sampling methodologies to maximize the possible statistical inference from a limited set of samples (i.e. executed architectural simulations).

Similar work has also been done to predict the performance of a given configuration through the analysis of event rates that it produces in executing an application [76, 95]. In effect, the degrees to which each event determines performance are modeled to produce a linear regression formula of performance. This is useful in architectural analysis, however exploratory value is limited since performance could simply be observed while recording events, on either a simula-
tor or a real system. Further, despite the fact that the events are directly collected on the desired configuration, prediction accuracy is fairly low. In fact, our prediction model has higher accuracy than either approach, even though we are predicting across configurations. This may in part be attributed to the fact that we collect performance on the observed configuration, which has been shown to be the primary determinant of performance across other configurations [77].

Architectural exploration research has been performed using statistical methods, without the use of performance predictions as well. Joseph, et al. [61] present a linear regression based method of identifying key architectural parameters. Their regression model is based on cycle-accurate simulation and is applied iteratively to meet some specified error bound. Specifically, they predict which of the 26 micro-architectural parameters that can be varied in SimpleScalar have the most impact on CPI. However, their model does not make predictions of performance, but rather just provides a significance ordering. Similar work is performed by Yi, et al. [120] that uses the Plackett-Burman method to rank the significance of parameters in simulation.

In addition to work on performance prediction based on regression analysis, much research has been done to exploit machine learning through artificial neural networks (ANNs) in this context. Singh, et al. [105] predict the performance of two different HPC applications whose performance variations are poorly understood on a given architecture with varying data size inputs and number of processors using multilayer neural networks. Training is performed by specifying the input size and the observed execution time to create a function of input size to predict future queries on input size. Their approach is able to predict the performance of the applications with an average error as low as 2%, however all training is per application and cannot therefore be applied at runtime to new applications. Additionally, neural networks have been used to predict the effects of compiler optimizations to restrict the necessary simulation space when compilers are being developed for new architectures [15].

Neural network based performance prediction has been done for architectural exploration as well. Both Joseph, et al. [60] and Ipek, et al. [54] have evaluated similar nonlinear models for predicting the performance of an application subject to many variations in the architectural
parameter space. Each approach suggests an improved method of configuration sampling for simulation over simply picking uniformly at random. The main difference appears to be that the work of Joseph, et al. requires considerably fewer training samples, which further limits the cost to use, while achieving slightly higher accuracy.

Lee, et al. [80] compare the effectiveness of piecewise polynomial regression and ANNs for predicting performance in the context of varying input parameters. Their findings suggest that prediction accuracies between the two approaches are comparable, but each approach is advantageous in different contexts. However, they report that the training process is significantly simplified through the use of ANNs. While there is overlap between Lee, et al. [80] and our contribution, we evaluate performance predictions in a very different context. Specifically, we consider predictors for online use in the prediction of parallel application scalability. Further, the linear regression model we evaluate reduces the end-user burden during model specification while still resulting in high accuracy.

Many application-specific performance models have been created as well. As just one example out of many, Kerbyson, et al. [68] develop a model to predict the performance of a multidimensional hydrodynamics code from ASCI called SAGE on different numbers of processing elements. One interesting property of their model is that architectural parameters can be specified to derive a prediction for any given architecture, rather than creating a new model. Such models aid in the analysis of existing architectures for the improvement of next generation systems. Further, they can be used to locate optimization opportunities within an application.

Yang et al. [119] develop cross-platform performance translation based on relative performance between the target platforms, and they do so without program modeling, code analysis, or architectural simulation. Like ours, their method targets performance prediction for resource usage estimation. They observe relative performance through partial execution of two applications; the approach works well for iterative parallel codes that behave predictably (achieving prediction errors of 2% or lower) and enjoys low overhead costs. Prediction error varies much more widely (from 5% to 37%) for applications with variable overhead per timestep. Like-
wise, reusing partial execution results for different problem sizes and degrees of parallelization renders their model less accurate.

Carrington et al. [11] demonstrate a framework for predicting performance of scientific applications on LINPACK and an ocean modeling application. Their automated approach relies on a convolution method representing a computational mapping of an application signature onto a machine profile. Simple benchmark probes create machine profiles, and a separate tool generates application signatures. Extending the convolution method allows them to model full-scale HPC applications [12, 106]. They require generating several traces, but deliver predictions with error rates between 4.6% and 8.4%, depending on the sampling rates of the underlying traces. Using full traces obviously performs best, but such trace generation can slow application execution by almost three orders of magnitude. Some applications demonstrate better predictability than others, and for these trace reduction techniques work well: prediction errors range from 0.1 to 8.7% on different platforms.

Marin and Mellor-Crummey [91] present a toolkit to measure and to model application characteristics semi-automatically in an architecture-neutral way. They predict application runtime using properties of the architecture, the binary, and the application inputs, and evaluate their predictions against measurements collected using hardware performance counters.

Our model for performance prediction is unique in several ways. The approach works at runtime during the execution of an application and this property limits the computational overhead associated with prediction. To our knowledge, no prior work has considered online predictors of parallel execution performance on shared-memory architectures, using runtime input on IPC and hardware event counts. Further our model is more sophisticated in that we account for the effects of events in a multiplicative way on the baseline IPC of the sample configuration, rather than an additive way that is often assumed. This means that events are modeled to effect the resulting IPC by some percentage rather than by a fixed amount.
2.3 Power-Aware, High Performance Computing

Power-aware, high-performance computing has recently become an important topic of research. The realization that current trends in power consumption will lead to limited performance gains resulting from unmanageable heat dissipation and increased power cost has led the high-performance computing community to undertake considerable work to reduce the problem. Efforts in this area range from power-scalable and power-efficient clusters [1, 36] to runtime systems providing support for dynamic frequency and voltage scaling for parallel applications [38, 66]. Our work is most closely related to the latter, which attempts to identify opportunities at runtime to achieve power savings without sacrificing performance. As such, we focus on runtime power savings techniques in this section, ignoring the extensive work on architecture-level approaches [2, 44, 70, 97]. Memory [75, 110] and disk [47] power optimizations are available as well, which are beyond the scope of the related work presented here.

The vast majority of software-level energy-aware optimizations involve the use of DVFS to reduce processor power consumption at the expense of compute speed. Each technique searches for opportunities to enable different levels of DVFS without sacrificing performance by too large of an amount [39, 50]. In general, there are three categories of approaches to exploit limited CPU-boundedness in high-performance computing applications studied in the literature. First, most work has been performed on quantifying memory boundedness, and applying DVFS during phases where the program is heavily accessing memory. This works under the experimentally verified assumption that DVFS will have less impact on performance during memory intensive regions [17, 38, 51, 117, 118]. Second, several researchers have explored opportunities to exploit slack between processes to enable DVFS, either slowing down the shorter job [66] or enabling DVFS once a subset of jobs have reached the barrier [87]. Third, periods of (MPI) communication between cluster nodes can be executed with DVFS [86], because the CPU is not the bottleneck for these phases. Additionally, some research has considered combinations of the above metrics in applying DVFS [39].
Hsu, et al. [51] model the effects of DVFS on performance as measured in MIPS, using regression to derive an application-specific coefficient for the observed performance loss using a lower DVFS level, which can then be used to predict the performance of other DVFS levels. The authors select the lowest DVFS level that will maintain some maximum performance loss, thereby maximizing the energy savings under the given constraints. Very similarly to their work, we wish to use regression to model the performance impacts of applying various degrees of DVFS, however we use multiple events in the prediction model rather than performance alone.

Ge, et al. [42] compare three strategies for identification of the optimal DVFS level. Specifically, evaluations are done between CPUSPEED, which is a system monitor available with Fedora Core that selects the DVFS level based on past CPU usage; command line control based on a user-estimated DVFS level; and calls to a DVFS library to set the level from within the application. Over a variety of benchmarks and microbenchmarks, the authors find that all approaches are able to save considerable energy, with program internal control performing the best after extensive optimization.

A similar analysis is performed by Isci, et al. [55] who further find that to meet a given power budget on a CMP, DVFS must be applied adaptively based on changes in execution properties to maximize energy savings and performance, rather than statically. Further, the authors present an approach to scale DVFS per core autonomically to meet the energy limits for multiprogramming workloads. To optimize throughput and fairness, they utilize performance predictions at different DVFS levels, however they apply the same static scaling of performance at different DVFS levels regardless of program properties (e.g. memory boundedness), leading to errors in the predicted performance that we improve upon through the use of a wide variety of application characteristics in our prediction.

DVFS has been combined with the deactivation of nodes within a cluster to reduce the energy consumption while still meeting a specified energy budget [107]. The authors use regression based prediction of the performance at different systems schedules of DVFS level and
number of active nodes used to execute the parallel application. Once predictions are made for all schedules, the single schedule that minimizes execution time while meeting the energy limit is selected for use. While their approach is very effective, there are a few drawbacks that our work targets as improvements. First, Springer, et al. [107] require a relatively large number of sample executions to train the predictor for the given application. In contrast, our approach works by training offline with other applications and applying observed trends to a very small number of online samples. Specifically, the authors require a training point for each DVFS level, whereas we propose the use of prediction to determine the performance effects at each level. Second, in our proposed work we target the minimization of execution time, rather than meeting some user-specified energy limit which certainly requires application-specific knowledge. Thus we simply require the user to decide what metric is most important without requiring specific requests for energy consumption. There are additional differences in context that differentiate our work from theirs. Most importantly, the authors target clusters where it is known that applications scale well, and thus they do not attempt to improve performance. On the other hand, we exploit limited scalability on SMPs to improve both the power and performance of an application. Finally, there is no reason why the two approaches could not be applied sequentially, to determine the optimal number of processors to use per node in a cluster, after their approach has been applied.

Kappiah, et al. [66] have explored the potential for applying DVFS in the presence of load imbalance in parallel programs executed on power-scalable clusters. The primary insight behind their work is that when load imbalance occurs, one or more processes will sit waiting for the others to reach a synchronization point. The authors thus monitor synchronization points in MPI (i.e. MPI communication library calls) to determine which node is the bottleneck at each communication point across iterations of the application. Each non-bottleneck node is then set to the DVFS level that will cause it to reach the synchronization point “just-in-time” for the others, thereby reducing wasted energy compared to the default strategy of executing all nodes at full speed even when doing so will not improve performance. One interesting similarity
between their work and ours is that they also exploit knowledge gained by observing inter-
iteration patterns.

In addition to memory intensive phases, communication phases are not CPU intensive. As
such, DVFS can be applied without significantly impacting the performance of the application.
Li, et al. [86], first identify groups of MPI calls that are temporally close enough to be treated
as a phase, and then identify the best DVFS level at this granularity. The entry point to each
identified phase is kept internally by the call stack and the program counter upon entering an
MPI library call. In iterative codes, such as the ones we also consider, the same call site will
occur many times with similar execution properties between invocations. Therefore, the authors
predict the best DVFS level to use based on retired micro-ops/microsecond, as an indicator
of CPU intensity, and monitor execution time between executions. Further, the approach is
embedded within the MPI library by hijacking MPI calls, so no user-intervention is required.

A detailed analysis of the energy properties of scientific codes has been performed as
well [37]. This study is useful for better understanding the potential of various energy optimiza-
tions as breakdowns are provided for each system component at idle and loaded times, with the
most obvious trend being that the CPU consumes much more power than the other components
unless the application is disk-bound. Feng, et al. further analyze the energy effects of scaling
the number of nodes in a cluster and find that while energy continues to increase, performance
does not, and they present an approach that could be used to trade a small amount of perfor-
manence for significant energy savings in these cases. Finally, the paper shows that instantaneous
power profiles are both dynamic within a given iteration and repetitive across iterations.

Prediction of phases has been applied to exploit DVFS proactively as well [56]. Specifi-
cally, Isci, et al. use technology similar to branch prediction to maintain a phase history table
that tracks recent phases to predict which phase is likely to be encountered next. Using these
highly accurate predictions as input, the authors are able to apply DVFS proactively so that the
right setting will be used when the phase is executed. This approach prevents delays in DVFS
application that occur with reactive approaches. Similarly, our approach is proactive, in that we
use knowledge of when a given phase will begin execution based on calls inserted with minimal programmer effort into the source code.

Sasaki et al. [99] implement a method for performance prediction at various degrees of DVFS. Their model is based on multiple linear regression on performance counters collected at runtime: they identify the level with the lowest power consumption that meets a specified performance requirement and use that for each phase. The model they present is very similar to our prediction model for both concurrency throttling and DVFS, however our model can be used to predict the collective effects of applying both techniques (see Section 6) and our scalability model was published well in advance of their work on DVFS. We believe that our comparison of multiple linear regression and ANNs presented in this work can be used in systems such as those discussed by Sasaki, et al. [99] to improve the model development process.

Other work has focused on deriving an analytical model of DVFS [40, 43]. First the authors developed a model of speedup achieved by increasing CPU frequency on processors with DVFS. Their model also predicts the effects of increasing the number of cluster nodes used in conjunction with DVFS changes, though it requires execution samples on all desired numbers of processors and on all processor frequencies during sequential execution. In contrast, the models we present in Section 4 and Section 6 draw few samples from within the two-dimensional configuration space and statistically analyze performance counters, thereby minimizing burden on the modeler. However, their analytical model does provide considerably increased insight into the architecture compared to our empirical model. Ge, et al. have also utilized their analytical model to develop a runtime DVFS adaptation system called CPU MISER [43]. This system takes input from the user requesting a specific performance threshold that must be maintained while applying DVFS, allowing the system to reduce processor frequency to conserve power as long as the performance requirement is met. On a 16-node cluster, their approach is able to conserve energy by 20%, which they show to compare quite favorably with CPUSPEED, a standard DVFS tool.
Our work further extends upon previous research in that concurrency throttling is a performance optimization, rather than just a power optimization, which is not true of the work presented in this section. This important difference makes our techniques more relevant in the context of high performance computing where performance is the primary target.

2.4 Concurrency Throttling

Concurrency throttling has been previously applied for optimization of multithreaded codes on shared memory multiprocessors. Specifically, concurrency throttling can enable adaptive execution in multiprogramming environments. For example, Anderson, et al. [3] present scheduler activations, where applications schedule their own threads onto processors, and the operating system is responsible for allocating which processors an application can use. In this system, applications notify the kernel when more or fewer processors are needed. Similarly, Tucker, et al. [112] propose a scheme to give the operating system a mechanism to control the number of processors given to each application in the presence of varying multiprogramming degrees, with the application adjusting its concurrency as a result. Yue, et al. [122] have more recently evaluated the potential for concurrency throttling at the boundaries of parallel regions (as we do), when a parallel region is entered during heavy system utilization. Hall, et al. [48] propose an approach to identify limited scalability within phases of an application, which they attribute to poor parallelism and false sharing between processors, with the goal of improving multiprogramming workload throughput. However, in none of these approaches are processors intentionally left idle for performance or power gains, but rather reallocated to other applications in the system to improve system throughput.

Further, standalone programs can benefit from concurrency throttling across different phases with potentially different execution and scalability characteristics. It has been observed many times that SMT as implemented on the Intel Hyperthreaded processors [92], tends to perform poorly for executing parallel scientific applications due to interference both in the cache as well
as in the execution resources [22, 62, 123]. To address this issue, Zhang, et al. [123] developed a loop scheduler that decides the number of threads to use per processor based on sample executions of each possibility. The authors extend that work to incorporate decision tree based prediction of the optimal number of threads to use [124]. Rather than deriving performance predictions, they simply predict which number of threads will be faster for the given phase.

Adaptive serialization is explored by Voss, et al. [115], where the authors attempt to identify parallel regions that will scale poorly when parallelized and then execute those regions sequentially. Identification is performed using two different approaches. First, the length of loop is measured and if it is below some threshold, the loop will be serialized because the benefits of parallel execution will be unlikely to outweigh the parallelization overhead. Second, a prediction of sequential performance is made based on observed scalability properties of the machine and offline recorded loop execution times. If the target parallel loop is expected to see performance loss through parallelization, then it is serialized. Our concurrency throttling approach has the advantage that we do not limit possible concurrency levels to one or the number of processors, rather allowing any number of threads in between to be used as well.

Concurrency throttling that combines both of the previous approaches, that is, serialization and SMT-disabling, is presented by Jung, et al. [62]. In this work, the authors present approaches for static and dynamic serialization of parallel regions. Further, they compare two strategies for identification of the optimal number of threads to use per SMT processor. In the first strategy, both configurations are simply tested. In the second, execution properties observed on the one thread per processor run are used to predict the two thread performance. This prediction is made based on regression analysis with L2 misses, L3 misses, and retired instructions, however no accuracy results are presented.

Recent work has considered applying concurrency throttling and DVFS on single chip multiprocessors, with decisions utilizing search algorithms of the configuration space [83]. This research shares many motivations with our work, mainly maintaining performance while reducing power consumption, however the suggested solutions to the problem differ significantly.
First, our approach is implemented on a real system, rather than simulated, verifying that our technique works in practice with all overheads considered. Second, we utilize performance prediction rather than empirical searches of the configuration space to reduce the number of test executions necessary to perform adaptation. Further, we show that the overhead of search based techniques hinders the performance of short-lived codes, particularly when compared to prediction. Third, we attempt to maximize performance in the face of energy reduction rather than attempting to meet some performance goal. Additionally, our approach targets multiprocessor systems where the combined energy consumption of the processors plays a much larger role than in uniprocessor systems such as that evaluated in the related work [83]. Finally, the technique that we present is sufficiently low-overhead to be applied to application with very few iterations, in contrast to the work presented by Li, et al. [83] which requires artificial lengthening of the program to perform adaptation through empirical search.

More recently, other research has investigated the potential of concurrency throttling to improve both performance and power consumption of parallel applications in shared memory environments [109]. In their work, the authors introduce a technique called Feedback Driven Threading that seeks the optimal number of threads in the face of limited application scalability. However, they consider only bus contention and frequent synchronization as detrimental to parallel scalability, though they acknowledge that other factors – such as cache contention – are likely also important. In this dissertation, we consider any architectural factors that can be captured using hardware event rates in predicting application scalability. Further, we experiment with real systems as opposed to the simulated systems used by Suleman, et al. [109]. It is also important to note that our work predates that of Suleman, et al. by two years.

Programmers have long had the ability to specify concurrency levels manually, however few runtime systems provide the functionality to manage these decisions automatically from within. Our work provides such a system, offering fully automatic concurrency throttling based on performance predictions of each configuration with the goal of simultaneously improving both performance and power consumption.
2.5 Exploiting Phases

Programs have been generally acknowledged to experience considerable fluctuations in program execution, with periods of stasis occurring within regions known as program phases [102, 103]. Within phases, large groups of execution characteristics have been shown to be stable, including cache behavior, branch prediction, and IPC among other things. Not only do they stay largely constant during the time periods, but they also tend to change at the same boundaries. Phases can be exploited by targeting optimizations at observed behavior that is constant during a given phase, rather than optimizing for average behavior over an entire application. Two important aspects of work on phases have been identification of phases within programs and runtime systems that take advantage of known phases to apply optimizations.

Early significant work on program phase identification was performed by Sherwood, et al. [102]. In this work, the authors proposed a scheme called a basic block vector (BBV), which encapsulates multiple architectural metrics, such as IPC and cache miss rates, for different regions of code. Phases can then be determined by comparing the distance between blocks in terms of their respective metric values. That is, blocks experiencing similar execution properties are defined to be as part of a single phase, regardless of the temporal location of code execution. This work is extended to include the prediction of phase transition and the identity of the upcoming phases through the analysis of recently executed phases [104].

Another important work on identification of program phases works through the creation of a working set signature based on the current working set of an application [31]. Intuitively, changes in the working set determine phase boundaries and can thus be identified through the resulting changes in the signature. Further, the authors use the phase identifications to optimize dynamically configurable hardware, such as TLBs and branch predictors. By exploiting knowledge of recurring phases, the total number of reconfigurations required at runtime is reduced by 95%.
In our runtime system, we exploit fairly stable execution properties experienced within parallel regions of OpenMP programs. While this is only a coarse-grained approximation of phases, it is the finest granularity at which the number of threads can be changed at runtime, and is therefore the lowest level at which our system can operate. However, there are opportunities to consider more sophisticated strategies for program phase identification in programs parallelized using other programming models, such as MPI, to determine the potential gains of finer-grained phase-based adaptation.
Simultaneous multithreaded processors [113] have shown considerable popularity in both mainstream and high-performance computing markets. These processors were introduced in academic studies [88, 113] and later adopted as a core design technology for mainstream processors from Intel, IBM and other vendors [64, 111]. SMTs provide an incremental path to improve the performance of conventional superscalar processors by converting thread-level parallelism to instruction-level parallelism, with only marginal increases in cost, area and power consumption.

With the dominance of multithreaded processors clearly visible on the horizon, it is necessary to assess their effectiveness at executing parallel codes. The first contribution of this chapter is an evaluation of parallel application execution on a real SMT-based multiprocessor, consisting of Intel Hyperthreaded processors. We attain detailed performance measurements from hardware event counters and use them to gain insight into parallel application execution on this architecture. One goal of our analysis is to identify architectural bottlenecks of real, commercially available SMT processors, that reduce the scalability of parallel applications. Secondly, we look for software techniques that can be used to provide more efficient execution on such processors.
Scientific applications typically exhibit a high degree of exploitable thread-level parallelism. SMTs seem to be a first-class choice for the execution of these applications. However, our results show that co-executing threads on SMT processors can often lead to limited performance gains, or even cause a slowdown, due to resource conflicts resulting from the high degree of resource sharing that characterizes the SMT architecture. We consider the effects of resource sharing on many resources within the processor by collecting data from hardware event counters. We specifically consider how resource sharing affects the number of L2 and L3 cache accesses and misses, bus accesses, data TLB misses, stall cycles and execution time.

The second contribution of this chapter is the investigation of alternative forms of multitthreaded execution, both previously proposed and new ones, in an effort to overcome the poor performance of SMT processors at executing scientific applications. We consider adaptive thread throttling and speculative runahead execution. Although these techniques have been used in earlier work as tools to enhance SMT performance, they have been explored in different contexts (i.e. for speeding up sequential desktop workloads and selecting loop schedules). Most importantly, effective integration of these techniques with regular thread-level parallel execution in the same code has not been explored before. We propose methods to integrate adaptive throttling and speculative runahead execution with regular thread-level parallelization using the OpenMP [96] programming paradigm and we show that combining these techniques results in significant performance improvements.

The study presented in this chapter is a first step in deriving algorithms for selecting the best mode (or modes) of multitthreaded execution for any given program. It is also the first study to investigate whether multiple multitthreaded execution modes can be combined effectively in a synergistic manner to maximize performance on multi-SMT systems.

The rest of this chapter is organized as follows. In Section 3.1 we provide an overview of the experimental setting. In Section 3.2 we discuss and evaluate the execution of a broad set of parallel applications on a multi-SMT system. We also use various performance metrics, obtained directly from hardware performance monitoring counters on real silicon, to identify
specific bottlenecks preventing more effective exploitation of these architectures. Section 3.3 describes the adaptive thread throttling mechanism we implemented for multi-SMT systems and provides an analysis of its performance. Section 3.4 goes over our speculative runahead execution approach, its integration with thread-level parallelization and its performance. Finally, in Section 3.5, we summarize our conclusions.

3.1 Hardware and Software Environment and Configuration

In order to ascertain the effects of the characteristics of modern processor architectures on the execution of OpenMP applications, we have considered multiprocessors based on SMTs [29]. SMTs incorporate minimal additional hardware in order to allow multiple co-executing threads to exploit potentially idle processor resources. The threads usually share a single set of resources such as execution units, caches and the TLB. CMPs on the other hand integrate multiple independent processor cores on a chip. The cores do, however, share one or more outer levels of the cache hierarchy, as well as the interface to external devices.

We used a real, 4-way server based on Hyperthreaded (HT) Intel processors as a representative SMT-based multiprocessor. Intel HT processors are a low-end / low-cost implementation of simultaneous multithreading. Each processor offers two execution contexts that share execution units, all levels of the cache, and a common TLB. Separate physical processors share only off-chip resources such as the memory bus. Table 3.1 describes the configuration of the two systems in further detail.

<table>
<thead>
<tr>
<th>Processors</th>
<th>L1 Cache</th>
<th>L2 Cache</th>
<th>L3 Cache</th>
<th>TLB</th>
<th>Main Mem.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMT 4 x Intel P4 Xeon, 1.4 GHz Hyperthreaded x 2 Execution Contexts per Processor</td>
<td>8K Data, 12K Trace (Instr.), Shared</td>
<td>256K Unified, Shared</td>
<td>512K Unified, Shared</td>
<td>64 Entries Data, 128 Entries Instr., Shared</td>
<td>TCB</td>
</tr>
</tbody>
</table>

Table 3.1: Configuration of the SMT-based multiprocessor used throughout the experimental evaluation.

We evaluated the relative performance of OpenMP workloads on the target architecture using seven OpenMP applications from the NAS Parallel Benchmarks suite (version 3.1) [58].
We executed the class A problem size of the benchmarks, since it is a large enough size to yield realistic results. At the same time, it is the largest problem class that allows the working sets of all applications to fit entirely in the available main memory of 1GB.

We executed all the benchmarks on the SMT with 1, 2, 4, and 8 threads. The main goal of this experiment set was to evaluate the effects of executing 1 or 2 threads on the 2 execution contexts of each processor. We thus ran our experiments under six different thread placements: i) 1 thread, ii) 2 threads bound on 2 different physical processors, iii) 2 threads bound on the 2 contexts of 1 processor, iv) 4 threads bound on 4 processors, v) 4 threads paired on the execution contexts of 2 processors, and vi) 8 threads paired on 4 processors. Each thread is pinned on a specific execution context of a specific processor using the Linux `sched_setaffinity` system call. The applications were executed using Intel VTune [53] performance analyzer. We recorded both the execution time and a multitude of additional performance metrics obtained from the hardware performance counters available in the processor. Such metrics provide insight into the interaction of applications with the hardware, thus they are a valuable tool for understanding the observed application performance.

All experiments were performed on a dedicated machine in order to rule out data perturbations due to interactions with third-party applications and services. The operating system on both the real and the simulated system was Linux 2.4.25.

### 3.2 Experimental Results

In this section we present the results from the evaluation of the relative performance of the benchmarks with the configurations discussed in Section 3.1. The different binding schemes are labeled as 
(num_processors, num_threads), where num_processors stands for the number of physical processors onto which the threads are bound and num_threads for the number of threads used for execution. We report timings and results obtained from monitoring several performance metrics, using hardware performance counters. We present
a bottom-up evaluation starting from individual performance metrics and proceeding to the overall performance of the codes.

### 3.2.1 L2 Cache

The L2 cache of Intel’s Hyperthreaded processor is shared between the two hyperthreads. The first metric we studied, the number of level-2 cache misses observed under each configuration, is depicted Figure 3.1. In many cases the number of cache misses goes up, sometimes considerably, when two threads are forced to execute on the same physical CPU. This is a result of cache interference between co-executing threads. If the working sets for both co-executing threads do not fit in the L2 cache, then cross-thread cache-line eviction is likely to increase the miss rate. Each thread is likely to evict the other thread’s data from the cache and the effective amount of space in the cache for each thread is reduced. For the specific scientific benchmarks the cache is expected to be partitioned almost evenly, since threads perform nearly identical computation on different data. Nevertheless, the extra cache misses in the two thread case may be responsible for a reduced benefit of hyperthreading.

![L2 Misses](image)

Figure 3.1: Normalized number of L2 cache misses of the benchmarks. The L2 misses of the sequential execution have been used as a reference for the normalization.

BT and FT are two benchmarks that exhibit high thread interference in the L2 cache. In BT, inter-thread conflicts account for an average increase of 69% and a maximum increase of
119% in L2 cache misses (happening on 2 CPUs). In FT, L2 cache misses increase by 82% on average and as much as 121% when the benchmark is executed on one CPU. UA also exhibits high interference on 2 and 4 CPUs, although in UA, this interference does not seem to hurt performance as much as in BT and FT, apparently due to the aggressive cache miss overlap mechanisms of the Pentium 4 (which can have up to 8 outstanding cache misses at a time).

The average increase in the number of L2 cache misses when two threads are used on each CPU is 33%, taken across the entire suite of benchmarks. Cache misses can also increase with concurrency, even with more processors are used, due to false sharing in the cache.

Figure 3.2: Normalized number of L2 cache accesses of the benchmarks. The L2 accesses of the sequential execution have been used as a reference for the normalization.

The number of L2 accesses (shown in Figure 3.2), an indicator of L1 cache misses, goes up from one thread to two threads per CPU by 42% on average. In fact, in all cases, running two threads on a single processor resulted in an increase in the number of L2 accesses. Larger numbers of L2 cache accesses are expected when two threads executing on each processor, because of inter-thread interference in the L1 cache. It is interesting to note that for a given number of threads per processor, the number of L2 accesses is quite stable. This means that, although with an increasing number of CPUs the total L1 cache space available to the program grows, the benchmarks do not benefit significantly from this increase. This phenomenon is a possible indicator of excessive conflict misses in the benchmarks.
3.2.2 L3 Cache

Inter-thread interference does not seem to affect the performance of the L3 cache significantly (shown in Figure 3.3). The notable exceptions are again BT and FT. Note that the number of L2 misses reported in Figure 3.1 corresponds to the number of L3 accesses. In general, L3 misses do not seem to closely correlated with either the number of threads used per processor or the number of processors used.
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Figure 3.3: Normalized number of L3 cache misses of the benchmarks. The L3 misses of the sequential execution have been used as a reference for the normalization.

The L3 cache is twice the size of the L2 cache and this alleviates, to some extent, the problem of inter-thread conflicts. Furthermore, since most of the memory accesses are filtered in the L1 and L2 caches, sharing the L3 cache does not significantly affect the performance of these benchmarks. In the three benchmarks in which L2 suffers from inter-thread conflicts (BT, FT and UA), the L3 cache seems to exhibit a similar behavior (increased misses with two threads per processor) albeit at a much smaller scale for BT and UA. FT still suffers from a more than two-fold increase in the number of L3 cache misses, when two threads are used in the executions on 1 CPU and 4 CPUs.
3.2.3 Data TLB misses

The results observed for the number of data TLB misses per instruction show that intra-processor multithreading has a strongly adverse effect on the data TLB performance of SMTs (shown in Figure 3.4). The number of misses goes up by at least a factor of five when the configuration is changed from one thread to two threads on a single processor, and by factors of more than twenty in several cases. In one extreme case (occurring in SP) the rate of data TLB misses increases by a factor of 28. When more processors are used, the trend continues, but with lower differences between the one thread and the two thread per CPU cases. Overall, the rate of data TLB misses increases by an average of 925% from one thread to two threads per CPU. The poor data TLB performance is explained in part by the fact the data TLB of the Intel Hyperthreaded Pentium 4 is shared and relatively small (64 entries). Interestingly enough, although the processor uses a partitioned instruction TLB with 64 entries per thread, the data TLB has been chosen to be smaller and shared. It is often the case that co-executing threads work on different portions of the virtual address space, and therefore cannot share data TLB entries. This, in turn, results in an effective halving of the data TLB area per thread when both contexts of the SMT are activated. Both software and hardware approaches can be considered to alleviate data TLB thrashing in such cases, but investigating them is beyond the scope of this work.

Figure 3.4: Normalized number of data TLB misses of the benchmarks per billion instructions executed.
3.2.4 Stall Cycles

SMT architectures share the vast majority of their resources, including functional units and all levels of the memory hierarchy. Stall cycles are a metric indicating how much time each application spends waiting, without making further progress, for either functional units or any level of the memory hierarchy to return a result. A relative change in stall cycles when using two instead of one threads per processor is an indirect indication of thread contention for all shared resources in the processor.

As shown in Figure 3.5, for nearly every benchmark and number of CPUs tested, the percentage of stall cycles goes up dramatically when the configuration is changed from one to two threads per processor. In only one case the number of stall cycles per total cycles executed goes down from one thread to two threads. There is an average increase in the number of stall cycles of 3.1 times when the second context of each SMT is used to run an additional application thread. Normalization of this data is done by the total number of stall cycles rather than the single-threaded stall cycles to provide insight into the total percent of cycles which are stalled under each configuration.

Figure 3.5: Number of stall cycles of the benchmarks normalized by the total number of cycles.
Although the results indicate indirectly that hyperthreading is responsible for a dramatic increase in stall cycles, the hardware performance counters of the Pentium do not provide sufficient information to characterize the stall cycles and attribute them specifically to inter-thread contention or other factors. We have used an indirect experimental method to confirm the intuition that the lack of resource replication should be blamed for the suboptimal performance when two threads run simultaneously on each processor. We executed the same experiments on a simulated chip multiprocessor (CMP) architecture with 4 dual-core processors, using the Simics simulation environment [35]. Due to the approximately 7000-fold slowdown in execution time under the simulator, we limited the execution of each benchmark to just the first three iterations of the outermost loop. In contrast to our real SMT processor, the CMP we modeled only shares the two outermost levels of the cache hierarchy and none of the functional units. This reduces the possible sources of stall cycles due to inter-thread interference, because on the CMP their number can be affected only by cross-thread interference in the L2 and L3 caches. On our simulated CMP machine, stall cycles were much more stable and relatively immune to changes in the number of threads per processor as well as to thread placement. The number of stall cycles only increased by an average of 3% on the CMP machine when the second hardware context was activated. These results provide evidence that the vast majority of stall cycles on the SMT machine were caused by the conflicting requirements of co-executing threads for internal processor resources.

3.2.5 Execution Time

Execution time is the ultimate performance metric. Although the results we obtained from hardware performance counters indicate several flaws of hyperthreading, it is important to observe whether these flaws translate into severe performance penalties. The execution times of the benchmarks are summarized in Figure 3.6, with data normalized with respect to the sequential execution times for each application.
Figure 3.6: Normalized execution time of the benchmarks on the SMT multiprocessor. The sequential execution time is used as a reference for the normalization.

Not surprisingly, on the SMT architecture, execution time is always improved by running a fixed number of threads on as many different CPUs as there are threads, instead of co-executing two threads on each CPU. This is because running threads on separate physical CPUs eliminates the effects of inter-thread interference on the shared resources. Interestingly, it is not always clear whether it is better to use one thread or two threads per processor. For example, in CG, LU-HP and UA, using the second thread is beneficial. In CG, this is to be expected because the stall cycles results from hardware counters indicated little to no thread interference. The result is somewhat counter-intuitive for LU-HP, and even more so for UA, since both benchmarks suffer from increases in L2 misses and stall cycles when two threads are used per processor. In both cases, latency overlap through multithreading helps the benchmarks to mask and to counterbalance the negative effects of contention for shared resources.

One more interesting phenomenon is that for a given application, it may be the case that neither one thread nor two threads per processor is always the most effective choice. In SP, for example, using two threads per processor is more effective in the 1 and 2 CPUs case, but less effective for 4 CPUs. Furthermore, there are benchmarks that obtain no benefit or are actually harmed by hyperthreading. FT always suffers a slowdown (which is severe on 4 CPUs) when a second thread is used on each CPU. BT obtains very little benefit on 1 CPU and loses some of
its performance from hyperthreading on 2 and 4 CPUs.

One may easily suspect that the decrease in performance observed with the introduction of the second thread comes from increased overhead from further parallelization rather than side effects of the SMT architecture. However, two of the seven benchmarks saw decreased performance from two threads to four threads on two processors, while rebounding substantially when the four threads were allowed to run on four separate physical processors.

When two threads run together on a single processor, there is an average speedup of merely 7%, compared to running with one thread per processor. The CG benchmark enjoys the best gains from two threads per CPU with an average speedup of 25%. UA is a close second with 22%. There are two benchmarks that, on average, see a slowdown with the use of the second Hyperthread, namely BT (4%) and FT (35%). In the rest of the chapter we focus on these two benchmarks, and use them as motivating examples for introducing adaptive and more flexible multithreaded execution mechanisms to utilize SMTs in parallel programs.

3.3 Adaptive Selection of the Optimal Number of Execution Contexts on SMTs

Based on our observations about the execution of parallel applications on SMT architectures, we implemented a means by which each application can adaptively choose the optimal number of threads to use per physical processor. The mechanism exploits the fact that under some circumstances two threads per processor will execute more effectively and other times only one will, because of contention. A similar adaptive execution mechanism was used previously [123] to select the optimal number of threads and the best scheduler for each parallel loop, using code injected by an OpenMP compiler. Our implementation of this mechanism differs in that it is based on a compiler-independent runtime library that can be used via a preprocessor. In our approach, the application makes calls to our library at runtime that measure execution times of
the application and then change the number of threads used and thread bindings if it is likely to improve performance.

To make use of our library we slightly changed the semantics of the `OMP_NUM_THREADS` environment variable. Whereas it is usually used to specify the number of threads to use for execution, we use it as a suggestion for the number of processors to be used. Additionally, we introduce a new environment variable, `OMP_SMT`, that specifies the number of threads to use per processor. If it is set to one or two, then the application will use one or two execution contexts respectively. Alternatively, if its value is set to 0 or is undefined, then the system will activate adaptive execution.

Our runtime library is called at the beginning and end of each parallel region so that a decision can be made for the optimal number of threads to use for this region. In scientific codes, parallel regions typically delimit phases of the code with different execution properties and performance characteristics. Throttling concurrency at the entry points of parallel regions is therefore an effective means also to control the performance of the code. Furthermore, since in most scientific applications parallel regions are executed many times across different iterations of outermost loops, the first few executions of each parallel section can be used to come to a conclusion on the optimal concurrency. In our experiments, we used three iterations for this purpose. We ignore the first iteration to account for warmup effects. Then the library tries both one thread per processor and two threads per processor, for one iteration each, and compares their execution times. Whichever number of threads results in the lower execution time is used in the future whenever this loop is encountered.

The major advantage of adaptive throttling is that it can achieve runtime performance optimization without modifications to the parallelization and execution strategies of applications. Adaptive thread control is an easy feature to implement in any thread management library. With proper engineering, it can be used transparently and effortlessly in any shared-memory programming model. The disadvantage of adaptive throttling is that it leaves idle hardware threads, which could be used for the purpose of accelerating the code running on the non-idle
hardware threads. We explore this option via speculative runahead execution in Section 3.4. By having the OpenMP code call into our library at the beginning and end of each parallel section, the process of inserting the calls can be automated. This is important because the application programmer will not have to add any code manually to achieve the benefits of our library. Further, due to the location of the calls, the process can be performed by a simple preprocessor that just inserts the calls whenever it sees a parallel region. This allows the automation of the process to occur without modification to the compiler or the OpenMP runtime. This last point is one thing that distinguishes our work from that of Zhang, et al. [123].

3.3.1 Results from Adaptive Thread Throttling

We tested our adaptive thread throttling mechanism, using the NAS Parallel Benchmarks, and the OpenMP codes MM5 and COBRA. MM5 [46] is a mesoscale weather prediction model, and COBRA [7], a matrix pseudospectrum computation code. We ran each of the benchmarks with one and two threads per processor on 1, 2, 3, and 4 processors, with the number of threads per processor fixed throughout the execution of each benchmark, to obtain a baseline for comparison against adaptive throttling. In all cases the threads were bound to specific execution contexts to prevent any penalization from a suboptimal thread placement by the Linux scheduler. Following, we activated the adaptive thread throttling mechanism and repeated the experiments on 1, 2, 3, and 4 processors. The results are summarized in Figure 3.7.

The results show that adaptive thread throttling fares well compared to a static execution scheme selected from an oracle. When compared to the optimal static number of threads for each case, the adaptive mechanism is only 3.0% slower on average. In comparison, adaptation achieves a 10.7% average speedup over the worse static number of threads for each benchmark. The average speedup observed over all cases is 3.9%. A closer look at the results reveals that adaptively selecting the number of threads provides, in many cases, improvements over running with a static and fixed numbers of threads. In fact, in 17 out of the total 36 experiments, adaptive
Figure 3.7: Relative performance of adaptive, 1 and 2 threads per physical processor execution strategies. The execution times have been normalized with respect to the execution time of the worst strategy for each experiment.
throttling outperforms both static executions (with one thread and two threads per processor). Adaptive thread control consistently yields the best performance in COBRA on any number of processors and achieves a speedup improvement in several other cases as well. This result was made possible because some of the applications possess phases that have different optimal numbers of threads. Our approach is able to exploit this by optimizing the number of threads for each parallel region.

Two applications for which adaptive throttling does not perform well are MG (in all cases) and FT (on 3 and 4 processors). The main reason for the poor performance of adaptive thread control is that neither has a sufficient number of iterations to amortize the startup costs of searching for the best number of threads to use. MG performs only 4 iterations and FT only 6 iterations, so with the 3 iteration initialization phase, the applications only use the adaptively selected number of threads for 1 and 3 iterations respectively. This result exposes the main shortcoming of any adaptive control strategy based on runtime information.

One question that arises from these experiments is how the adaptive throttling mechanism performs against a static execution with an oracle that knows how many threads to use on a loop by loop basis, rather than in the entire program. To answer this question, we conducted additional experiments with BT, which suffers an average 4% slowdown when the second hardware context is used. BT and FT are the two benchmarks in which there seems to be no benefit from using the second hyperthread on each processor. We recorded the number of threads used for each section by the adaptive approach and hardcoded it in the application. When the best number of threads for each parallel section is given from an oracle, BT enjoys a speedup of 1.8% from the occasional use of the second hyperthread per processor in a selected set of parallel loops. The adaptive throttling mechanism converges to the optimal number of threads for each parallel section, but yields an average slowdown of 1.1% compared to static execution with one hyperthread used per processor. This indicates that the adaptive mechanism performs comparably, but still pays some additional and apparently significant overhead to converge to the best degree of multithreading across the code. Therefore, faster analysis and convergence
mechanisms may be needed to increase the effectiveness of adaptive throttling. This is important especially for future SMTs with more threads, since a solution that simply polls all possible degrees of multithreading before converging is not scalable. Finally, it must be noted that the Hyperthreaded processors have a fully shared cache hierarchy. This means that changing the number of threads used on each processor is not expected to affect performance adversely along the memory hierarchy, since for any given loop, any number of threads will load approximately the same data (with perhaps a different access and eviction pattern) in a shared cache. This may not be the case on SMTs with private L1/L2 caches per hardware thread, in which adaptive thread control may cause implicit data migration between caches. Drawbacks such as potential compromises in memory performance and slow convergence necessitate the consideration of other options for utilizing simultaneous multithreading to improve performance.

3.4 Integrating Simultaneous Multithreading with Speculative Precomputation

The earlier discussion revealed that some programs are highly sensitive to contention for shared resources on SMT processors [29]. The most characteristic example is FT, in which using the second thread on an SMT yields a slowdown of 35% on average. The main computational kernel of FT is composed of three FFTs (along the $x$, $y$, and $z$ dimensions), each of which walks two arrays (named $x$ and $xout$ in the code) with very long strides (equal to $256 \times 128$ elements, or 32K), causing an excessive amount of cache misses and TLB faults, as well as high contention for memory bandwidth. In memory-intensive codes such as FT, simultaneous multithreading intensifies the effect of the major performance bottlenecks, namely cache space and memory bandwidth. An obvious solution in this case would be to throttle simultaneous multithreading, providing all the resources of the processor to a single thread. Adaptive throttling was successfully used for example in BT, which also suffered performance degradation on the executions
with 2 hyperthreads per processor. However, BT did not exhibit as acute cache contention and memory bandwidth problems as FT and several parts of the code could be executed with a reasonable speedup using both hyperthreads on each processor. On the contrary FT, would benefit from direct memory latency reduction and/or latency tolerance techniques.

Speculative precomputation (SPR for short) is a memory latency reduction technique proposed specifically for SMT and chip multiprocessors [18]. SPR uses either microarchitectural or software support to employ an otherwise idle thread for precomputing addresses of critical memory accesses and prefetching the data touched from these accesses into the cache, anticipating that the data will arrive early enough to be used from a sibling computation thread without suffering cache misses. Critical accesses are those responsible for a large number of cache misses in the outermost levels (L2, L3) of the cache hierarchy. SPR is based on run-ahead execution. The precomputation thread runs a reduced copy of the sibling computation thread, in which only the slices of instructions that lead to critical memory accesses and the accesses themselves are executed. In most cases, this allows the precomputation thread to execute faster and ahead of the computation thread, which in turn enables the precomputation thread to prefetch data in a timely manner into the caches.

SPR is a resource-conserving approach to leverage multithreading on a single chip, since the speculative thread works in synergy and to the benefit of the non-speculative thread. It has been used successfully to speed up sequential codes dominated by pointer chasing [18,116] but less attention has been paid to using SPR for scientific codes, partially because memory access patterns in these codes are often highly predictable. We argue that SPR, using a spare hardware context, has value in scientific codes with long streams of long-strided memory accesses as well, not necessarily because of better prediction abilities, but because of being less resource-consuming than in-place sequential prefetching, without sacrificing timeliness. To evaluate this hypothesis, we applied SPR in conjunction with thread-level parallelization in the FT code, which proved to be highly problematic when parallelized using multiple threads within an SMT. We investigate whether SPR can improve its scalability on multi-SMT systems.
To use SPR, we had to devise a method that would allow assisted run-ahead execution within an SMT, while still enabling loop-level parallel execution across SMTs. We used the nested parallel execution features of OpenMP. We organized the code of each one-dimensional FFT in two parallel sections, one executing the main FFT loops with multiple threads bound to different SMTs, and the other executing speculative precomputation threads also bound to different SMTs, in the contexts left unused by the main computation threads. Effectively, the program uses two levels of heterogeneous parallelism to merge precomputation with regular multithreaded code. One limitation of this technique is that the scheduling of both the parallel loop and the precomputation loop should be aligned, meaning that both loops should be scheduled with the same strategy and this strategy should deterministically assign the same set of iterations to each thread.

We have identified critical memory accesses using an execution-driven cache simulator derived from Valgrind. We ran a stripped-down binary of FT with only two iterations of the PDE solver, in which we have identified that more than 95% of the L2 and L3 cache misses in FT occur in three routines of the code (cfft1, cfft2 and cfft3, corresponding to FFT’s in the x, y and z direction respectively), and on just two elements, x and xout, corresponding to the input and output vectors of each FFT. Note that x and xout point to the same vector in cfft2 and cfft3 but to different vectors in cfft1. Interestingly enough, we found that the dominating misses prove in most applications to be the same, regardless of the problem size, the data input and the number of processors/threads used to execute them. This indicates that a profile-driven approach for identifying critical loads is quite effective.

We have constructed the precomputation threads by stripping out the accesses to x and xout from the sibling computation loops. An example of the precomputation code in subroutine cfft3 is shown in Figure 3.8. The precomputation code is composed of loops with the same bounds and structure as the sibling computation loops, except for the innermost loop, in which the precomputation code performs strided prefetching. We have used the native Intel prefetch instructions (prefetchnta, prefetch0|1|2|3), and experimented with all prefetching
Figure 3.8: Merging thread-level parallelism and precomputation, using nested parallel execution in OpenMP. The `onto` clause is used to instruct the compiler to enforce binding of specific OpenMP threads on specific hyperthreads. Although not available in vendor OpenMP compilers, the `onto` clause is an experimental OpenMP extension proposed by the NANOS compiler group [45]. We use it in this example for the sake of brevity. In our implementation we actually emulate the `onto` functionality by inserting calls to our runtime library.
modes available on the processor. Among these modes, prefetching solely in the L2 cache to avoid L1 cache pollution, and prefetching in selected ways of the L2 cache to avoid both L1 cache pollution and L2 cache conflicts were the most effective. We opted for the latter method. Strided prefetching was necessary because each prefetching instruction fetches at least 32 bytes. The simple transformation performed is highly automatable by a compiler.

Note that our precomputation method is implemented entirely at user-level with no special hardware or compiler support, and is in general much simpler to use than schemes proposed earlier in the literature. Furthermore, although a strided, in-place software prefetching scheme could be used in the case of FT, since the critical loads are predictable, such a scheme would occupy many instruction slots and other precious resources while executing on the critical path of the main computation thread. Offloading strided prefetching to a speculative thread alleviates this problem via partial decoupling of the speculative and the non-speculative instruction stream. Moreover, the use of SPR in some loops does not prevent the use of TLP in other loops, via regular parallelization. In the experiments we used TLP in the initialization loops of FT as well as the left-hand side (lhs) update loop of the PDE solver, in every iteration of the code. We used one Hyperthread per processor during initialization loops, and two hyperthreads per processor in the lhs update loop, which benefits from SMT. The FFTs within each iteration were accelerated with SPR.

3.4.1 Results from SPR on Deactivated Execution Contexts

Figure 3.9 summarizes the performance results of the three execution strategies. Adapt+prec corresponds to experiments in which parallel execution across CPUs is combined with SPR within CPUs for the three main FFT routines. This hybrid execution method is compared against thread-level parallel execution with 1 or 2 hyperthreads per processor. In the thread-level parallel execution we have activated software prefetching via the Intel compiler, but the same option was deactivated in the executions with our SPR mechanism, to avoid conflicts be-
Figure 3.9: Impact of using selective speculative precomputation in conjunction with thread-level parallelism in NAS FT.
tween our prefetching code and code inserted for the same purpose by the Intel compiler. Note that there might still be some interference between SPR code and the hardware prefetching engine of the Hyperthreaded processor. However, since this engine is a black box to the software we could not exert any control over this type of interference.

SPR in the three memory-bound loops successfully eliminates 25–43% of the L2 cache misses in FT (Figure 3.9(b)). This, in turn, translates to execution that is 9%–22% faster than the parallel execution with one hyperthread per SMT CPU (Figure 3.9(a)), as opposed to a slowdown of up to almost 40% incurred in executions in which two hyperthreads split the parallel computation on each CPU. The speedup over the sequential execution time of FT with one hyperthread on one CPU is improved from 2.5 to 3.0 on 4 CPUs. It is important to note that this speedup arises mostly but not solely from the use of SPR. Figure 3.9(c) gives a breakdown of execution time between the four primary subroutines of FT, obtained during execution on 4 CPUs. The subroutine evolve executes the lhs update code of the PDE solver. Two of the three FFT routines (cffts1 and cffts2 along the x, and y dimensions) benefit significantly from prefetching and enjoy speedups of 18% and 25% respectively, while the third FFT routine (cffts3 along the z direction) obtains little benefit. On the other hand, the routine evolve benefits from regular parallelization with two hyperthreads per processor, with a speedup of almost 20%. In conclusion, mixed-mode multithreaded execution yields superior performance in a code in which thread-level parallelization within an SMT suffers from conflicts due to simultaneous multithreading. Several scientific applications exhibit such behavior, therefore the proposed adaptive multithreaded execution mechanisms are expected to play an important role in scaling these applications on high-end, SMT-based systems.

3.5 Summary

Simultaneous multithreading is a processor design methodology that merges thread-level parallelism and instruction-level parallelism to surpass the performance of conventional superscalar
processors with minor architectural modifications. SMT processors are currently designed with memory hierarchies and execution resources that are shared between threads, because sharing offers a number of advantages with respect to area, power and complexity. Unfortunately, sharing introduces a number of performance implications that limit the ability of programs parallelized with conventional methodologies to utilize multiple threads on the same processor. This chapter has illustrated these implications, using physical experimentation on a real multi-SMT system and several performance metrics obtained from hardware event counters.

We proposed the use of two software mechanisms for improving the performance of parallel codes running on multiple SMT processors. First, with adaptive thread throttling, the number of threads used on each SMT is regulated per parallel section, so that code phases that do not benefit from SMT execution are adaptively sequentialized. Using an iterative process for adaptation, we were able to achieve performance close to that obtained when the optimal number of threads per parallel section is known a priori and used from the beginning of execution. Although quite effective, the adaptive throttling strategy has several limitations, the most important of which are underutilization of hardware threads and delayed convergence to the optimal number of threads in codes with only a few iterations.

The second technique we considered was speculative precomputation. In this approach, the second context is used to perform precomputation, to load data needed by the thread executing on the first context into the shared cache. We proposed a mechanism to merge speculative precomputation with conventional thread-level parallel execution in OpenMP and we have shown that this mechanism can significantly improve performance in parallel codes with long streams of long-strided memory accesses. Combined with selective thread throttling, our hybrid execution mechanism achieved a 9%–22% performance improvement from the use of the second hyperthread on each processor in FT, a code which proved to be particularly difficult to scale otherwise within an SMT.

Our study has shown that significant performance gains can be achieved through the use of multiple alternative forms of multithreading. Further, we have shown that these forms are
not only effective independently, but they can work together to allow an even more efficient use of SMT processors. We believe this work will motivate compiler writers and application developers to integrate multiple forms of multithreading into a single binary in order to achieve maximum performance.
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Chapter 4

DPAPP Predictor

The goal of dynamic phase-aware performance prediction (DPAPP for short) is to predict the performance of a multithreaded, compute-intensive region of code in a program – which we hereafter refer to as a phase – across varying configurations of the processing units on a shared-memory parallel architecture [23, 24]. We use the term processing units as an umbrella term covering hardware threads, scalar or superscalar processor cores, and single- or multiple-chip uni- or multi-processors. As a base hardware substrate, we consider shared-memory multiprocessors with three distinct types of processing units, namely processors, cores within processors, and threads within cores. We refer to each of these types of processing units as a dimension of parallelism in the system. More formally, we define a dimension of parallelism as a set of homogeneous processing units that share a given level of the memory hierarchy, which is also shared by processing units nested in lower dimensions of parallelism, but not shared by processing units in higher dimensions of parallelism. In principle, each dimension of parallelism shares a distinct set of execution and memory resources, and therefore exhibits distinct scalability properties. The dimensions of parallelism that we consider are representative of current commercial multiprocessors [64, 71]. Our DPAPP technique considers phases that are identified as parallel loops, as these structures encapsulate the bulk of parallel code in real scientific applications.
Our DPAPP model works by predicting the cumulative *useful* Instructions Per Cycle (*uIPC*) of multithreaded phases. While *uIPC* has been previously defined to exclude instructions expended for synchronization [84], we extend this definition to exclude cycles executed for performing parallelization. Ignoring parallelization and synchronization overheads makes *uIPC* inversely proportional to the execution time of a fixed number of instructions on a given hardware configuration. If synchronization instructions were to be included, the IPC value could become arbitrarily inflated, as a result of spinning, leading to IPC values far removed from actual system performance [84]. Similarly for parallelization instructions, inclusion would bias the recorded IPC value away from the performance for the actual computation of a code region. Note that although *uIPC* ignores instructions for triggering and synchronizing threads, it still considers the effects of interference between threads on shared hardware resources during concurrent execution. The objective of DPAPP is to identify phases where concurrency can be reduced during the execution of useful application computation, with a non-negative impact on performance. The use of *uIPC* as a prediction target focuses the optimization process on lengthy, compute-intensive parts of applications, where performance and power optimization opportunities may be limited with means other than concurrency throttling.

In the next section, we present an overview of the scalability prediction model and then provide the underlying details in Section 4.2. In Section 4.3, we describe the offline training process used to develop the model based on a set of training samples. Section 4.4 presents a technique to identify effective hardware events that heavily impact scalability, and should therefore be included in the model. Section 4.5 discusses the online use of the offline-derived model. We present an approach whereby our predictor can be used on architectures with multiple dimensions of parallelism in Section 4.6. Section 4.7 describes a few optimizations that were applied to the original model to provide increased accuracy based on architectural insight. We thoroughly evaluate the model in terms of prediction accuracy in Section 4.8 and provide a brief summary of this chapter in Section 4.9.
4.1 DPAPP Outline

DPAPP makes distinct predictions on the optimal number of processing units to use at each dimension of parallelism in the system. For ease of presentation, we first describe the operation of DPAPP for a given dimension of parallelism \( d \). We defer the discussion of how DPAPP predicts across dimensions of parallelism until Section 4.6.

DPAPP takes input from live samples of hardware event counters (HECs). HECs are sampled at the beginning and end of each phase, while the phase is executed on the configuration that activates all processing units at dimension \( d \). The set of hardware events sampled are specific to \( d \) and are selected using a formal statistical process, according to their contribution to \( uIPC \). We refer to these events as critical events. Samples of critical event rates are fed to a model that estimates \( uIPC \) per phase, per configuration, for all feasible configurations of processing units at dimension \( d \). Intuitively, DPAPP attempts to predict how the rate of retirement of useful instructions, \( uIPC \), will change in a phase when the number of processing units used to execute the phase changes. To make this prediction, DPAPP uses a multivariate regression model, which correlates observed event rates on a sample configuration and observed \( uIPC \) values on all feasible hardware configurations during training runs. The model outputs a set of scaling factors for \( uIPC \) and the critical hardware events, for each feasible hardware configuration. These outputs are used as constant coefficients during production runs, to predict optimal operating points of concurrency for each phase in the code. We describe the model in more detail in Section 4.2 and the process for training the model in Section 4.3. The process for selecting critical events is discussed in Section 4.4.

The objective of DPAPP is to produce performance predictions and adapt the code dynamically, as the program executes. Recall that a primary motivation behind DPAPP is the avoidance of the overhead of experimentally searching through hardware configurations to find optimal operating points for phases in the program. To minimize the prediction overhead and to achieve effective code adaptation as early as possible during execution, DPAPP samples HECs for a
small number of phase traversals. Following phase traversals used for sampling hardware event rates, the runtime system selects the predicted optimal operating point of concurrency for each phase. To further tame overhead, DPAPP models performance as a linear function of event rates, so as to produce rapid predictions across a potentially large number of hardware configurations. By contrast, an exhaustive search algorithm would have to test $\prod_{d=1}^{D} p_d$ phase traversals, where $p_d$ is the number of processing units in dimension $d$ and $D$ the number of dimensions of parallelism. A heuristic search algorithm would also have $\prod_{d=1}^{D} p_d$ worst-case complexity.

4.2 *uIPC* Prediction Model

The DPAPP predictor estimates the *uIPC* of a phase on a target configuration $t$ (denoted as $uIPC(t)$) using input from execution of the phase on a sampled test configuration $s$. The input from the sampled execution includes the actual *uIPC* of the sampled configuration ($uIPC(s)$) and a set of $n$ hardware event per cycle rates, ($e_1(s)$, ..., $e_n(s)$). Each event rate $e_i(s), i = 1 \ldots n$ is the number of occurrences of event $i$ divided by the number of elapsed clock cycles during the execution of the phase in test configuration $s$.

Although in theory, the DPAPP predictor can use any feasible configuration as a sample configuration, we heuristically chose to use the configuration where all processing units at the given dimension of parallelism are active. Intuitively, *uIPC* and the critical event rates sampled in this configuration encapsulate the cumulative impact of hardware components on scaling, at maximum system capacity at the given dimension of parallelism. In practice, these values are often direct predictors of scalability. For example, on our experimental platform, a quad Intel Xeon HT server, phases with cumulative $uIPC > 1.0$ across the four processors are always scaling linearly to four processors, therefore they offer no opportunity for concurrency throttling via processor deactivation. Similarly, phases with cumulative $uIPC$ less than 0.25, are never scalable to four processors and offer opportunities for concurrency throttling and power conservation, via processor deactivation. Cumulative $uIPC$ values between 0.25 and
1.0 are harder to predict, however they still exhibit a bias, i.e., phases with $uIPC$ close to 1.0 tend to be scalable and phases with $uIPC$ close to 0.25 tend to be non-scalable.

We model $uIPC(t)$ of the target configuration, as a linear function of $uIPC(s)$ of the source configuration, as:

$$uIPC(t) = uIPC(s) \cdot \alpha(t, e_1(s), ..., e_n(s)) + \beta(t)$$  \hspace{1cm} (4.1)

for a set of $n$ critical hardware events, which may function either as enhancers, or as impediments of scalability. The selection of the events in this set is discussed further in Section 4.4. Notice that both the scaling factor $\alpha$ and the residual $\beta$ of the linear function are specific to and dependent on the target hardware configuration $t$. In other words, each target configuration $t$ exerts its own scaling impact on $uIPC(s)$, which can be positive or negative. To gauge how individual critical events affect scalability, the linear scaling factor is in turn modeled as a linear combination of hardware event rates observed during the sampled configuration $s$:

$$\alpha(t, e_1(s), ..., e_n(s)) = \sum_{i=1}^{n} (x_i(t) \cdot e_i(s) + y_i(t)) + z(t)$$  \hspace{1cm} (4.2)

The linear model of event rates stems from the empirical observation that a change in the configuration used to execute a program phase will result in changes – either upwards or downwards – of critical hardware event rates, reflecting the contention or effective hardware utilization at each level of parallelism. These event rates are linearly related – positively or negatively – with the $uIPC$. This relation is captured in Equation 4.2 with positive or negative event coefficients respectively. Our model attempts to estimate these coefficients using multivariate regression, discussed further in Section 4.3.

Combining equations 4.1 and 4.2, the estimated $uTPC$ for a target configuration $t$ can be calculated as:
\[
\overline{uIPC}(t) = uIPC(s) \cdot \sum_{i=1}^{n} (x_i(t) \cdot e_i(s)) + uIPC(s) \cdot \gamma(t) + \beta(t)
\]

where \( \gamma(t) \) is defined as \( \sum_{i=1}^{n} (y_i(t)) + z(t) \). Accurate estimation of \( \overline{uIPC} \) for a target configuration \( t \) is thus dependent on the proper approximation of the coefficients \( x_i(t), \gamma(t) \) and the residual \( \beta(t) \). Note that the coefficients scale both the event rates and \( uIPC \) of the sampled configuration \( s \).

\( \overline{uIPC}(t) \) values for all possible configurations are used directly for prediction of the optimal operating concurrency for each phase, at the given dimension of parallelism. We truncate \( uIPC \) predictions that exceed the cumulative maximum capacity (\( uIPC_{max} \)) of all processing units at the given dimension of parallelism, to \( uIPC_{max} \), which is derived experimentally for any given processor using microbenchmarks. Furthermore, we assume that there is no super-linear speedup across configurations of a phase, although this case does appear in real codes. In practice, phases with super-linear speedup have their optimal operating point of concurrency at the maximum number of processing units and offer no opportunity for concurrency throttling.

4.3 Offline Training and Estimation of Coefficients

We use multivariate linear regression on the multithreaded phases of a set of training benchmarks to determine the values of the coefficients in Equation 4.1. Although more advanced machine learning techniques could be deployed for prediction, the number of cycles invested in making predictions at runtime is a primary concern for DPAPP, therefore we opt for the simplest linear prediction model. Specifically, training benchmarks are executed under all feasible hardware configurations, at all dimensions of parallelism, while recording per-phase \( uIPC \) and the critical hardware events used for prediction (see Section 4.4). The training benchmarks are selected empirically so as to include phases with variance in three characteristics: scalability ranging from poor to perfect; granularity of parallel computation, ranging from fine to coarse;
and ratio of computation to memory accesses, ranging from low to high. In our experimental evaluation, we use two parallel benchmarks (MM5, a mesoscale weather modeling code and the Unstructured Adaptive application from the NAS Benchmarks) with 119 phases in total. In this work, we define phases to be OpenMP parallel regions enclosing parallelized loops. The training benchmarks achieve excellent coverage of diverse phase characteristics.

Our multivariate regression analysis uses the events collected under the selected sample configuration \( s \) multiplied by the \( uIPC \) of the sampled configuration, i.e. \( e_i(s) \cdot uIPC(s) \), and the actual \( uIPC \) alone (\( uIPC(s) \)) as independent variables, to predict the \( uIPC(t) \) of each target configuration \( t \) as the dependent variable. We use the product of \( e_i \) and \( uIPC \) of the sampled configuration for coefficient derivation because our model uses multiplicative effects of events on the observed \( uIPC \) rather than additive ones, in accordance with Equation 4.3. This process estimates the necessary coefficients for each event in function \( \alpha(t) \). Regression analysis is performed separately to predict \( uIPC \) for each target configuration \( t \), therefore we derive independent sets of coefficients and independent scaling factors for each target configuration. For a system with \( p_d \) units in dimension \( d \) of parallelism, \( 1, \ldots, D \), multivariate regression analysis derives a total of \( \sum_{i=1}^{D} p_d \) sets of coefficients.

### 4.4 Rigorous Event Set Selection for \( uIPC \) Prediction

The accuracy of DPAPP is heavily dependent upon the selection of an effective set of critical events for predicting performance and scalability along each dimension of parallelism. The events should accurately reflect, in a statistical sense, performance and scalability bottlenecks in the system. We have previously considered empirical selection of events that represent known performance-critical components of microprocessors [24]. We have also considered exhaustive searches of all possible sets of events and evaluated each in terms of its resulting correlation coefficient for the training set of benchmarks [23]. In this chapter, we present a rigorous statistical technique, that automates event selection and makes it applicable to any architecture.
Modern processors generally provide very large sets of events that can be recorded. Furthermore, a microprocessor can typically record multiple events at the same time. For example, Intel Pentium 4’s provide 40 events, which can be further differentiated by a specifying bitmask to each event, and up to 18 events can be recorded at once. The IBM Power5 provides 500 events and permits up to 6 to be recorded simultaneously. The number of legal sets of events that can be recorded simultaneously on these architectures is far too large for it to be feasible to test each set of events exhaustively as input for prediction. Moreover, while the most effective prediction possible would likely result from the use of all (or at least most) available events, there is an architectural limit on how many events can be recorded simultaneously, and often there are further restrictions on which events can be recorded at the same time.

Rather than exhaustively looking at each possible combination of events, our predictor training tool independently looks at the contribution of each event to $\mu$IPC. To gauge each event’s significance, we initially use multivariate regression on data from the set of training benchmarks to predict $\mu$IPC$(t)$ for each target configuration, using all events that are available for monitoring on the processor. We model $\mu$IPC as in Equation 4.3, with the exception that we use a set of $N$ events where $N \gg n$.

Following the initial $\mu$IPC modeling phase, we prune all events that have zero or negligible occurrence rates. We then consider the contribution of each event to the resulting $\mu$IPC$(t)$ prediction, as a percentage of $\mu$IPC$(t)$. The contribution of each event is calculated by multiplying the event rate by its coefficient and by $\mu$IPC$(s)$ and dividing the result by $\mu$IPC$(t)$. We average the contributions of each event across all feasible configurations and all phases in the training runs, and rank the events in descending order of contribution. The actual number of events selected for prediction ($n$) is processor-dependent. We set $n$ to be the maximum number of events that the hardware performance monitor of the processor can count simultaneously, without time-multiplexing of event registers. This selection criterion minimizes the overhead of monitoring hardware events for prediction. Note that on architectures where dependencies between events prevent simultaneous monitoring of specific sets of events, some critical con-
tributing events may still be left out of the predictor due to conflicts with other, more heavily contributing events.

4.5 Process for Online Use of Coefficients

Performance prediction is performed by executing the application phase on the test configuration while recording the decided upon set of event counters. The model for each desired target configuration can then be applied to these events to produce the performance estimate. Since the model is a linear combination of each event’s effects on IPC, each event rate observed during the test configuration must be multiplied first by the observed IPC and then by its corresponding coefficient. These products, as well as the observed IPC times its coefficient and the residual, are then added together to form the predicted IPC for a given target configuration.

4.6 Prediction on Architectures with Multiple Dimensions of Parallelism

On architectures with multiple dimensions of parallelism, resource sharing varies considerably across dimensions. For example, physical processors in an SMP share only the off-chip interconnection network and DRAM. Cores within a processor typically share an on-chip interconnection network and the outermost levels of the on-chip cache. Threads on a single core share most resources of the execution core, including pipelines, branch predictors, TLB and L1 cache. Contention for these shared resources is largely responsible for performance and scalability. An example architecture with three layers of parallelism is presented in Figure 4.1.

To capture the implications of multidimensional parallelism, DPAPP uses a distinct set of critical events and derives a distinct set of scaling factors for each dimension of parallelism in the system. Each set of events required is recorded on a particular threading configuration
Figure 4.1: A shared-memory multiprocessor with three layers of parallelism and two elements at each layer.
for a single iteration. DPAPP repeats the processes outlined in Section 4.2 and Section 4.4, to obtain prediction event sets and coefficients for each dimension of parallelism. At actuation time, DPAPP makes predictions along each of the dimensions of parallelism and combines these predictions to yield a performance- and power-efficient concurrency operating point for each phase in the program.

4.7 Predictor Optimization

The accuracy of DPAPP is significantly improved by classifying code phases according to their observed $uIPC$ during the execution of the sample configuration. The justification for such an extension is twofold. First, grouping phases based on $uIPC$ allows training and prediction to occur separately for phases with different scalability slopes. As such, the division between buckets is selected such that it divides different degrees of scalability. Second, it is intuitive that the effects of events will vary depending on the original instruction throughput of each phase. Dividing the phases into buckets and creating separate $\alpha(t)$ scaling functions for each class of phases gives the predictor the opportunity to make more fine-grain and accurate predictions. In simpler terms, we train models independently for phases with high throughput at maximum concurrency versus low throughput. At runtime, the observed $uIPC$ on the sample configuration determines which set of coefficients will be used for prediction. We use this optimization in our implementation of DPAPP. Specifically, we divided phases into buckets with $uIPC$ greater than or equal to 1.0 and those less than 1.0 during the sample configuration. This division is not arbitrary, rather, it provides an approximate value to separate phases with low scalability characteristics versus those that scale well, in general, on this architecture. During prediction, each phase uses the coefficients derived from the $uIPC$ bucket corresponding to its observed $uIPC$ during the sample configuration.
4.8 Evaluation of Performance Prediction

We performed all of our experimental evaluations on a Dell PowerEdge 6650 server composed of four Intel Hyperthreaded Xeon processors with 1GB of main memory. Each processor is a 1.4 GHz, 2-way SMT equipped with an 8-KB L1 data cache, a 12-KB instruction trace cache, a 256-KB L2 cache, and a 512-KB L3 cache. The Linux kernel used was version 2.6.15.

Experiments were performed with 10 benchmarks that are representative of scientific and engineering applications typically requiring high performance. Nine of the benchmarks originate from the OpenMP version of the NAS Parallel Benchmarks suite, version 3.1 [58]. We use three different problem sizes, available in the NAS distribution (W, A, B). MM5 is an OpenMP implementation of a mesoscale weather prediction model [46]. The benchmarks include a wide variety of program properties, and in particular, widely varying $uIPC$ scalability across execution phases. Therefore, they are challenging targets for prediction. The benchmark suite includes several benchmarks with a small number of iterations (CG, FT, IS, MG), in which empirical search strategies may suffer due to a large percentage of total execution time being spent in exploration, as well as benchmarks with a large number of iterations (BT, LU, LU-HP, SP, UA, MM5), where search strategies stand to have their search overheads better amortized [20]. Results for FT are not included for class size B, because its working set does not fit in the available memory of our hardware platform.

Table 4.1 lists the benchmarks along with some pertinent information about their structure. The number of iterations, phases, and percentage of time spent in parallel regions shown are for class size A. The table also outlines the percentage of execution time during which at least one processor can be deactivated with non-negative impact on performance (i.e. the program runs optimally with at most 3 processors) and percentage of execution time during which one Hyperthread per processor can be deactivated with non-negative impact on performance (i.e. the program run optimally with at most one Hyperthread per processor), averaged over all three class sizes. This information is taken from static executions on all feasible configurations.
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>BT</th>
<th>CG</th>
<th>FT</th>
<th>IS</th>
<th>LU</th>
<th>LU-HP</th>
<th>MG</th>
<th>SP</th>
<th>UA</th>
<th>MM5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>200</td>
<td>15</td>
<td>6</td>
<td>10</td>
<td>250</td>
<td>250</td>
<td>4</td>
<td>400</td>
<td>200</td>
<td>180</td>
</tr>
<tr>
<td>Phases</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>70</td>
</tr>
<tr>
<td>% Time in Phases</td>
<td>99.5</td>
<td>91.6</td>
<td>91.2</td>
<td>79.7</td>
<td>99.9</td>
<td>99.7</td>
<td>86.3</td>
<td>99.6</td>
<td>99.8</td>
<td>95.5</td>
</tr>
<tr>
<td>% Time Disable CPU</td>
<td>1.9</td>
<td>33.3</td>
<td>0.1</td>
<td>100.0</td>
<td>0.0</td>
<td>15.1</td>
<td>6.0</td>
<td>35.1</td>
<td>59.3</td>
<td>7.7</td>
</tr>
<tr>
<td>% Time Disable SMT</td>
<td>99.1</td>
<td>66.6</td>
<td>93.0</td>
<td>100.0</td>
<td>0.0</td>
<td>50.8</td>
<td>53.5</td>
<td>32.9</td>
<td>33.1</td>
<td>70.0</td>
</tr>
</tbody>
</table>

Table 4.1: The set of benchmarks we used to evaluate online performance predictors for power-performance adaptation, along with their main phase characteristics. % Time Disable CPU/SMT represents the percent of parallel execution time during which at least one element from the respective dimension can be disabled, averaged over all three input sizes.

In order to evaluate our performance prediction model, we selected two benchmarks for training, specifically UA (compiled to class size A) and MM5. These benchmarks were selected because the phases they contain have widely varying execution properties, including IPC, scalability, and locality. Further, they contain enough phases to serve as a standalone training set. These applications were used in the event selection process as well as the predictor training. Predictions were made for the remaining benchmarks, i.e. all remaining NAS benchmarks with class sizes W, A, and B.

4.8.1 Event Selection

Selection of an effective set of events to use for performance prediction requires data for all of the available hardware event counters on each of the sample configurations for all of the training benchmark phases. Further, the $uIPC$ values of all phases on each hardware configuration are necessary as well. There are 40 events on Pentium 4 processors that can be recorded using only a single register each, with further differentiation within each event through the use a of bitmask parameter specifying, for example, to record L2 cache misses, hits, or accesses. There is also an event to count memory accesses that requires two counter registers. We select one bitmask for each event representing the hardware parameter most likely to have the largest effect on performance, leaving 41 events to consider. Of these, 13 had rates near zero, and were thus removed as described in section 4.4. The performance monitoring unit of the Pentium 4
with Hyperthreading technology shares the 18 counter registers between the two co-executing threads, leaving 9 counters available for each thread.

Regression analysis was performed on the data from each phase to find the events that contributed the most to the resulting IPC prediction. Table 4.2 displays the set of events that was selected for each prediction on our platform. In this discussion, configuration \((nproc, nthr/proc)\) denotes a configuration with \(nproc\) processors and \(nthr/proc\) threads per processor. It should be pointed out that events with large contributions have been excluded due to conflicts with more dominant events. That is, the inclusion of one highly contributing event often eliminates other contributing events that interfere with it. All that can be done in these cases is to select the event with the largest contribution and ignore the conflicting events. Specifically, three of the top five events on this architecture cannot be included because they conflict with the top two events. This suggests that on architectures where there are reduced or no dependencies between events, our prediction approach will likely achieve higher accuracy.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>((4,2)\to(*,2))</th>
<th>((4,1)\to(*,1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event0</td>
<td>Cycles Active</td>
<td>Cycles Active</td>
</tr>
<tr>
<td>Event1</td>
<td>L2 Cache Misses</td>
<td>L2 Cache Misses</td>
</tr>
<tr>
<td>Event2</td>
<td>Branches Retired</td>
<td>Branches Retired</td>
</tr>
<tr>
<td>Event3</td>
<td>UOP Queue Writes</td>
<td>TC Deliver Mode</td>
</tr>
<tr>
<td>Event4</td>
<td>Memory Cancels</td>
<td>Memory Cancels</td>
</tr>
<tr>
<td>Event5</td>
<td>Packed SP UOPs</td>
<td>Packed DP UOPs</td>
</tr>
<tr>
<td>Event6</td>
<td>Memory Accesses (1)</td>
<td>Machine Clears</td>
</tr>
<tr>
<td>Event7</td>
<td>Memory Accesses (2)</td>
<td>Stall Cycles</td>
</tr>
<tr>
<td>Event8</td>
<td>Instructions Retired</td>
<td>Instructions Retired</td>
</tr>
</tbody>
</table>

Table 4.2: The Intel Pentium 4 hardware events selected for each prediction type. The second and third columns show the events for predicting the optimal configuration with 2 and 1 Hyperthreads activated per processor respectively.

The events that were selected for prediction make intuitive sense as well. *Cycles Active*, which is the dominant contributor for both predictions made, is a measure of the percent of time during which the processor is *not* halted due to inactivity. *L2 Cache Misses* and *Branches Retired* also contributed greatly as they have clear effects on performance. *TC Deliver Mode* is the percent of cycles that the trace cache was in deliver mode, approximating the hit rate of the in-
Figure 4.2: Specific configurations sampled and predicted. Actively used contexts are shown in black and idle cores shown in light grey.

struction cache. *UOP Queue Writes* counts the number of instructions written to the instruction queue and represents an alternative measure of throughput to IPC. Accesses to memory that are canceled for various architectural reasons are recorded with *Memory Cancel*. *Packed SP/DP UOPs* reports the use of SIMD instructions with single and double precision. *Machine Clears* reports the number of pipeline flushes incurred due to memory ordering issues. The number of cycles during which no instructions can be executed is given by *Stall Cycles*. Finally, *Memory Accesses* requires two registers for recording of the number of memory accesses made by a region of code. This last event is only used by the two threads configuration prediction, as memory accesses can lead to increased contention in the shared cache.

### 4.8.2 Prediction Accuracy

We perform our evaluation of the accuracy of the online performance predictor using eight of our ten benchmarks, excluding the two benchmarks used for training the predictor. We consider the absolute prediction error and the configuration prediction error for each benchmark. We calculate the absolute prediction error as $|uIPC_{pred} - uIPC_{obs}|/uIPC_{obs}$, where $uIPC_{obs}$ is the observed IPC of useful instructions. On our experimental platform, there are six predictions
made for each phase. Specifically, we predict for configurations with one and two Hyperthreads per processor on one, two, and three processors as shown in Figure 4.2. The average prediction error for each phase is taken across all target configuration predictions. Configuration prediction accuracy compares the predicted optimal configuration for each phase with the \textit{local static optimal configuration}. The local static optimal configuration is obtained as follows: We execute the benchmarks with each of the eight possible hardware configurations statically, i.e. with no concurrency throttling between phases. For each phase, we designate as optimal the one configuration out of the eight possible that minimizes the execution time of the phase. Note that this definition of optimal configuration ignores inter-phase interference and that a local static optimal configuration may or may not be the global, program-wide static optimal configuration. Configuration prediction accuracy illustrates how often the predictor identifies the local static optimal configuration. It should be noted that \textit{uIPC} prediction is particularly challenging on our experimental platform, because often, \textit{uIPC} changes due to Hyperthreading cannot be approximated as a linear function of the number of processors and threads used. However, we should also note that the litmus test for our predictor is not \textit{uIPC} prediction accuracy but configuration prediction accuracy. As long as the predictor correctly predicts the optimal configuration for each phase, a potentially high \textit{uIPC} prediction error can be disregarded.

The \textit{uIPC} prediction accuracy can be seen in the top graph of Figure 4.3. This graph gives the cumulative distribution function of prediction error, that is, the percent of phases that experience error below each threshold with threshold samples taken every 5%. DPAPP achieves a median error of only 12.9% overall, with some applications seeing median errors below 5% across all predictions made. We note that 24% of all predictions have less than 5% error and 43% of all predictions have less than 10% error. On the other hand, only 4% of the predictions show error larger than 50%. Although our performance prediction model is purposefully simple to minimize the overhead of applying it at runtime, its results compare favorably with other reported statistical techniques for predicting IPC [33].
Figure 4.3: The top chart illustrates the CDF of prediction error. The middle chart illustrates the percent of phases for which each rank of configuration was selected. The rank of the selected configuration is taken from the list of configurations sorted by their IPCs on static executions of each phase, a value of 1 indicates that the optimal configuration was selected. The bottom chart shows the performance loss (>0) or gain (<0) resulting from configuration misprediction.
In terms of prediction of the optimal configuration for each phase, the middle chart of Figure 4.3 shows the percent of phases for which each possible ranking of configuration was selected. This value is calculated by sorting the configurations by IPC for each phase and identifying which entry was selected by the predictor. For example, a value of 1 indicates that the best configuration was selected and 2 indicates that the second best configuration was selected. This graph shows that in 64% of cases the single best configuration is identified by the predictor. An additional 19% of phases have the second best possible configuration selected.

As a result of the high configuration prediction accuracy, the performance loss in mispredicted regions is usually quite low. The bottom chart of Figure 4.3 shows the weighted performance loss observed for each benchmark during mispredicted phases. This value is calculated as $\sum_{i=1}^{N_B} w_i \cdot D_i$, where $N_B$ is the number of mispredicted regions in benchmark $B$, $w_i$ is the weight of each mispredicted region expressed as the percentage of the total parallel execution time of $B$ that the specific region accounts for, and $D_i$ is the absolute performance penalty suffered by the mispredicted region $i$. The average penalty across benchmarks is only 1.2%. The explanation for the negative performance loss (performance gain) of LU-HP is that by not changing configurations to the local optimal in all cases, the cache effects of altering configurations are reduced. These results show that our model is capable of identifying optimal configurations most of the time, and when it does not it still manages to find a competitive configuration to use, with minimal performance penalty.

### 4.9 Summary

In this chapter, we have presented a novel scalability prediction model of parallel scientific applications executing on multithreaded and multicore architectures. Specifically, the dynamic phase-aware performance predictor (DPAPP) works by applying multivariate regression analysis to hardware event rates collected at maximum concurrency to predict the degree to which changing concurrency and thread placement will reduce contention and affect performance.
The model is developed through an offline training process during which regression is used to capture the effects of varying event rates on scalability, so that the model can be applied online to previously unseen phases to accurately predict performance across threading configurations. Essentially, the relationship between particular event rates and scalability are “learned” offline, and then applied to individual phases online.

We evaluated DPAPP and found that it is able to characterize the performance and scalability of program phases with high accuracy on a four processor Intel Hyperthreaded system. Our predictor allows for the online identification of performance- and energy-effective concurrency levels and thread placements, while keeping the overhead at manageable levels. Over a range of multithreaded scientific benchmarks, the predictor was shown to be quite effective at locating the optimal configuration for each phase, due to a low median error of 12.6%. The high accuracy combined with low overhead makes DPAPP very well suited for use with dynamic concurrency throttling. In the next Chapter we discuss how we apply DCT based on the DPAPP model.
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Chapter 5

Dynamic Concurrency Throttling

The continued push to ever higher degrees of parallelism within a single chip is providing much potential for large performance gains from applications that are well suited for the architecture. However, as pointed out in Chapter 1, many parallel scientific applications fail to scale beyond a certain degree of concurrency on these systems due to contention over shared resources. Given the limited scalability observed, we extend the per-chip concurrency throttling discussed in Chapter 3 to occur system-wide and using performance prediction rather than direct search. That is, we develop a runtime system that exploits our DPAPP scalability model from Chapter 4 to identify the performance-optimal number of threads to use in a parallel application dynamically as well as the particular placement of those threads onto processing elements. By responding to limited scalability in such a way, considerable performance gains are possible because concurrency can be set at the knee of the scalability curve.

Dynamic concurrency throttling (DCT) also has interesting properties with respect to power management. In principle, DCT and dynamic voltage and frequency scaling (DVFS) are two techniques for reducing processor power consumption in software. By throttling processors, software can reduce both the dynamic and the static power consumption of the system at a faster rate than with DVFS. DVFS mainly targets dynamic power consumption. As the relative weight of static power consumption (due to leakage current) on future processors is expected to
increase, the potential of DVFS for reducing power without performance penalty may diminish, whereas concurrency throttling techniques may still achieve substantial power savings [30].

Optimizing parallel codes for concurrency throttling can be achieved with compiler [63] or runtime phase analysis, using either direct search algorithms [25, 83] or performance prediction across system and program configurations with varying degrees of concurrency [21, 24]. Compiler methods are effective for codes with simple memory access and thread execution patterns, but they are constrained by well-known limitations of compiler analysis and compiler-based performance prediction. Runtime search methods can discover optimal or nearly-optimal concurrency levels for phases of parallel code separated by synchronization or communication operations. However, search methods may require a large number of executions of a phase to converge to an optimal operating point. In particular, the number of executions depends on both the number of processors and cores and the actual topology of processors and cores on the system [21]. The topology of processors is important as different mappings of a given number of threads on a given topology may yield dramatic performance variation. With tiled embedded processors with 64 to 512 cores, such as Tilera’s Tile64 [114] and Rapport’s Kilocore [81] already on the market, exhaustive or heuristic search of program and system configurations may become prohibitively expensive.

Runtime performance prediction overcomes the limitations of direct search methods at the potential cost of reduced accuracy in identifying optimal operating points. These approaches test fewer configurations, thus reducing online overhead. However, their efficacy depends on their prediction accuracy. We present our phase-aware concurrency throttling algorithm for a shared-memory multiprocessor, such as a multi-chip multiprocessor with multicore processors, as well as its implementation in a runtime library called ACTOR (for Adaptive Concurrency Throttling Optimization Runtime system). We show that our runtime system can effective identify improved concurrency levels and thread placements to achieve significant improvements in performance and power consumption simultaneously.
In the next section, we present the general structure of the ACTOR runtime system. In Section 5.2, we discuss the source of energy savings that are possible using ACTOR. We then present an extension to the basic adaptation approach whereby interphase interaction can be considered to reduce interference that occurs while performing DCT in Section 5.3. Section 5.4 provides details on the implementation of the ACTOR system including program instrumentation and transparent application controlling. In Section 5.5, we present the empirical results of performing dynamic concurrency throttling through the exploitation of the DPAPP scalability model, in terms of both performance and power consumption. Section 5.6 provides a summary of this chapter.

5.1 ACTOR Runtime System

Scientific codes are dominated by iterative execution of phases and ACTOR exploits this property to sample hardware event rates in the first few phase traversals and set the concurrency of each phase to the predicted optimal operating point, early during execution of the program. The live search of the optimization space for operating points of concurrency can also be performed by timing phases at different configurations and running search heuristics such as greedy hill-climbing [25, 83] or simulated annealing [69]. However, as the number of feasible hardware configurations increases with the introduction of more cores and threads per processor, direct search methods may spend most of the execution time sampling suboptimal configurations, rather than optimizing the program. This disadvantage manifests itself in codes where dominant multithreaded phases are traversed only a few times. Even if direct search methods are used for off-line auto-tuning by repetitive executions of the entire program [4], searching the optimization space for any input on any feasible configuration of processing units may be prohibitive. ACTOR prunes the search space for concurrency optimization to a constant number of samples by using performance prediction.
Figure 5.1: Example execution using DCT. Each phase uses the locally optimal number and binding of threads to processing elements. Black squares represent active threads and grey square are inactive.

Figure 5.1 presents an example of a standard parallel application execution using dynamic concurrency throttling on a four processor dual-SMT processor. Processing elements are represented as squares within the rectangular processors; black represents actively used threads and grey represents inactive threads. The diagram shows the iterative structure of the majority of parallel scientific and engineering applications, with multiple independent phases executed each iteration of an outermost loop. Also demonstrated is that concurrency decisions are made for each phase, allowing optimal concurrency to be identified and exploited for each program phase.

Figure 5.2 illustrates a DPAPP-driven concurrency throttling algorithm in ACTOR for a multiprocessor with two dimensions of parallelism. The DPAPP-based concurrency throttling algorithm has two parameters, the sampling rate and the dimension of parallelism along which the initial samples are taken. The sampling rate, $S$, corresponds to the number of times each phase needs to be executed before deriving a prediction for the optimal operating point and is
1: \{\textbf{Input}: phase identifier, sampling rate\}
2: \{\textbf{Output}: predicted optimal operating concurrency, $c_{max}$\}
3: \{Assumes 2-dimensional multiprocessor with $P_0 \cdot P_1$ processors.\}
4: \{Each tuple $\{p_0, p_1\}$ represents a hardware configuration.\}
5: $S \leftarrow$ sampling rate; $c_{max} \leftarrow \{P_0, P_1\}; uIPC_{max} \leftarrow 0$
6: \textbf{for all} $i, 1 \leq i \leq S$ \textbf{do}
7: \hspace{1em} $c_{max,i} \leftarrow \{P_0, \frac{i}{S} \cdot P_1\};$
8: \hspace{1em} sample $uIPC(c_{max,i});$
9: \hspace{1em} sample event rates of $c_{max,i};$
10: \hspace{1em} $uIPC_{max,i} \leftarrow uIPC(c_{max,i});$
11: \hspace{1em} \textbf{for all} $j, 1 \leq j \leq P_0$ \textbf{do}
12: \hspace{2em} $c \leftarrow \{j, \frac{i}{S} \cdot P_1\};$
13: \hspace{2em} predict $uIPC(c);$
14: \hspace{2em} \textbf{if} $uIPC(c) > uIPC_{max,i}$ \textbf{then}
15: \hspace{3em} $uIPC_{max,i} \leftarrow uIPC(c); c_{max,i} \leftarrow c;$
16: \hspace{2em} \textbf{end if}
17: \hspace{1em} \textbf{end for}
18: \hspace{1em} \textbf{if} $(uIPC_{max,i} > uIPC_{max})$ \textbf{then}
19: \hspace{2em} $c_{max} \leftarrow c_{max,i}; uIPC_{max} \leftarrow uIPC_{max,i};$
20: \hspace{1em} \textbf{end if}
21: \textbf{end for}

Figure 5.2: DPAPP-driven concurrency throttling algorithm for an architecture with 2-dimensional parallelism.
used to control the sampling overhead. In our prototype, we use a sample rate of \( S = 2 \) taken along the innermost dimension of parallelism, i.e. threads within a processor, which provides the minimum number of samples needed to capture the effects of using more than one core or thread per processor. The second parameter is fixed at the training phase of the DPAPP predictor, during which all possible orderings of dimensions of parallelism can be tested. The algorithm in Figure 5.2 generalizes to more than two dimensions by repeating the loop in lines (11)–(17) for each dimension beyond the second.

The structure of the ACTOR system is given in Figure 5.3. The controller is dynamic, in the sense that it adapts the program as it executes, with no prior knowledge of program
characteristics. Currently, ACTOR requires simple, formulaic instrumentation in the application, however this instrumentation could easily be provided within a simple preprocessor or OpenMP compiler. ACTOR estimates optimal operating points of concurrency using samples of critical hardware event rates from live executions of program phases. Specifically, the library controls the first $S$ phase traversals to execute on the desired sample configurations and collect event rates, as shown in Figure 5.4. At the end of each sample, collected event rates are used by DPAPP to predict the $uIPC$ of each phase on alternative configurations. Once predictions for a phase are obtained, all subsequent traversals of a phase are executed at the predicted optimal operating point of concurrency. ACTOR enforces configuration decisions through the Linux processor affinity system call, `sched_setaffinity()`, and threading library specific calls for changing concurrency levels, such as `omp_set_num_threads()` in OpenMP. The library executes at user-level and so does not require administrator privileges. The overhead of using ACTOR in terms of the time spent not executing application code is approximately five hundred thousand cycles per program phase (250 microseconds on a 2 GHz processor), which is negligible for any realistic application.

While both concurrency throttling and DVFS target improved energy-efficiency, concurrency throttling has the advantage that it will often improve performance, whereas DVFS generally sacrifices performance to reduce power consumption. Further, DVFS relies on program phases with high memory access rates to avoid degrading performance significantly, while concurrency throttling may be applied in other cases as well. In general, however, the two approaches are likely to be highly synergistic and can be applied together to achieve even greater energy-efficiency. For example, DVFS could be applied using existing approaches to cores kept active by concurrency throttling. More sophisticated techniques could be devised to optimize both DVFS and concurrency, and we consider such approaches in Chapter 6.

Certain assumptions are necessary to implement our concurrency throttling system and we outline those in the following. First, we rely on the capability of the runtime system to change the number of threads used to execute a phase of parallel code at runtime. This capability
is available in OpenMP, at the granularity of parallel loops and parallel regions. However, changing the number of threads at runtime may not be possible in some applications due to data initialization that depends on the number of threads used. This pattern is uncommon and is trivial to modify. Second, the phases of an application must be executed at least $S$ times, to allow for sampling. Finally, the execution properties of each phase between executions must remain relatively stable. In practice, this is the case in both regular and irregular codes.

While we have specifically designed ACTOR for use with iterative scientific applications, the approach may apply to other categories of applications as well. The basic principle of ACTOR can be used with any definition of a phase where concurrency can be dynamically adjusted. For example, in non-iterative, synchronization-intensive, or heterogenous multithreaded codes, if an existing phase identification technique can be employed to identify repetitive behavior where concurrency is modifiable, then our approach can be applied. For server workloads the application may be treated as one large phase and a limited timeframe can be monitored to decide concurrency for the entire application.

5.2 Energy Savings Possibilities

Energy savings using adaptive concurrency throttling come through two avenues. First, by reducing execution time, because the energy consumed is reduced proportionally. Second, through the deactivation of processing units, which reduces power consumption. The power consumption of a processing unit is dependent upon its level of utilization, as clock-gating limits the power dissipation of functional units when they are idle. Further, a processor can be transitioned to a lower power mode when it is not being used. For example, on Intel Pentium 4 processors, the *hlt* instruction transitions the processor to a low power mode, where power consumption is reduced from approximately 9W when idle to 2W when halted. While we do not manually control the transitioning between power states of the processors from within the runtime system, the operating system does so when the processor remains inactive for some
time period. We have experimentally verified that in Linux 2.6 kernels, processors are actually transitioned to the halted state by the operating system during 90% of the time during which they have been left idle. Manually transitioning processors would result in minimal additional power savings, so we do not consider this direction further.

### 5.3 Cross-Phase Decision Making

The processes of prediction, decision making, and adaptation are not performed at whole-program granularity, rather, each phase of an application is analyzed independently. This allows phases with different execution properties in the same application to execute with their own, locally optimal hardware configurations. Since many programs have behavior that varies across phases [102], overall performance can be improved compared to using a single configuration for the entire program. However, a non-negligible performance penalty may be paid as a result of changing the hardware configuration across adjacent phases at runtime. This performance penalty stems primarily from migration of working sets of threads between caches [65]. To avoid negative inter-phase interference, we consider variants of our adaption scheme that are aware of this interference.

We have developed two schemes for cross-phase prediction. The first of these schemes simply finds the configuration that is best for the majority of the application’s phases, and applies this to all phases, regardless of their locally optimal configuration. This scheme avoids cache interference entirely, at the expense of using a single configuration for all phases and missing fine-grain optimization opportunities. The second approach is an extension to the first, where phases are allowed to temporarily replace the global optimal configuration with their local optimal configuration, only if IPC improvement beyond a preset threshold is predicted by using the local decision. Using this technique, interference will only be tolerated when the phase in question is expected to make up for it in performance gain through the use of an alternative configuration.
5.4 Adaptation Runtime System Design and Implementation

We have implemented a full prototype of our concurrency throttling approach in the ACTOR (Adaptive Concurrency Throttling Optimization Runtime) runtime system. The runtime system controls OpenMP codes at the granularity of parallel loops and regions. ACTOR uses PACMAN [19], a customized, thread-aware performance event monitoring library for Intel processors that we wrote to overcome limitations in all other existing HEC collection libraries.

5.4.1 Program Instrumentation for Adaptation

The runtime adaptation library that we describe has been designed to operate on codes that have been parallelized using OpenMP [96]. OpenMP codes have the property that parallel regions are demarcated with directives serving to notify the compiler that a given section of code can be executed in parallel by multiple threads. Our runtime system exploits the information provided by these directives to perform adaptation at the granularity of OpenMP parallel regions, essentially taking parallel regions to serve as program phases for our purposes. While it is true that loops, or perhaps an even finer granularity, might better serve as program phases in general, parallel regions in OpenMP tend to have stable execution characteristics and they are the finest granularity at which the number of threads can be changed.

In order for an application to make use of ACTOR, a few calls must first be inserted into the original code. One of our primary goals was to limit the intrusion on the programmer necessary to instrument the code, so we have made every effort to simplify this process as much as possible. In addition to being simple, the instrumentation has to ensure that parallelization code as well as synchronization instructions at barriers are not included in the monitored regions. Figure 5.5 presents an example parallel region that has been instrumented with hooks into our runtime system, with modifications to the original source code shown in boldface.

This sample code shows all of the necessary modifications. Calls to `start_region()` and `stop_region()` delimit the boundaries of a parallel region and allow ACTOR to keep track of
phase specific information, including the number of threads and thread bindings to use during exploration and enforcement iterations. Within each phase, calls to `start_loop()` and `stop_loop()` control the starting and stopping of performance counter collection during the exploration iterations. All counters collected by each thread are tallied in `accumulate()` after synchronization has occurred. Parallelization code is not monitored because `start_loop()` is called after the `parallel` directive and synchronization is avoided because `stop_loop()` is called before synchronization is performed at the end of the parallel loop (because of the `nowait` added to line 12 specifying that synchronization should not be performed there). As some parallel regions contain multiple parallel loops, we have allowed multiple `start_loop()-stop_loop()-accumulate()` sequences to occur within a single region while still avoiding synchronization costs between multiple loops in a parallel region. The formulaic structure of these calls makes instrumentation easy even with no previous knowledge of the source code, and a candidate for automation by a compiler.
5.4.2 Thread Control Details

An important part of the functionality of the adaptation library is its support for autonomous management of executing threads. ACTOR controls the number of threads that are used to execute each phase as well as the bindings of these threads to specific processing elements during both the configuration exploration and decision enforcement stages. The number of threads used is set with the `omp_set_num_threads()` OpenMP library call, which specifies the number of threads that will be used for all subsequently executed parallel regions (until the function is called with a different value). Binding of threads is facilitated with the `sched_set_affinity()` Linux system call, which specifies on which processing elements a given thread is allowed to run. These functions are called from within `start_region()` ACTOR function, which is made directly before each phase executes, to set the number of threads and specific bindings for the upcoming phase. Within the `start_region()` function, a parallel region is created with the desired number of threads where each thread simply binds itself to the desired processor. This way, each thread will be bound correctly upon executing the parallel region. The specific binding scheme used has been designed to minimize any negative effects in the cache of changing the number of threads and processing elements, wherever possible.

First, individual threads are bound to specific processing elements to avoid uncontrolled thread migration, thereby maximizing cache warmth when no concurrency changes are made. Second, specific bindings for each configuration have been selected such that the maximum number of threads remain executing on the same processing element. Threads are assigned such that changes in the number of threads without changing the number of processors or cores (the most common case) disturb none of the already active threads. Changes in the number of cores and/or processors minimizes interference similarly, though to a larger degree. Specifically, threads are bound in increasing order of thread number and spread evenly over all layers of parallelism, starting with processors and working down. An example binding is shown in Figure 5.6.
5.4.3 Performance Counter Collection

To provide access to the hardware performance monitors, we used PACMAN [19] (Performance Counters MANager), a library that provides low-overhead access to the performance monitoring hardware. PACMAN is built on top of lower-level libraries such as Perfctr [98] on Intel Pentium processors. On Intel Hyperthreaded processors, the performance monitor unit is shared between co-executing threads. To allow each thread to execute with its own set of counters, PACMAN partitions the counter registers between the threads. Further, PACMAN removes the restriction from Perfctr that disallows the use of the second execution context on each processor while performance counters are active. Counters are collected using per-thread collection because it allows a much finer granularity and does not record events incurred by other executing processes, allowing more accurate information to be used for prediction. PACMAN is described in more detailed in Appendix A.

5.5 Adaptive Concurrency Throttling Evaluation

Evaluation of concurrency throttling was performed using the experimental platform and benchmarks as used for performance prediction in Section 4.8.2. To measure the power consumption of the benchmarks under various hardware configurations we utilize a power measurement methodology based on hardware event counters [57] that has proven to be highly accurate. This methodology works by first partitioning the processor into components and then determining the maximum power consumption of each component based on the die area it consumes. The
runtime power consumption of each component is the maximum power adjusted by an activity factor. The latter is estimated by looking at corresponding hardware event counters. This amount is added to a non-gated clock power associated with each component that grows non-linearly with activity. Finally, the power consumptions of all components are summed along with a constant base idle power. It should be noted that we focus only on processor power consumption. For the well-tuned scientific applications we consider in this work, processor power is the dominant portion of the total system power consumption [101].

5.5.1 Motivating Examples

Figure 5.7 depicts the execution times and energy consumption of each benchmark under class size A for each static configuration. Static configurations use a single configuration for the entire execution. These graphs show that on our experimental platform, very little additional performance gain is seen through adding additional processors once two processors are active. Particularly interesting is the IS benchmark, which sees its best performance using a single thread on only one processor. Further, sometimes there is a large gain through using the second execution context on each processor, and sometimes a substantial loss. It can be observed that while performance levels out, the energy consumption increases at rather steep rates with more processors.

The reader may note that the observed scalability bottlenecks are an artifact of hardware bottlenecks, such as limited memory bandwidth. While this statement is correct, it also reflects a property of a large number of real systems, including state-of-the-art platforms that outdate our experimental system. For example, we performed experiments with the NAS benchmarks on a newly released quad-core Intel Xeon processor (QX 6700) that have shown that applications still tend not to scale well on even the latest hardware. In particular, several of the benchmarks fail to scale beyond two cores, with maximum speedups saturating well below 2 (see Figure 5.8). As a result, opportunities for concurrency throttling still exist even in the newest hardware platforms.
Figure 5.7: The execution times and energy consumption of each static configuration.
Figure 5.8: Scalability characteristics of the NAS benchmarks on a state-of-the-art quad-core Intel processor.
Figure 5.9: IPCs for each phase of the LU-HP benchmark under each static configuration, normalized by the IPC on (1,1). The best performing configuration for each phase is marked with stripes.

As further evidence of the importance of phase-level adaptation, Figure 5.9 displays the IPCs for each phase of the LU-HP benchmark at class size B under each static configuration normalized by the IPC of (1,1). It is evident from the chart that a single application can have optimal configurations varying greatly between phases. LU-HP in particular experiences five different optimal configurations across different phases, specifically (2,1), (2,2), (3,2), (4,1), and (4,2). Therefore, using a technique to execute each phase at its local optimal operating point stands to improve performance. In cases where the optimal configuration occurs on fewer than the available number of processing elements, power savings can occur during the execution of these phases. The goal of our adaptation approach is to exploit these properties with no a priori knowledge of the codes and achieve both power and performance benefits.

Before discussing the online adaptive strategies and their results, we focus on two offline approaches to adaptation. The first of these, static optimal, uses the single program-wide static configuration that results in the lowest execution time. The static optimal configuration for an entire program differs in general from the static optimal configurations of phases in a program. The second approach is phase optimal and uses the local static optimal configuration, not considering cross-phase effects, as defined earlier. Due to interference occurring by changing the configurations in phase optimal, the mean execution time of the benchmarks is 1.0% higher.
Figure 5.10: Performance of the adaptation strategies in terms of execution time, power, and energy for all evaluation benchmarks.

than static optimal. We limit our following evaluation to comparing adaptive strategies to static optimal.

The two offline approaches that we consider have the disadvantage that the optimal configuration may change with different input sizes. For example, IS executes statically optimally on (3,1) for class size W, but (1,1) and (2,1) for class sizes A and B respectively. For individual phases, the optimal configuration varies by problem size as well. Specifically, only 52.5% of the program phases in our benchmarks experience the same optimal configuration regardless of input size. This means that use of these static techniques requires offline analysis that is specific to the application and the input size. By contrast, the online adaptive approaches adapt autonomically at runtime for the current application execution and require no application/input-size specific offline analysis.
\subsection{Empirical Search-based Strategies}

For purposes of comparison, we have implemented two alternative dynamic adaptation strategies based on empirical search of the configuration space at runtime. The first of these is the most straightforward form of adaptation, exhaustive search, where each possible configuration is tested and the one that provides the lowest execution time is selected for each phase. Figure 5.10 illustrates the normalized arithmetic means of three metrics: execution time, average power consumption during execution, and energy consumption. These metrics are derived for each benchmark under different execution strategies. Each metric is first normalized to the corresponding metric of the (4,2) configuration for the specific benchmark, which exploits all available execution contexts on our experimental platform. We then calculate the arithmetic means of the normalized metrics.

Occasionally, the power consumption actually \textit{increases} through the use of adaptation. This result is counterintuitive since adaptation is always expected to either keep the number of processors and Hyperthreads used constant, or reduce it. Recall that our starting assumption for adaptation is that deactivating threads inside a processor reduces power. This is actually true in the majority of phases, specifically 79\% of all phases. However, in certain cases, the use of Hyperthreading introduces long stall times in the processor, due to contention for shared resources, and therefore long periods of processor inactivity, during which power consumption is low. By contrast, deactivating Hyperthreading in these situations, reduces stall times, increases processor utilization and therefore increases the average power consumption. However, overall energy consumption is still reduced, due to the reduction in execution time experienced in these cases. Therefore, the overall result is positive for applications where the Hyperthreading anomaly occurs.

The average execution time of all benchmarks over all problem sizes using exhaustive search was reduced by 10.9\% compared to statically using all available processors and execution contexts on the system. Power is reduced by 9.7\% as well, resulting in a 19.5\% reduction in total
energy consumption. However, this approach incurs high overhead in the exploration phase, due to its testing of each configuration. Exhaustive search needs to execute 8 iterations of each phase to reach a decision. This overhead shows up when the results are compared to using the optimal static number of threads for the entire program execution, where exhaustive search is outperformed by 16.1% overall and by 31.6% in benchmarks with a small number of iterations (MG, CG, FT, IS). However, for applications with many iterations (BT, SP, LU, LU-HP), exhaustive search is able to come within 1.1% of the static optimal in terms of performance, while reducing power consumption by 3.3%, because the search overhead can be amortized over a large number of iterations.

The second empirical search technique that we implemented is a heuristic search algorithm, which we have previously devised to reduce the overhead of exhaustive search [25]. This algorithm works by applying a hill-climbing heuristic search to find the optimal number of processing elements to use at each dimension of parallelism, one dimension at a time. The algorithm begins by executing the phase on all available processors with all Hyperthreads active. Then, the number of processors is successively reduced until an increase in execution time is observed. The lowest number of processors that results in a decrease in execution time is used for the corresponding phase. This process is then repeated on the decided upon number of processors to determine the number of Hyperthreads to use on each processor.

Using hill climbing reduces the number of required test iterations for each phase to 5 in the worst case for our experimental platform, and only 3 in the best case, since our platform has two layers of parallelism. This overhead reduction allows the hill climbing algorithm to achieve improved performance compared to exhaustive search because a larger percentage of the iterations will be executed with the decided upon optimal configuration, rather than testing additional suboptimal configurations. Specifically, compared to exhaustive search, hill climbing achieves an 1.6% improvement in execution time overall and a 3.9% improvement for applications with few iterations, with a minor 0.5% increase in execution time for the applications with many iterations. The slight performance drop in applications with many iterations can be attributed
to occasionally, but infrequently, selecting slightly worse configurations than exhaustive search. Power consumption is reduced by 1.7% and energy consumption by 3.6% on average, compared to exhaustive search. Compared to static optimal, hill climbing reduces the performance loss to 26.5% for applications with a small number of iterations, and to 13.9% overall. The energy consumption is also reduced by 22.4% compared to using all available execution contexts. These results show that hill climbing is able to reach good configuration decisions, while requiring fewer exploration iterations. However, the search overhead is still a factor for applications with few iterations.

5.5.3 Performance Prediction-based Adaptation

Through the use of performance prediction, the number of iterations required for adaptation can be further reduced using the algorithm presented in Section 5, to only two iterations in the case of our experimental platform, thereby minimizing overhead. Further, performance prediction reduces the effects due to changing configurations during the exploration process that can lead to suboptimal decisions by the direct-search strategies.

As discussed in Section 5.3, changes in the hardware configuration used to execute an application can result in unintended cache effects that end up hurting performance [65]. To quantify the performance degradation of cache locality distortion caused by dynamic concurrency throttling, we first executed LU-HP Class A under all eight static configurations. We identified the optimal configuration for each phase and found the execution time of each under its optimal configuration. We then executed the application with the optimal configuration used for each phase and found a 19% average performance loss compared to the static execution. This loss can only be attributed to the dynamic variation of the configuration used for execution.

We first compare a strategy whereby the predicted optimal configuration for each phase is used blindly, to strategies that consider cross-phase analysis to make decisions. The best strategy is selected for use with ACTOR, and is compared to the offline and direct-search approaches
Figure 5.11: Execution time, power, and energy effects of utilizing the three different prediction-based adaptation strategies, with all numbers normalized with respect to the (4,2) execution.

already presented. First, we evaluate our approaches to minimize the harmful effects of using the local optimal configuration for each phase, which occur if changes in the configuration of adjacent phases result in redistribution of working sets between caches [65]. We compare the results to the greedy local optimal approach to find the best prediction-based adaptation approach. Our experimental results, shown in Figure 5.11, indicate that simply attempting to avoid cache interference is not inherently effective. Using an approach whereby the configuration selected as the best for the majority of execution time (i.e., the dominant configuration) is enforced for all phases produces a slowdown of 1.5% compared to the local optimal approach, with an additional 0.9% energy consumption. This happens because, in many cases, the benefits of executing a phase with its optimal configuration outweigh the loss suffered as a result of cross-phase interference.

Given the advantage of local adaptation over global enforcement of the dominant configuration, along with the fact that changing configurations too liberally hurts performance, we developed an intermediate adaptation scheme that uses a global dominant policy for most phases, with the exception of phases expected to experience substantial performance gains by using its own local optimal configuration. In particular, using this approach, the global decision is en-
forced unless a given phase expects at least a 15% performance gain, which we experimentally verified to be enough to outweigh the cache effects of changing configurations. When compared to phase-local adaptation, cross-phase decision making with exceptions attains an 1.3% average performance improvement. An increase in power consumption of 2% is also observed, however the energy consumption is unchanged, making cross-phase with exceptions the best prediction-based adaptation strategy. These results show that concurrency throttling modules must consider the effects of changing configurations in adjacent phases when making decisions for each phase.

Using cross-phase decisions while allowing exceptions, results in an average 17.9% performance improvement over statically using all available execution contexts, further improving performance upon exhaustive search by 8.3% and upon hill climbing by 6.8%. Additionally, the average performance loss compared to the statically optimal configuration is reduced to only 2.5% overall and 1.3% for applications with many iterations, showing that a flexible cross-phase decision policy is able to make performance-effective decisions. More importantly, the results for applications with a small number of iterations are within 3.7% of the statically optimal configuration, compared to 31.6% and 26.5% for exhaustive search and hill climbing respectively, because of the significantly reduced exploration overhead. Our experimental platform has only 8 feasible hardware configurations and the performance advantage of ACTOR over the empirical search approaches is expected to grow in the future as the available level of parallelism in a system rises.

The power-related results for ACTOR are just as substantial as those for performance. Energy consumption is the product of power consumption and execution time, and concurrency throttling attempts to reduce both, decreasing energy consumption by a still larger margin. We observe 10.8% and 26.7% reductions in power and energy consumption, respectively, compared to using all execution contexts. When compared to using the static optimal configuration, a 2.9% average reduction in power is seen and a 0.9% reduction in energy. This result may seem surprising, however it can be explained by the fact that the static optimal uses only a sin-
Table 5.1: The average number of processors kept active for each benchmark under each execution strategy.

<table>
<thead>
<tr>
<th></th>
<th>All Procs</th>
<th>Static Opt</th>
<th>Phase Opt</th>
<th>Exh Search</th>
<th>Hill Climbing</th>
<th>ACTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>3.99</td>
<td>3.96</td>
<td>3.93</td>
<td>3.80</td>
<td>3.57</td>
<td>3.99</td>
</tr>
<tr>
<td>CG</td>
<td>3.69</td>
<td>3.01</td>
<td>3.39</td>
<td>2.45</td>
<td>2.61</td>
<td>2.86</td>
</tr>
<tr>
<td>FT</td>
<td>3.22</td>
<td>3.42</td>
<td>3.50</td>
<td>3.02</td>
<td>3.28</td>
<td>3.48</td>
</tr>
<tr>
<td>IS</td>
<td>3.05</td>
<td>1.12</td>
<td>0.76</td>
<td>1.82</td>
<td>1.45</td>
<td>1.42</td>
</tr>
<tr>
<td>LU</td>
<td>3.99</td>
<td>3.99</td>
<td>4.00</td>
<td>3.91</td>
<td>4.00</td>
<td>3.34</td>
</tr>
<tr>
<td>LU-HP</td>
<td>4.00</td>
<td>3.99</td>
<td>3.72</td>
<td>3.77</td>
<td>3.59</td>
<td>3.28</td>
</tr>
<tr>
<td>MG</td>
<td>3.61</td>
<td>3.51</td>
<td>3.47</td>
<td>3.16</td>
<td>2.90</td>
<td>3.24</td>
</tr>
<tr>
<td>SP</td>
<td>4.00</td>
<td>3.99</td>
<td>3.52</td>
<td>3.64</td>
<td>2.79</td>
<td>3.45</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>3.69</td>
<td>3.37</td>
<td>3.29</td>
<td>3.20</td>
<td>3.02</td>
<td>3.13</td>
</tr>
</tbody>
</table>

As a further comparison between the alternative approaches, we consider the average number of processors used (versus deactivated) under each strategy, as shown in Table 5.1. The explanation for why using all processors does not always have 4.0 processors active is that portions of each benchmark are not parallel, and therefore use only a single processor at times. This analysis shows that there is a large potential to deactivate processors in many of the benchmarks. For example, ACTOR executes IS with an average of only 1.42 processors, while improving performance by 50.4%. On the other hand, certain other applications do not appear to be amenable to deactivating entire processors. BT, for example, executes best using all 4 available processors, though an improvement of 14.3% is still observed by occasionally using only one thread per processor.
Overall, prediction-based adaptation outperforms or matches the performance of direct-search based adaptation on all fronts. Additionally, it does not require the application/input-size specific offline analysis, while still achieving results very close to static optimal for performance and surprisingly, but justifiably, better results for power and energy. Performance prediction-based adaptation as utilized in ACTOR thus proves to be a highly effective strategy for improving the performance and energy consumption of parallel applications.

5.6 Summary

The performance and power characteristics of applications on emerging systems demand the consideration of throttling concurrency. In this chapter, we first showed the extremely limited scalability characteristics of a range of parallel scientific applications on a system composed of four Intel Hyperthreaded processors. Additionally, we found highly phase-variant behavior, in that individual phases within applications experience considerably different scalability properties, motivating the consideration of phase-level adaptation. Despite the limited scalability, power consumption did continue to increase, leading to higher power expenditure for reduced performance.

Based on the observed scalability limitations, we have presented a novel approach to dynamic concurrency throttling that uses the model presented in Chapter 4 based on information collected at runtime to predict the performance of an application across various hardware configurations. The library, called ACTOR, is a prediction-based adaptive concurrency throttling system, which we show to outperform adaptation strategies based on empirical searches of the configuration space due to reduced exploration overhead. The observed advantage for prediction-based adaptation over that based on empirical searches motivates the adoption of prediction-based strategies for DCT. The use of ACTOR requires only minor instrumentation to the original source code, which could easily be automated by a preprocessor or OpenMP compiler.
We optimize the adaptation system by introducing cross-phase awareness into the decision making process, thereby allowing it to consider potential cache effects of changing configurations between phases. This optimization proves successful, identifying many cases where phase-local adaptation would suffer from extensive cache-effects, and is able to improve performance relative to the phase-local approach. Adaptive concurrency throttling is shown to be significantly more effective than simply using all available execution contexts for all phases, with improvements of 17.9% in performance, 10.8% in power, and 26.7% in energy consumption. ACTOR yields performance results comparable to offline-derived application/input-size specific decisions, without requiring application/input-size specific offline analysis that makes offline approaches unrealistic.
Chapter 6

Integrating DVFS with DCT

Multi-core processors trade parallelism for reduced power consumption through software control of the number of active cores and power-aware workload distribution between cores [83]. In workload execution phases with limited scalability to many cores, controlling concurrency and workload distribution produces substantial energy savings with no performance penalty. Occasionally, throttling concurrency provides a performance gain by reducing contention between threads for shared resources such as memory bandwidth. Conserving cores at runtime is valuable for emerging many-core processors, which will integrate hundreds of cores [5]. Recent studies indicate that less than half of industrial-strength codes scale to hundreds of (conventional) processors and only a handful scale to thousands of processors [59]. In practice, most parallel codes in use today run on one to eight processors. Thus, conserving cores, either for power saving purposes, or for other purposes, such as consolidation or fault tolerance [74], are viable alternatives to uncontrolled parallelization.

Dynamic concurrency throttling (DCT) is a software-controlled mechanism, or knob, for runtime power-performance adaptation on systems with multi-core processors. Dynamic voltage and frequency scaling (DVFS) provides a second knob. While earlier research has significantly advanced the understanding of performance and power implications of DVFS [56, 85] and processor/core conservation [16], less emphasis has been placed on integrating DVFS and
DCT in a unified software power-performance adaptation framework. In particular, these techniques have not yet been combined in the context of HPC systems and applications. Further, combined DVFS and DCT frameworks have not been evaluated on real software systems for multi-core hardware.

To the best of our knowledge, combined approaches for simultaneous DVFS and DCT have only been explored via hardware simulation, using empirical search methods on multicore processors [83]. These methods clearly demonstrated that runtime adaptation of concurrency and voltage/frequency in iterative parallel applications can achieve high-performance, power efficient execution. However, even with only two power-performance adaptation knobs available in software, the search space for adaptation can grow to unmanageable proportions. An $M$-core processor with $L$ voltage/frequency levels presents a power-performance adaptation search space of size $O(L \cdot M)$. If we assume that the processor’s cores are asymmetric, implying that performance depends on the placement of threads on cores as well as the number of cores used, the space grows to $O(L \cdot 2^M)$. We cannot reasonably search this space, even with a modest number of cores and power states, particularly at runtime.

This chapter presents a software framework for multi-dimensional, software-controlled, and HPC-constrained power-performance adaptation on systems based on multi-core processors [26]. The framework provides transparent runtime adaptation of HPC codes and requires only a trivial code instrumentation step. Its key component, a dynamic multi-dimensional performance predictor, statistically analyzes samples of hardware event rates collected from performance monitors and predicts the performance impact of any DCT and DVFS levels available on the system (either combined or in isolation). We base the statistical analysis on a rigorous regression model that is trained from samples of the power-performance adaptation search space collected from real workloads. We apply the model to application execution phases individually since its low cost allows its use at runtime during a single run of each application, regardless of input. The model usually predicts the optimal system configuration to execute each phase (occasional small errors lead it to choose a near optimal configuration instead), thereby achiev-
ing performance gains and energy savings. We present a functioning software prototype of our framework for OpenMP applications and evaluate it through physical experimentation on a system with two quad-core Intel Xeon processors. The model derivation and training are automated and portable across multi-core processors. Further, the associated software prototype is based on portable components, specifically PAPI and OpenMP.

Our work differs from earlier research on power-aware adaptation using a single knob in several key aspects. First, it achieves two-dimensional adaptation. Second, it leverages a scalable performance prediction model, instead of direct measurements or static analysis of idle execution intervals. Third, it analyzes the busy intervals of parallel computation to exploit opportunities for power savings and performance improvement simultaneously, as opposed to exploiting only slack time to reduce power. Fourth, it uses a model that is general and versatile: it can accommodate different optimization targets – both performance-centric and energy-centric – with ease and it is developed with an automated and portable methodology. In terms of actual implementation, the proposed model leverages phase-aware adaptation at the granularity of parallel loops, which has been explored before in compiler-based DVFS algorithms for multi-processors [87, 118].

Through derivation and evaluation of our prototype, this chapter contributes answers to several important questions:

- Can statistical performance models based on hardware event counters accurately predict performance with multi-dimensional input parameters—more specifically, the number of cores, mapping of threads to cores, and processor voltage/frequency—across a large space of untested system configurations?

- Can prediction-based models achieve as good or better results than heuristic search methods that time the phases of the program on sample configurations for multi-dimensional power-performance adaptation?

- Do prediction-based model costs prevent their use for online power-performance adapta-
tion, given multiple knobs?

- Can we prune the optimization space for prediction-based power-performance adaptation during model training and during model actuation to derive effective adaptation frameworks without prohibitive development and training costs?

- Which power-performance adaptation knob—DCT or DVFS—is more critical with respect to power-efficiency, assuming no tolerance for performance loss in an HPC environment?

- What are the synergistic effects of applying these knobs simultaneously, if any?

Our experimental results demonstrate that simultaneous phase-aware prediction of the performance impact of DVFS and DCT can achieve significant energy savings (17% mean for the NAS benchmarks). In nearly all applications we tested, the energy gains come with simultaneous power savings (6% mean) and performance improvement (12% mean). Since our prediction schemes converge rapidly to optimal or near-optimal system configurations for parallel execution phases, our results show they typically outperform exhaustive or heuristic search strategies. Prediction-based schemes scale better than search-based schemes when applied to runtime adaptation, which renders them more suitable for emerging many-core systems. We further show experimentally that a unified 2-dimensional DVFS-DCT predictor achieves both higher energy savings and performance gain, compared to a predictor that first predicts DCT and then DVFS, or either in isolation. Thus, users in performance-sensitive settings should apply the unified model of DVFS and DCT to sustain high performance and simultaneously obtain near maximum energy savings. Last, our results show that prediction-based power-performance adaptation schemes come very close to optimal static execution schemes, which can be derived only post-facto, after exhaustive experimentation.

In the next section, we present background information on applying DCT in conjunction with DVFS. In Section 6.2, we provide a detailed description of our extension to the DPAPP
model already described in Chapter 4 with support for simultaneously predicting the effects of applying DCT and DVFS. We describe the implementation of our extension to the ACTOR runtime system for simultaneous adaptation of DCT and DVFS in Section 6.3. In Section 6.4, we present the experimental analysis of the unified adaptation model. Section 6.5 summarizes this chapter.

6.1 Preliminaries

We provide the theoretical foundation for our performance prediction model for systems with multiple multi-core processor dies. Since different mappings of a set of threads to cores may yield significant performance variation, we differentiate the number and the topology of the cores on each die, as well as the number and topology of the dies during performance prediction. For example, on a system with multiple Intel Xeon quad-core processors, where each processor has two sockets and each socket has two cores and a L2 cache bank that is accessible by both cores on the socket, we differentiate between three potential mappings of threads to cores: i) two threads running in the same socket and sharing a common L2 cache bank; ii) two threads placed on different sockets on the same die and executing with private L2 cache banks, using only half of the available memory bandwidth due to the use of a single die; and iii) two threads placed on different dies, without sharing common L2 cache space, with full memory bandwidth.

We assume that we can set each die of the system to execute at an independent voltage/frequency level chosen from a predetermined set by a privileged instruction. We assume global voltage and frequency scaling for each die as a whole, as opposed to per core, since this technology is readily available on commercially available multi-core processors. We conduct physical experimentation, using hardware timers and power meters to measure performance and energy respectively. Our modeling methodology does not preclude and can be generalized to local (per-core) DVFS schemes.
We decompose parallel workloads into phases, where each phase executes parallel computation using a potentially variable number of threads and completes at a synchronization point, such as a barrier, or a critical section. While DVFS is entirely transparent and can be applied to any code region, we cannot apply DCT to arbitrary parallel code regions without violating correctness. In principle, codes written in a shared-memory model where parallel computation does not include code dependent on the identifiers of threads, are amenable to DCT without correctness considerations. The vast majority of OpenMP codes meet this requirement for processor-independence, as do the workloads that we use in this chapter (NAS benchmarks). Ongoing research efforts are addressing DCT in other programming models, such as MPI [52].

Our contribution involves a modeling/prediction component and a runtime actuation component. The first component predicts performance for each phase of parallel code under all feasible concurrency configurations and global voltage/frequency settings, with input from samples of hardware event counters collected at runtime. We use it at the boundaries of execution phases as the program executes. The predictor correlates hardware event counter samples, concurrency configurations (number and mapping of threads to cores), and voltage/frequency settings with whole system instruction throughput. Without loss of generality, we derive predictions for the fixed optimality criterion of minimizing energy without increasing runtime, which best meets the requirements of HPC environments. We use our predictions in the actuation component on a per phase basis to minimize energy consumption under this rigid performance constraint. Since our predictions can be inaccurate, actuations may actually incur performance and energy loss. In practice, such losses are usually imperceptible, since the predictor often derives suboptimal DCT and DVFS settings that exhibit performance and power signatures which are very similar to those of the optimal settings.
6.2 Empirical Model Derivation

We present runtime performance predictors that estimate performance in response to changing the settings of two power-performance knobs, DCT and DVFS. We refer to each combination of frequency and concurrency configuration available on the system as a hardware configuration, or more simply a configuration. The predictors use input from execution samples collected at runtime on specific configurations to predict the performance on other, untested configurations. We estimate performance for each phase in terms of useful instructions per second, or uIPC, which is the IPC with instructions used for parallelization or synchronization omitted. By using uIPC predictions, we exploit opportunities to save power primarily by scaling the memory-bound parts of the actual computation to reduce contention and to exploit slack due to memory or parallelization stalls. The input from the sample configurations consists of the useful IPC (uIPC\_s), as well as a set of \( n \) hardware event rates (\( e_{(1..n,s)} \)) observed for the particular phase on the sample configuration \( s \), where each event rate \( e_{(i,s)} \) is calculated as the number of occurrences of event \( i \) divided by the number of elapsed cycles during the execution of configuration \( s \). The model predicts uIPC on a given target configuration \( t \), which we call uIPC\_t.

6.2.1 Baseline Prediction Model

Our prediction model uses uIPC\_s to estimate the effect of the observed event rates that produce the resulting value of uIPC\_t. The event rates capture the utilization of particular hardware resources that represent scalability bottlenecks, thereby providing insight into the likely impact of hardware utilization and contention on scalability. The model’s intuition is that changes in event rates indicate varying resource utilization and contention, resulting in either positive or negative effects on uIPC\_s, which the model represents through positive or negative coefficients. While the relationship between event rates and uIPC may not be strictly linear, a linear model can represent it well [24, 67, 95]. We estimate the specific coefficients through multivariate
linear regression as discussed further in Section 6.2.3. We use the following model already presented in Section 4.2 as our starting point:

$$uIPC_t = uIPC_s \cdot \sum_{i=1}^{n} (x(i,t) \cdot e(i,s)) + uIPC_s \cdot \gamma_t + \epsilon_t \quad (6.1)$$

### 6.2.2 Model Extensions

While the baseline prediction model can be effective for DCT [21, 24], we refine it to improve model accuracy and extend the model to predict performance with multi-dimensional input. Our first extension models $uIPC_t$ as a linear combination of multiple sample configurations from the configuration space, as opposed to a single configuration as described in Chapter 4. In the context of DVFS and DCT, each sample configuration uses a different number of threads bound to different execution units in the machine, at potentially different voltage and frequency levels. Thus, each sample configuration provides some additional insight into execution on other, untested configurations. The use of multiple samples allows the model to “learn” more about each program phase’s execution properties that determine performance on alternative configurations. The actual selection of the samples can be statistical (e.g., uniform), or empirical, i.e., using some architectural insight such as the number of cores per die, or the number of cores sharing an L2 cache on each socket. Equation 6.2 presents the model extended to two samples, with an additional term $\lambda$ to capture interaction between samples, which we describe next.

$$uIPC_t = uIPC_{s1} \cdot \alpha(t,s1)(e_{1..n,s1}) + 
\quad uIPC_{s2} \cdot \alpha(t,s2)(e_{1..n,s2}) + 
\quad \lambda_t(e_{1..n,S}) + \epsilon_t \quad (6.2)$$
Using multiple samples allows us to analyze the relationship between each configuration. We include an interaction term for the product of two events in the linear model to capture the relationship statistically. For simplicity, we only consider possible interactions between the same event across multiple configurations, including the product of $uIPC$ on each sample configuration. Thus, our model considers the interplay between multiple configurations. Specifically, we define the interaction term for a model using two samples as Equation 6.3 shows:

$$
\lambda(t, 1..n, S) = \sum_{i=1}^{n} (\mu_{(t,i)} \cdot e_{(i,s1)} \cdot e_{(i,s2)}) + \\
\mu_{(t,IPC)} \cdot uIPC_{s1} \cdot uIPC_{s2} + \iota
$$

The interaction term $\lambda_t$ linearly combines the products of each event across configurations, as well as that of $uIPC$. In Equation 6.3, $\mu$ is the target configuration-specific coefficient for each event pair and $\iota$ is the event rate independent term in the model.

On architectures with very large complex configuration spaces, we may need to use even more sample configurations. We can extend our model to an arbitrary collection of samples, $S$, of size $|S|$, to support such a situation, as follows:

$$
uIPC_t = \sum_{i=1}^{|S|} (uIPC_i \cdot \alpha_{(t,i)}(e_{(1..n,i)})) + \lambda_t(e_{(1..n,S)}) + \epsilon_t
$$

While using more samples generally increases model accuracy, it also increases sampling overhead. We address the selection of $S$ in terms of specific configurations as well as its size in Section 6.2.5.

We generalize the term $\lambda_t$ further to account for the interaction between events across $|S|$ samples as follows:
\[ \lambda_t(e_{1..n,S}) = \sum_{i=1}^{n} \left( \sum_{j=1}^{[S]-1} \left( \sum_{k=j+1}^{[S]} \left( \mu(t,i,j,k) \cdot e_{(i,j)} \cdot e_{(i,k)} \right) \right) \right) + \sum_{j=1}^{[S]-1} \left( \sum_{k=j+1}^{[S]} \left( \mu(t,j,k,IPC) \cdot uIPC_j \cdot uIPC_k \right) \right) + \iota_t (6.5) \]

To further improve model accuracy, we apply variance stabilization in the form of a square-root transformation to the data to reduce the correlation between the residuals and the fitted values, as is done by Lee, et al. [77]. That is, we take the square-root of each term, as well as the response variable, before applying the model. This process results in a more accurate model by reducing model error for the largest and smallest fitted values and causing residuals to more closely follow a normal distribution.

### 6.2.3 Offline Model Training

We use multivariate linear regression on phases from a set of training benchmarks to approximate the coefficients in our model. We record the \( uIPC \) and a predefined collection of event rates while executing each training benchmark’s phases on all configurations. We use multiple linear regression on these values to learn the patterns in the effects of sample configuration event rates on the resulting \( uIPC \) on the target configuration, with each phase’s data serving as a training point. Specifically, the \( uIPC \), the product of IPC and each event rate, and the interaction terms on the sample configurations serve as independent variables and the \( uIPC \) on each target configuration serves as the dependent variable, in accordance with the above equations. We develop a model separately for each target configuration, deriving sets of coefficients independently. We select the set of training benchmarks to include variation in properties such as scalability and memory-boundedness.
Testing all sample and target configurations offline for training purposes may become a time-consuming process on architectures with many processing elements and/or many layers of parallelism. To combat this, we prune the target configuration space, using insight on the target system architecture. Specifically, we eliminate symmetric cases in thread binding as well as unbalanced bindings of threads. We also assume that the voltage/frequency of all dies in the system is set simultaneously to the same setting, to support parallel codes better and to avoid load imbalance during parallel execution phases. On emerging architectures that feature hundreds of cores, it may become necessary to reduce the search space further during model training to limit offline overhead, for example by uniform sampling of the system configurations used for training. At current multi-core system scales, the training process using a fully automated system for our approach takes on the order of hours – specifically, approximately 5 hours on our experimental platforms – and scales up linearly with the number of possible configurations.

6.2.4 Predicting Across Multiple Dimensions

We can apply our model to predict the performance effects of DCT and DVFS independently, or across simultaneous changes in the settings of both power knobs. To predict for simultaneous changes, we collect samples at points along the two-dimensional space by varying the configuration along each prediction dimension. While we could predict along one dimension at a time by selecting the optimal configuration in each dimension sequentially, predicting along both dimensions simultaneously avoids blind-spots in the predictions. The former strategy only predicts along the second dimension at the decided optimal level of the first dimension, whereas the second strategy is more likely to find the globally optimal configuration along both dimensions since it considers all combinations of both dimensions. We can generalize the model to predict performance in a configuration space of higher dimensions, and we can prune the space through uniform or other sampling schemes to reduce model training overhead.
6.2.5 Selecting Sample Configurations

Every configuration used as a sample provides some additional data on what the performance will be on a different configuration. Although we could uniformly sample the configurations to reduce training and runtime search overhead, intuitively some configurations reveal specific architectural bottlenecks to scalability and performance. That is, certain configurations provide further insight into utilization of shared caches and memory bandwidth, and, thus, are stronger predictors than others. We therefore consider architectural properties while selecting the configurations that will best serve the prediction model.

When predicting along a single dimension (i.e., concurrency or DVFS-level), we can use a single sample configuration at the maximum concurrency or frequency available [21,24]. When predicting along multiple dimensions, our experimental evidence suggests that effective samples are drawn by sampling at points along each dimension. In more detail, we first sample at the maximum concurrency and frequency and then select additional samples, guided by architectural intuition, to improve coverage along each dimension. Each additional sample can simultaneously test new points along multiple dimensions. For example, along the concurrency dimension of a four core system the first sample could use all four cores at full frequency and the second sample could use two cores at a different frequency level (thereby providing insight into changes of both the concurrency and frequency dimensions). This technique allows us to limit the number of samples while still providing significant input for the predictor along each dimension.

6.3 Implementation

We have implemented our multi-dimensional prediction model within a runtime library to perform online adaptation of DVFS and DCT. We target parallel applications from the HPC domain with iterative structure, such that each program phase is executed many times. We exploit this
property to collect hardware event rates during the first few executions of each phase to serve as input for the model. We hardcode the model itself into the runtime system by programming the coefficients derived during the training process for a particular model into the library. The runtime system facilitates online predictions of performance based on the collected hardware event rates.

Our library targets power-performance adaptation of OpenMP applications and is implemented using only portable components. To use our library, applications are trivially instrumented with function calls around each adaptable phase, which are delimited as OpenMP parallel regions. At runtime, the library controls the execution of each phase in terms of the number of threads, their placement on cores, and the DVFS level selected by the predictor for global use. During the sampling phase, configurations are set appropriately and event rates are collected automatically by the library. We use the `omp_set_num_threads()` call to set concurrency within OpenMP and thread bindings with the Linux processor affinity system call, `sched_setaffinity()`. We record hardware event rates with PAPI [9]. We set DFVS levels using the `cpufrequtils` library, specifically using the `sysfs_set_frequency()` call. After making predictions, the library uses the predicted optimal configurations for all subsequent traversals of each phase.

Several forms of adaptation are possible through our runtime library. The simplest ones optimize either DCT or DVFS but not both during a given run by using the corresponding model to predict the effects of that power-performance knob. We consider two mechanisms to adapt DCT and DVFS in a single program run. First, we apply the two individual models sequentially to adapt first concurrency and then apply DVFS accordingly on the cores that are kept active. We refer to this model as the sequential prediction model. Second, we create a new model that simultaneously predicts changes in both concurrency and frequency, which we refer to as the unified prediction model.

When adapting DCT, the library can compare configurations simply using the predicted $uIPC$. However, when considering DVFS, including the hybrid approaches, we must be careful to ensure valid performance comparisons. A problem arises here because at lower frequencies
each cycle lasts longer, which causes higher IPCs to occur at lower frequencies while the program actually runs slower. This situation occurs because each memory access requires fewer cycles at lower processor frequencies. For this reason, we calculate instructions per second before making comparisons using the known frequency levels.

A program may have phases that are of too fine granularity to benefit from adaptation using either DVFS or DCT, as the overhead of performing adaptation can exceed its benefits. We have empirically identified a threshold of one million cycles, below which we simply use the currently active configuration when entering a phase. In practice, most application phases are much longer than the selected threshold; however short phases do exist and may distort performance significantly, if their locally optimal configurations differ from the optimal configurations of adjacent dominant phases.

6.4 Experimental Analysis

In this section, we evaluate our multi-dimensional prediction model. We begin with a brief description of the experimental setup. Next, we analyze the scalability of the benchmarks on our target machine. Then, we evaluate the model of performance prediction used to apply DVFS and DCT. Finally, we compare the benefits of applying DVFS and DCT independently and synergistically, in terms of both performance and energy benefits.

6.4.1 Experimental Setup

Our experimental platform has two Intel Xeon E5320 quad-core processors, for a total of eight cores. Each of two pairs of cores within a chip shares a 4MB L2 cache, creating an asymmetry in scheduling decisions in that two threads can be scheduled on a single chip in two different ways, with cache sharing and without it. This asymmetry is illustrated in Figure 6.1. Each core operates at a maximum frequency of 1.86GHz, with the possibility of reducing to 1.60GHz. The
system contains 4GB of memory and runs Linux kernel version 2.6.22. In all experiments, full system energy is collected per run using a Watts Up Pro power meter, and the average power consumption is computed based on the execution time and total energy consumption.

We experimented with benchmarks representative of parallel applications from the HPC domain. Specifically, we use seven benchmarks from the OpenMP version of the NAS Parallel Benchmarks suite (3.1). We use the class B input size, which consumes between 5% and 30% of system memory. The codes, implemented in C or Fortran and parallelized using OpenMP, have been extensively optimized for parallelism and locality [58]. The benchmarks have large variation in several interesting execution properties, including number of phases, scalability (global and per phase), compute- and memory-boundedness of phases, number of loop iterations, and computational intensity, thus making prediction challenging.
Figure 6.2: Execution time (bars) and energy consumption (lines) of the benchmarks across all configurations. The notation \((X, Y)\) denotes non-adaptive execution with \(X\) processors and \(Y\) cores per processor. The configurations with the best performance and energy for each benchmark are marked with a stripe and a large diamond respectively.
6.4.2 Application Scalability Analysis

Before evaluating DVFS- and DCT-based adaptation using performance prediction, we briefly analyze the scalability of the applications on our platform. To do so, we execute each application under all symmetric configurations on the experimental platform and record the execution time. Figure 6.2 presents the scalability results on our dual-processor, quad-core Intel Xeon system. As stated earlier, two threads on a single chip can execute with shared or private caches on this architecture. We use the notation $2s$ to indicate a shared cache and $2p$ to indicate private caches on our graphs. The notation $(X, Y)$ denotes non-adaptive execution with $X$ processors and $Y$ cores per processor, and later an additional term $Z$ is included to indicate the DVFS level used. Figure 6.3 displays the five possible configurations using a single processor. Symmetric configurations exist using two processor yielding a total of ten configurations on our experimental platform.

The figure shows that, in general, applications are far from scaling perfectly on the target platform. In particular, only one application achieves its best performance using all 8 cores. We observe essentially three categories of scalability in our experiments. First are those applications that manage reasonable speedup through the utilization of additional cores (BT). Second are applications that incur a non-negligible performance loss when using more cores (IS and MG). Third are applications that neither substantially gain nor lose performance from higher concurrency (CG, FT, and SP). Despite the poor utilization of additional cores, energy consumption generally increases with more cores.

BT illustrates that scalability on the quad-core processors is not inherently limited, if the
application exhibits a high ratio of computation to memory accesses. In BT, the lowest energy consumption also occurs at full concurrency, because scaling achieves significantly higher performance with only incremental additional power consumption. The limited scalability of other applications occurs due to particular execution properties, notably high memory access rates. In particular, BT sees a speedup of 2.68 through maximum concurrency compared to sequential execution.

IS and MG exhibit 2.31x and 1.17x slowdowns respectively from using all cores due to memory access intensity and the limited memory bandwidth available on our platform. Furthermore, IS observes a 31.5% performance improvement through the allocation of the entire processor cache space to a single core, compared to sharing the caches between two or more cores per processor, suggesting that destructive interference in the shared L2 results in memory bandwidth saturation and limited scalability. Interestingly, IS and MG both achieve minimal energy consumption using only a single thread, with additional concurrency increasing energy consumption by 157.1% and 26.3%, respectively.

CG, FT, and SP exhibit limited scaling from additional concurrency and their speedups have a plateau when concurrency crosses the boundary of a single quad-core processor. These benchmarks have a mean speedup of 24.9% through the use of all available cores compared to single-threaded execution. FT and SP obtain speedups of 42.2% and 19.5% respectively, from the four cores of a single processor, however minimal benefit is seen through the use of the second processor. In these three benchmarks, using fewer cores reduces energy consumption, as comparable performance is usually achieved at lower power consumption levels. Collectively, the benchmarks see a geometric mean slowdown of 4.7% scaling to maximum concurrency. At the same time, total system power consumption increases by 13.9% due to increased resource utilization. These effects combine to yield an average increase in energy consumption of 17.6%. Though multicore architectures are being marketed as an energy-efficient solution, clearly the efficiency in practice depends heavily on the scalability provided by the
architecture for a given application. If multicore processors are to be adopted for use in the HPC arena, either the system will need to be improved for the known properties of HPC applications, or the applications themselves will need to be re-engineered for better performance on multicore architectures.

The most energy-efficient configuration coincides with the most performance-efficient configuration for 4 out of the 6 benchmarks (BT, CG, FT, and IS). For 2 benchmarks (MG, SP), the user can use fewer than the performance-optimal number of cores, to achieve substantial energy savings, at a marginal performance loss. We also observe that for a given number of threads, performance can be very sensitive to the mapping of threads to cores (e.g. BT, FT, and SP when executed with 2 or 4 threads). Even if performance is insensitive to the mapping of threads to cores, power can be sensitive to the mapping of threads to cores. In MG, for example, distributing two threads between two sockets on the same die is imperceptibly less performance-efficient, but significantly more energy-efficient than distributing two threads between two dies.

Execution properties are not static within a given application [102]. Rather, applications experience phased behavior where program characteristics vary at repeating intervals. In our test cases, program phases have widely varying scalability and energy-efficiency characteristics, even within a single application. For example, the SP benchmark alone contains phases that experience optimality at six distinct configurations, with full concurrency yielding speedups ranging from $0.68 \times$ to $3.24 \times$. Thus, the optimal configuration for any given program phase may differ from surrounding phases. Runtime identification of poorly scalable phases could support fine-grain dynamic concurrency throttling that executes them with more efficient threading configurations.

We attribute the observed limited scalability of several benchmarks to memory contention, at all levels of the memory hierarchy. Specifically, two cores sharing a cache rarely benefit from data sharing, but rather suffer from destructive interference in the form of increased conflict misses between threads. Further, additional threads produce a higher demand on main memory,
producing contention at the shared front-side bus. These issues combine to limit scalability most in applications that are memory intensive and have primary or secondary working sets too large to fit into on chip cache space.

6.4.3 Performance Prediction Evaluation

We can train our prediction model with various training sets of one or more benchmarks. We selected a single benchmark to train the model, trading potentially higher prediction accuracy for less training time. Specifically, we used NAS-UA to perform training. UA has a large number of phases and widely varying execution characteristics on a per phase basis, including IPC, scalability, locality, and granularity. We have also used extended training sets with more benchmarks, but we do not present those results, since they did not notably improve model accuracy compared to our reduced training set. We selected sample configurations for each model to maximize the amount of information available to the model. For the DVFS model, we selected a single sample at maximum frequency within each given threading configuration. We selected two samples for DCT: (1,3) and (2,4). Finally, for the unified DVFS-DCT model, we selected three sample configurations: (1,2p,2), (2,2s,1), and (2,4,2), where the third term indicates the frequency level. These sample configurations were selected as outlined in Section 6.2.5 to provide data along each dimension of adaptation. In all cases, we made predictions for all configurations not sampled.

Using many events can benefit the model, however current architectures severely limit the maximum number of events that we simultaneously record, while multiplexing many events on the available event registers has a significant overhead and limited accuracy. Thus, we set the number of events used in our model to the number supported in the hardware. On our experimental platform, only two event registers are available, and one must always be used to collect $uIPC$, which is mandatory with our model. For all three models, the auxiliary event with the highest correlation with target IPC in the training data was L1 data cache accesses.
We derived the model coefficients offline using linear regression on samples of event rates and $uIPC$ on each configuration from the training benchmark. Figure 6.4 shows the percent of predicted samples for each model with error less than a particular threshold indicated on the x-axis. The results demonstrate high accuracy of the model in all three cases. In particular, the DVFS model yields a median error of only 3.0% (4.2% mean), the DCT model a median of 7.3% (11.2% mean), and the unified model a median of 6.1% (9.5% mean). We note that prediction is performed with input from 1, 2, or 3 sample configurations for the remaining of 20 possible configurations on our platform. The higher accuracy of predicting DVFS than DCT results from a simpler set of effects in changing DVFS level that our model captures easily, while DCT has complicated performance effects, due to the irregular, non-monotonic scalability patterns of many phases. Of the 20 possible configurations, the unified model correctly identifies the single best configuration in 35% of cases and in only 7% of phases are any of the ten worst configurations incorrectly selected. The predicted optimal configuration is on average 6.1% slower than the true optimal configuration. These results indicate that the model is an accurate means of attaining performance estimates to tune power-performance parameters without requiring potentially expensive empirical searches. The results compare favorably with similar empirical models [24, 77].

6.4.4 Evaluation of DCT and DVFS Adaptation

In this section, we evaluate the use of our prediction models in conjunction with runtime adaptation of multithreaded scientific codes. We begin by comparing the use of only DVFS or DCT. We then analyze two schemes for adapting both DVFS and DCT, specifically applying them sequentially or in a unified manner. Finally, we compare prediction-based adaptation against the use of empirical search in identifying optimal configurations. Figure 6.5 presents the results of adaptation through the various mechanisms for each benchmark and Figure 6.6 shows the geometric mean of the normalized energy and execution time results.
Figure 6.4: Cumulative distribution functions of prediction accuracy of the three prediction models.
Figure 6.5: Results of adaptation through various techniques. The group of bars left of the divider represent static configurations and those right of the divider are the adaptive strategies. The adaptive configurations with the best performance and energy for each benchmark are marked with a stripe and a large diamond respectively.

Figure 6.6: Geometric means of the benefits of adaptation through various strategies. The adaptive configurations with the best performance and energy for each benchmark are marked with a stripe and a large diamond respectively.
We compare the various strategies against the results of “static executions” that use a single configuration for the entire execution. We specifically compare to using full concurrency and frequency (static) and to the best performing of all static executions (static optimal). Clearly, we derive the static optimal post-facto: we could not know it online in practice without exhaustive offline execution of each application on all configurations, for each specific input. We use static optimal as a potentially unrealistic, baseline of comparison for the other strategies. The static optimal, however, is not necessarily the overall optimal, as each phase may have its own optimal configuration.

**Adaptation using one knob**

In this analysis, we make adaptation decisions by selecting the configuration with the highest predicted performance, because HPC applications in general must maintain maximum performance. The results of applying DVFS using the model support the intuition that DVFS is generally unable to improve performance compared to simply using all available cores at maximum frequency. There are cases in memory-bound phases where this assumption is violated and scaling down frequency can actually improve execution time [42], but these phases are relatively rare. Specifically, our experiments reveal no benefit in terms of performance or energy from adapting to the DVFS level with the highest predicted performance. Without allowing for some loss in performance, DVFS alone is not generally able to significantly benefit energy consumption. We can attribute this result to some extent to our system having only two voltage/frequency levels available to software, where the lower level is not substantially more power-efficient than the higher level (1.6 vs. 1.86 GHz).

On the other hand, using DCT with the prediction model provides substantial benefits in execution time (9.5% mean savings), power consumption (3.7% mean savings), and energy consumption (13.1% mean savings) compared to the static execution with all cores active. Despite the overall success of DCT, mispredictions for two benchmarks result in an observed in-
crease in execution time – FT by 11.6% and SP by 4.2%. However, SP still manages an energy savings of 2.5% because of the reduced power consumed by the fewer active cores, and FT increases energy by only 1.0% and is the only benchmark not to have energy consumption reduced through DCT. In contrast, the largest benefit occurs with IS which sees a 40.7% reduction in energy consumption. When compared to the static optimal execution, DCT is within 8.1% mean performance and even surpasses that performance with CG by 2.0% due to phase-awareness. These results indicate that at least at the scale of a few multi-core processors integrated on a single node, DCT is the more suitable of the two power-performance knobs for use in the HPC domain, since it can improve or sustain performance, and improve energy-efficiency by substantial margins simultaneously.

Adaptation using two knobs

We can combine the two power-performance knobs in multiple ways. First, we consider applying them sequentially. We first apply DCT and then DVFS on the active cores in each phase rather than the other way around, since DCT has a clear advantage over DVFS in reducing power while improving performance, as exhibited in our earlier experiments. We note that this may not be necessarily true in other experimental platforms that allow more fine-grain control of voltage/frequency. Since we make decisions to maximize predicted IPC and our platform has only two DVFS levels with a small frequency difference, DVFS adds very little benefit to DCT alone, and no reduction in execution time compared to DCT alone occurs. However, DVFS reduces power and energy consumption by 2.3% and 2.0% respectively beyond DCT alone on average, by identifying several isolated phases to reduce frequency without negatively impacting performance.

The major advantage of the unified prediction approach is that it eliminates blind-spots in the configuration space during the prediction process. Whereas sequential application of DVFS and DCT will only evaluate DVFS options on the decided DCT level, the unified approach
considers all possible values of each parameter at a single stage. Further, the unified scheme uses the same number of execution samples as the sequential approach, however it uses all samples for both DVFS and DCT models, instead of dividing them.

Because of its advantages over the sequential approach, the unified scheme improves performance by 2.2% and reduces energy by 1.9% (geometric mean improvements over the sequential approach). When compared to the default execution using maximum concurrency and frequency, the advantages of unified adaptation become even clearer. Specifically, we see an 11.8% speedup simultaneous with a 5.9% reduction in power consumption, resulting in an overall reduction in energy consumption of 17.0% (geometric mean improvements over static execution). In fact, all benchmarks experience improved performance with the exception of FT, which slows down by a mere 0.3%. Similarly, all benchmarks benefit from reduced energy consumption. Even when compared to the oracle-derived executions on the static optimal configuration for each benchmark, unified adaptation achieves energy consumption within 4.2% and performance within 7.0% (geometric means), and better performance by 2.0% in the case of BT due to identification of improved per-phase configurations. This indicates that prediction models are both viable and effective in addressing the multi-dimensional program adaptation problem.

Prediction vs. search approaches

We have also implemented two empirical search approaches to identify optimal DVFS and DCT configurations. The first of these performs an exhaustive search of the configuration space before making a decision, while measuring the execution time of phases with each configuration. This approach does not require any offline training, so the programmer can use it with minimal effort. However, the online overhead of testing many possible configurations stands to reduce any potential benefit of adaptation considerably, which is what occurs in practice. The exhaustive search method reduces execution time by 3.5%, power by 4.0%, and energy by 7.3%,
well below the savings of our prediction-based techniques. Exhaustive search proves superior to prediction schemes in only SP, which executes 400 workload-invariant iterations and where prediction sees higher than usual configuration prediction error.

For comparison purposes we also consider a heuristic search approach, based on a binary search of the configuration space, similar to the approach evaluated by Li and Martinez [83]. A fair direct comparison between our prediction models and the approach discussed previously [83] is not possible, since contrary to the simulation-based study in previous work, our evaluation was conducted on a real system with a different workload (NAS benchmarks), and adaptation through binary search was implemented by timing the execution time of phases during a single run instead of over multiple runs of each benchmark. Nevertheless, we believe that our comparison can still provide useful insight on the appropriateness of heuristic search and prediction-based approaches to dynamic program adaptation.

Our implementation of binary search begins by executing at full concurrency and frequency, then sequentially performs binary searches of the concurrency and DVFS dimensions. During the searches, if a sample is tested with worse performance that the first sample, concurrency or DVFS is increased in the next tested sample. This approach has considerably reduced overhead compared to the exhaustive search, because many configurations need not be tested, resulting in 7.6% better performance and 4.1% lower energy consumption (geometric mean improvements over exhaustive search). Compared to the static execution, performance is improved by 11.1% and energy by 11.4%, however power consumption is only reduced by 0.4%. This suggests that a heuristic search can be effective in the context of adapting DCT and DVFS at runtime. However, it still falls short of the static optimal configuration by 7.7% for performance and 9.8% for energy.

The most interesting comparison is between the unified prediction model and binary search. Binary search achieves performance 0.7% worse than the unified prediction approach while consuming 5.6% more energy (geometric mean differences). Binary search suffers from blind-spots that prevent identification of effective configurations at low concurrency or DVFS levels,
which tend to consume less power, so the unified prediction model can reduce power further, on average by 5.5%. Binary search does have better performance than the unified model in three of six cases (CG, FT, and SP), however energy consumption is higher in all but one case (SP). In particular, the results of binary search suffer for MG and IS because they contain too few iterations to amortize the search overhead, in contrast to BT and SP, where binary search excels since the applications execute 200 and 400 iterations respectively. As future systems continue to increase in parallelism as well as the number of DVFS levels available, the overhead of searching is expected to increase and the relative benefit of prediction is expected to grow.

6.5 Summary

The number of cores integrated in a single microprocessor is increasing at an almost exponential rate; however most applications, even from the highly specialized HPC domain, fail to exploit many cores. We have shown that HPC applications observe performance losses even beyond modest concurrency levels on an 8-core system. In this chapter, we presented a model to predict the performance effects of applying multiple energy saving techniques simultaneously. The model applies statistical analysis of hardware event rates to estimate how voltage/frequency scaling and dynamic concurrency throttling influence performance in application phases and across system configurations. Over a range of benchmarks, our model achieves a median error of only 6.1% in prediction, in response to simultaneous tuning of DVFS and DCT. The high prediction accuracy allows for the successful identification of efficient operating points and phase-aware adaptation in HPC applications.

We have applied our model to adapt program execution by regulating concurrency as well as DVFS levels. Our results indicate that while DVFS on its own is not ideal for the HPC domain where performance is critical, DCT is an attractive solution. Further, we find that combining the two approaches in a synergistic fashion, can simultaneously improve performance and energy-efficiency relative to either approach in isolation. Specifically, a unified adaptation
model achieves performance improvements of 12%, power savings of 6%, and energy savings of 17% compared to using all cores at full frequency, outperforming an approach that sequentially applies DCT and DVFS. We also compare our prediction model to methods using exhaustive or binary search that time system configurations. We find that while binary search outperforms exhaustive search, it is not necessarily superior to the prediction-based approach due to overhead and blind-spots. As we scale to more cores and DVFS levels, the overhead of search-based approaches is likely to increase, widening the advantage of prediction. Given that the performance of prediction-based methods can effectively approximate the performance of an oracle, we conclude that they are a viable alternative for future-generation systems with many cores and fine-grain power control capabilities.

Our work is not without limitations, which we will attempt to address in future research. A linear regression model buys speed for runtime adaptation, at the cost of accuracy. More elaborate models, such as piecewise polynomial approximation or neural networks, may improve prediction accuracy, at the cost of increased runtime overhead, and we explore this in the next chapter. Adaptation schemes have both direct and indirect costs while switching system configurations. Direct costs stem from the actual switching overhead, while indirect costs stem from gradual redistribution of the working set of the application between cores and caches. Our multi-dimensional prediction model currently does not account for any indirect costs of adaptation. Both the selection of samples during training/actuation and the configuration interaction terms in the model need to be revisited to account for interference between adjacent phases. Preliminary investigation of this problem shows that although cross-phase interference is not necessarily acute on small-scale platforms such as the one evaluated in this chapter, it is far more noticeable on large-scale multiprocessors, such as NUMA systems. Adaptation capabilities are not readily available in all applications, as they are often prohibited by the semantics of the programming environment. For example, MPI applications are typically much harder to implement adaptively than OpenMP applications. Addressing this issue will require efforts to make runtime environments for parallel programming more amenable to dynamic concurrency.
throttling, and extension of our prediction model to take into account any implications of the programming model and the runtime environment on adaptation.
Chapter 7

Evaluating ANNs for Performance Modeling

In Chapter 5, we evaluated phase-sensitive concurrency throttling on a system of multiple simultaneous multithreaded processors. In prior work, we rely on regression techniques for predicting optimal levels of concurrency and thread placement. Here we leverage machine learning, specifically artificial neural networks (ANNs). We use ANN-based performance prediction to identify the desired level of concurrency and the optimal thread placement [27]. The ANNs are trained offline to model the relationship between performance counter event rates observed while sampling short periods of program execution and the resulting performance with various levels of concurrency. The derived ANN models allow us to perform online performance prediction for phases of parallel code with low overhead by sampling performance counters. The use of our ANN approach removes the burden of managing the training phase and providing domain-specific knowledge, two steps that are crucial to regression-based prediction strategies [77].

This work is the first to compare different prediction techniques directly in the context of scalability prediction [28]. We explore two primary techniques: multiple linear regression and artificial neural networks (ANNs). We compare ANNs to linear regression within ACTOR,
ensuring an accurate reflection of the trade-off between prediction speed and accuracy. We conduct this study on a medium-scale SMP, with two quad-core processors, for a total of eight cores, which provides increased phase-sensitivity of the optimal concurrency levels.

In this chapter, we make five primary contributions. First, we analyze the effectiveness of ANN-based concurrency throttling on a quad-core Intel Xeon. Second, we rigorously compare the efficacy of different prediction techniques for online concurrency throttling. Third, we provide an improved understanding of the phase-sensitivity of the scalability and energy-efficiency of multithreaded scientific applications on multicore SMPs. Fourth, we evaluate the effectiveness of concurrency throttling in such an environment through direct measurement of power consumption. Fifth, we conclude that a linear model is sufficiently accurate to achieve significant performance gains, and outperforms, on average, a model derived using ANNs in terms of overall performance and power consumption in an online DCT system, although ANN-based models reach a slightly larger number of optimal DCT decisions.

This chapter has two primary sections. In Section 7.1, we describe the use of ANNs for scalability prediction within the DPAPP model. Section 7.1.1 discuss what ANNs are and how they may be used with DPAPP. We then present the results of DCT using ANNs in Section 7.1.2. We also perform a comparison of ANNs to multiple linear regression in Section 7.2. We discuss the way each modeling technique is used in Section 7.2.1 and present the prediction accuracy and results of DCT using each technique in Section 7.2.2. In Section 7.3, we provide a summary of the entire chapter.

7.1 Evaluation of ANNs for Performance Modeling

7.1.1 Concurrency Throttling Using Neural Networks

We now describe the performance prediction component of ACTOR, our runtime system that dynamically throttles concurrency to improve performance and energy efficiency. ACTOR
adapts applications by identifying better-performing numbers of threads and thread placements for each phase. Phases are collections of parallel loops or basic blocks assigned for execution to different threads. We focus on a novel approach to concurrency throttling based on runtime performance prediction using ANNs on observed performance counter event rates.

Overview of Artificial Neural Networks

Machine learning studies algorithms that learn automatically through experience. For our problem, we focus on a particular class of machine learning algorithms called artificial neural networks (ANNs). Their many previous uses include microarchitectural design space exploration [54], workload characterization [121], and compiler optimization [32]. ANNs automatically learn to predict one or more targets (here, IPC) for a given set of inputs. We choose ANNs because they are flexible and well suited for generalized nonlinear regression, and their representational power is rich enough to express complex interactions between variables: any function can be approximated to arbitrary precision by a three-layer ANN [94]. They require no knowledge of the target function, take real or discrete inputs and outputs, and deal well with noisy data.

An ANN consists of layers of neurons, or switching units: typically, an input layer, one or more hidden layers, and an output layer. Input values are presented at the input layer and predictions are obtained from the output layer. Figure 7.1 shows an example of a fully connected feed-forward ANN. Every unit in each layer is connected to all units in the next layer by weighted edges. Each unit applies an activation function to the weighted sum of its inputs and passes the result to the next layer. Figure 7.2 [94] shows a unit with a sigmoid activation function. One can use any nonlinear, monotonic, and differentiable activation function. We use the sigmoid activation function for our models.

Training the network involves tuning edge weights via backpropagation, using gradient descent to minimize error between predicted and actual results. In this iterative process, the train-
ANNs have a tendency to overfit on training data, leading to models that generalize poorly to new data despite their high accuracy on the training data. This is countered by using early stopping [13], where we keep aside a validation set from the training data and halt training as accuracy begins to decrease on this set. However, this means we lose some of our training data to the validation set. To address this, we use an ensemble method called cross validation to help improve accuracy and mitigate the risk of overfitting the ANN. This technique consists of
splitting the training set into $n$ equal-sized folds. Taking $n=10$, for example, we use folds 1-8 for training, fold 9 for early stopping to avoid overfitting, and fold 10 to estimate performance of the trained model. We train a second model on folds 2-9, use fold 10 for early stopping, and estimate performance on fold 1, and so on. This generates 10 ANNs, and we average their outputs for the final prediction. Each ANN in the ensemble sees a subset of training data, but the group as a whole tends to perform better than a single network because all data has been used to train portions of it. Cross validation reduces error variance and improves accuracy at the expense of training multiple models.

We model the effects of changing concurrency and thread placement. Hardware performance counter values collected during a brief sampling period at maximal concurrency become input to our ANN ensemble that predicts IPC for each phase on alternative configurations. The online sample period runs on as many cores as available to represent the greatest possible interference among threads, and resulting predictions estimate the degree to which contention will be reduced by throttling concurrency. Our modeling approach produces the following function for each desired target configuration, $T$, mapping observed event rates ($e_i$) on the sample configuration, $S$, to IPC on the target configuration.

### 7.1.2 Results of ANN-based Adaptation

**Evaluation of ANN-based Performance Prediction**

Our experimental platform is a Dell Precision Workstation 390n running Linux kernel version 2.6.18. The particular machine has a single Intel Xeon quad-core processor (QX 6600). The processor is designed as two dual-core processors placed on a single chip. As such, there are two 4MB L2 caches, each shared between two of the cores. Hereafter, we refer to the two cores sharing a single cache as tightly coupled, and as loosely coupled otherwise. Additionally, the system has 2GB of main memory and a 1066MHz frontside bus.
In our evaluations, we use benchmarks from the NAS Parallel Benchmark suite version 3.2 [58] to represent modern scientific applications. The codes are implemented in either C or Fortran, have been parallelized using OpenMP, and have been extensively optimized for parallelism and locality [58]. We execute them under various levels of concurrency and under specific bindings of the threads to cores, performing experiments with five different threading configurations: first, a single thread bound to a single core (configuration 1), two threads bound to two tightly coupled cores (configuration 2a), two threads running on two loosely coupled cores (configuration 2b), three threads (configuration 3), and four threads running on all four cores (configuration 4). Figure 3.6 shows the limited scalability of parallel applications on our testbed.

Performance counters were collected using PAPI version 3.5. We use each benchmark for evaluation by training as many models as there are applications, each time leaving one particular application out of the training process. In this way, we perform prediction for each application with a model that has never seen data from the target application. In practice, the model would generally be trained a single time with a given set of training applications, and would subsequently be used for any desired application, with possible refinements to reflect data from the current workload.

In our evaluation of the ANN-based predictor, we have selected a set of twelve hardware events representing the cache and bus behavior of the application. Our experimental platform only allows the simultaneous recording of two events. As a result, we employ collection across multiple timesteps to record all necessary events. However, several of our benchmarks contain very few iterations, in which case the sample execution period can consume a significant fraction of the overall execution time, thereby limiting the potential benefits of adaptation. In response to this situation, we limit the number of monitored timesteps to at most 20% of the total execution. While reducing the number of counters used in prediction will likely have some minimal effect on the prediction accuracy, the benefits of using the improved concurrency level for a larger percentage of execution time is likely to outweigh the negative effects on accuracy.
Figure 7.3: Execution times by hardware configuration.
In the following evaluation we use a reduced number of events for the applications with fewer iterations (FT, IS, and MG).

Figure 7.4 gives a cumulative distribution function of the error of our ANN-based predictor, showing the percentage of samples that fall within increasingly higher levels of observed error. Specifically, we make predictions for four target configurations (1, 2a, 2b, and 3) and these results are accumulated over all predictions made. For each sample, error is calculated as \(|(IPC_{obs} - IPC_{pred})/IPC_{obs}|\). Overall, the median error is only 9.1%. Further, 29.2% of the predictions exhibit errors of less than 5%.
An alternative metric for evaluating the accuracy of the predictor in the context of concurrency throttling is the rate at which the optimal configuration is selected. Figure 7.6 shows the percentage of phases where each ranking configuration is selected. In 59.3% of phases, the single best configuration is correctly identified, and the second best configuration is selected in an additional 28.8%. In only one case out of 59 is the second worst configuration selected, and the worst is, in fact, never identified as optimal. These results show that ANN-based performance prediction is effective at identifying optimal or near-optimal concurrency levels.

**Concurrency Throttling Evaluation**

Figure 7.5 displays the results of our prediction-based concurrency throttling approach normalized by the four core execution, as well as those of the alternative execution strategies. We compare against using all available cores for multithreaded execution, which would normally be the default for a performance-oriented developer. We present results for two approaches based on the use of oracle-derived configurations. The one that we call the global optimal uses the best static configuration for an entire application. The second, the phase optimal, uses the best configuration for each phase. In each of these cases, this information would not normally be available, however they serve as points of comparison to evaluate the effectiveness of the library.

By using our approach for low overhead identification of improved concurrency levels, we see an average performance gain of 6.5% compared to the default strategy of simply using all available cores. Even BT, which scaled well on the four core machine, sees a substantial gain of 4.7% through our phase-aware adaptation strategy, which successfully identifies phases in BT that can be improved by concurrency throttling. Additionally, SP sees minor gains from more cores, however ACTOR is able to improve its performance by 5.2%.

When compared to the two oracle-derived strategies, we can see that ACTOR falls short of these oracular approaches, coming in 2.5% and 4.9% slower on average than the global and
Figure 7.5: Execution time, power consumption, and energy consumption prediction-based adaptation compared to alternative execution strategies.
phase optimals, respectively. This shows potential benefits of improving prediction accuracy. Further, reduced online overhead of sampling is possible on architectures with more counter registers to reduce the number of rotations necessary for event collection.

One surprising result is that no power is saved through concurrency throttling, on average. We successfully leave cores idle, but it is likely that by changing the binding of threads, we are interfering with cache warmth. This, in turn, causes increases in bus and memory accesses, thereby increasing off-chip power consumption. So, while on-chip power consumption is reduced by small amounts, this is overcome by the off-chip increase. There are also cases, as pointed out in Section 6.4.2, where power is increased through selecting reduced threading configurations with better performance. Together, these situations result in an average increase in power consumption of 1.5%. However, given the considerable improvement in execution time, the total energy consumption goes down by an average of 5.2%.

A popular metric in power-aware HPC is energy-delay-squared ($ED^2$), which considers power consumption but is more influenced by performance, commensurate with the heavy emphasis on performance in HPC. Given the large improvements in execution time, with very minor increases in power consumption, we experience significant reductions in $ED^2$, saving an overall 17.2%. The most significant result occurs with IS, which shows that for applications that scale poorly, concurrency throttling is imperative to achieve energy-efficiency with a 71.6% improvement in $ED^2$. However, it is clear that further gains are possible through this approach as the phase optimal execution sees a 29.0% improvement compared to using four cores.

### 7.2 Comparing ANNs to Regression

To compare artificial neural networks with multiple linear regression, we utilize a different experiment platform than for the evaluation of ANNs alone in the previous section. Instead, we perform physical experimentation on a state-of-the-art dual-processor quad-core Intel Xeon platform as described in Section 6.4.1. Though not a “many-core” system, this larger scale
platform further tests the scalability of parallel applications and better represents future systems with a larger number of cores.

### 7.2.1 Strategies for Scalability Prediction

**Training with Linear Regression**

To derive a linear regression-based model, we use the training process outlined in Section 6.2. Linear regression has some limitations. First, it only considers terms that are explicitly included in the input and model accuracy requires that we encode detailed architectural knowledge in the model. Second, we must explicitly model interactions between multiple events or between a particular event across sample configurations. The required specification of architectural knowledge and event interactions increases the burden on the modeler. Further, it can be hard to decipher the correlation between event rates and IPC. We have found event rates to have a multiplicative effect on the sample configuration IPC, rather than an additive one, so we included a term representing the product of each event rate with IPC. Another limitation is that the derived model cannot capture non-linear effects of predictor variables on the response variable.

**Training with ANNs**

We also consider models trained using the technique outlined in Section 7.1.1. The ANN-based approach automatically develops a model based on a collection of samples without requiring user-input or domain-specific knowledge. Instead, the modeling process automatically determines possible interactions, which greatly reduces user effort. Further, ANNs are able to capture complicated and non-linear relationships between inputs and outputs. However, as a result, while regression-based models for performance prediction have very low overhead due to their simplicity, ANNs require a relatively large amount of computation. Further, ANNs are treated as black-boxes, which prevents insight into the architecture based on the model.
7.2.2 Results of Comparing ANNs to Regression

In this section, we compare the performance of models trained using multiple linear regression and ANNs. Specifically, we begin by comparing the resulting accuracy of each model, in terms of both absolute accuracy and optimal configuration identification. Then, we compare the resulting performance and energy improvements observed by performing dynamic concurrency throttling using each approach. We performed the experiments presented in this section on the dual processor, Intel quad-core platform described in Section 6.4.1 and evaluated in Section 6.4.2.

Performance Prediction Evaluation

We begin by evaluating the accuracy of our prediction approaches. For model training we use a collection of phases from the NAS-UA benchmark, with the phases from all remaining benchmarks used for evaluation. As sample configurations, we use one at full concurrency (two processors, four cores per processor) with a second using a single processor with three cores active, providing variation in both the number of processors and cores, with predictions made for all of the remaining eight configurations. Our experimental platform only has two hardware event counter registers, on which we record instructions retired and L1 data cache accesses, which we identified as the event with the strongest correlation to IPC.

Figure 7.6 presents the empirical results of both prediction methodologies. The left graph in the figure gives a cumulative distribution function of prediction error, showing the percentage of samples that fall within increasingly higher levels of observed error. For each sample, error is calculated as $\left| \frac{IPC_{\text{obs}} - IPC_{\text{pred}}}{IPC_{\text{obs}}} \right|$, where $IPC_{\text{obs}}$ corresponds to the actual measured cumulative IPC and $IPC_{\text{pred}}$ corresponds to the cumulative IPC predicted by the model. In the graph, it can be seen that regression is slightly more accurate for scalability predictions in that the percent of samples for regression within any given threshold is always greater than or equal to that for ANNs. Overall, the median error for regression is 5.6% (9.4% mean) and that for
ANNs is 7.5% (12.8% mean), demonstrating a modest advantage for regression. Furthermore, these low error rates occur despite very complex scalability patterns.

An alternative metric for our models is the rate at which they correctly identify the best configuration (or one with very similar performance). The right graph of Figure 7.6 presents the percent of samples for which the approaches select each ranking configuration. This graph shows comparable accuracy for both training approaches. In each case, the predictor identifies nearly optimal configurations in most cases. Specifically, regression correctly identifies the best configuration in 28.6% of phases and selects one of the top five for 85.7% of phases. Similarly, ANNs select the best configuration for 32.1% of phases and on of the top five for 75.0%. ANNs are more effective in identifying the single best operating point, but less so for the top \( n \) configurations for all \( n \) larger than 1. In phases with limited scalability it becomes more difficult for the models to differentiate between multiple configurations with near-identical performance. At the same time, in such phases, misprediction of the optimal configuration does not harm performance significantly, therefore the overall impact of misprediction is tolerable.

One interesting difference between regression and ANNs is the computational overhead of model evaluation. We find that performing all eight necessary predictions takes approximately 100K cycles with regression and 1M cycles using ANNs for each application phase. While this ten-fold difference is quite large, in neither case is the overhead likely to impact the overall performance of long-running parallel applications. We conclude that in the context of scalability prediction, while both approaches achieve quite high accuracy, regression is slightly more accurate. This rather surprising result can be explained by the relatively small training size, which proves sufficient to derive an accurate model using the simple linear approach, but insufficient for the complicated modeling performed by ANNs.
Figure 7.6: Cumulative distribution function (left) and percent of phases for which each ranking configuration is correctly selected for each prediction strategy.
Figure 7.7: Execution time and energy consumption of various execution strategies.
Concurrency Throttling Evaluation

Figure 7.7 displays the results of each prediction-based concurrency throttling approach for each evaluation benchmark. Additionally, Figure 7.8 presents the geometric mean of the results normalized by the execution with all available cores. We compare against using all available cores for multithreaded execution, which would be a natural choice for a performance-oriented developer. We also present results for an approach based on the use of oracle-derived configurations (static optimal), where we use the best static configuration for an entire application. This information is not easily available since it requires an exhaustive search of the configuration space using complete executions of the applications, however it serves as a point of comparison to evaluate the effectiveness of the library.

DCT using a linear regression predictor yields a mean performance improvement of 9.5% over full concurrency. By comparison, ANNS provide a 7.4% improvement. The small performance advantage for regression-based prediction is justified by the higher (1.9% on average) prediction accuracy that it achieves. The performance of regression-based prediction suggests that a linear model can accurately capture the effects of event rates on performance. If the data did not follow a linear trend, then ANNs would have an advantage even with a small training
size and would achieve higher accuracy and better performance than regression. This finding further suggests that the relationship between event rates and parallel scalability on multicore systems is highly linear.

Despite the accuracy and performance advantage of regression overall, each approach is better in three of the six cases. The mean difference between model performance is largely attributed to the IS benchmark, where regression achieves a 47.3% performance improvement, compared to 30.3% for ANNs. In all cases ANNs maintain or improve performance relative to maximum concurrency, while regression sees a 4.2% and 11.6% slowdown for SP and FT respectively. ANNs are also able to achieve a modest 2.3% speedup for BT, which is the one benchmark that scaled fairly well to all cores, demonstrating the potential advantage of performing adaptation at the phase level. Similarly, the linear regression predictor brings the performance of CG beyond the performance achieved by the static optimal configuration. The results of the study of individual benchmarks are inconclusive with respect to the predictors, although it appears that ANNs predict higher scalability better while linear regression predicts low scalability better.

Regression-based prediction optimizes energy consumption better than ANNs. Specifically, the average energy consumption is reduced 9.1% using ANNS versus 12.9% using regression. The relative energy savings of regression over ANNs are based on the 1.9% relative performance gain reported above combined with a 1.9% average power reduction (not shown). The regression-based model achieves lower energy consumption in five of the six benchmarks, suggesting that it more effectively identifies opportunities to conserve power, even if execution time is not always reduced.

Two reasons lead both prediction-based adaptive approaches to fall short of the static optimal configuration in all but one benchmark. First, even though the prediction-based approaches have relatively minimal overhead (the two sample configurations), this overhead can be significant for applications with few iterations; an oracle derives the static optimal so it has no overhead. Second, any prediction-based approach has some error, which limits the potential
savings relative to a static offline approach, though offline approaches are infeasible due to large search spaces that much be evaluated for any given program input.

Overall, the regression-based model does outperform the ANN-based model by all metrics. We believe that the modest model specification cost associated with regression is worthwhile for the advantages it provides. Despite slightly better results using regression for model training, these results show that both modeling approaches are quite effective and can provide substantial performance and energy savings.

7.3 Summary

In this chapter, we compared multiple linear regression and artificial neural networks for the prediction of parallel application scalability on a multicore multiprocessors. We based our models on hardware event counters collected at maximum concurrency, using different techniques to train the models and to capture the relationship between hardware counters and scalability. Our experiments yield median error rates of only 5.6% and 7.5% and performance improvements of 9.5% and 7.4% for linear regression and ANNs respectively, with simultaneous improvements in power consumption in both cases. These results demonstrate the potential of dynamic concurrency throttling on multicore systems, and further that the high accuracy achieved by each training methodology results in effective configuration selection. Across all evaluation metrics multiple linear regression proved slightly more effective on average, given the limited training size, which indicates that a linear model sufficiently captures the relationship of hardware events to performance.
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Chapter 8

Summary and Future Work

8.1 Summary

The performance and power characteristics of applications running on emerging computing systems composed of multithreaded and multicore processors demand consideration of throttling concurrency when scalability bottlenecks result in no performance gain, or a performance loss, from using additional processing elements. In this dissertation, we have presented an approach to dynamic concurrency throttling (DCT) that uses information collected at runtime to predict the performance of an application across various hardware configurations. The system collects hardware event counters to provide insight into the interaction of the hardware and software, allowing the predictor to characterize the performance and scalability of a given program phase.

We have considered the use of both multiple linear regression and artificial neural networks for use in model training, and found that both were highly accurate and each had particular advantages over the other. Overall, in the context of scalability prediction, we found multiple linear regression to be slightly more accurate. Further, we have developed a nearly automated training system to provide portability of our prediction model. When tested on a range of architectures using real parallel scientific applications with a wide variety of execution characteristics, the model achieves accuracy approaching 95%. Further, we show that the model is able to identify
near-optimal concurrency levels and thread placements in most cases with minimal overhead relative to alternative adaptation strategies.

We have presented an autonomic runtime system (ACTOR) that employs the described performance predictor and have shown that adaptive concurrency throttling can be performed with performance- and energy-effective decisions being made, while keeping the overhead at manageable levels. The described system is shown to outperform adaptation strategies based on empirical searches of the configuration space due to reduced exploration overhead. Finally, the approach is shown to be significantly more effective than simply using all available execution contexts for all phases, in terms of performance, power, and energy consumption. It yields performance results comparable to offline-derived application/input-size specific decisions, and improvements in power and energy, without requiring additional application/input-size specific analysis. Specifically, DCT based on scalability prediction achieves performance gains in the range of 5%–18% across a range of multithreaded and multicore architectures, while simultaneously reducing power consumption by 0%–11%, resulting in energy savings of 5%–27%.

We extended the ACTOR system to provide support for runtime adaptation of DVFS in conjunction with DCT. We accomplished this by expanding the DPAPP predictor to model the effects of adapting DVFS levels as well. In particular, we developed a unified model that is capable of predicting the performance of applying DVFS and DCT simultaneously, capturing the interacting effects of both approaches. We find that adapting DCT and DVFS at the same time using a unified model results in better performance and energy-efficiency than approaches where they are applied sequentially or in isolation.

The approaches presented in this dissertation provide a set of thoroughly evaluated solutions to improve the performance and energy-efficiency of parallel scientific applications executing on multithreaded and multicore systems. Further, we have implemented a runtime system that exploits the various presented techniques to achieve considerable performance improvements and power savings from within real applications on a wide variety of actual machines.
8.2 Future Work

There is a wide variety of future projects based on the work we have performed to-date. In the remainder of this section, we discuss future directions that this work could take.

8.2.1 Extending the Notion of Phases to MPI

In the work performed thus far, we have exploited explicit phase markers in the form of OpenMP directives which specify the occurrence of parallel regions. However, this limits both performance prediction as well as adaptive concurrency throttling to codes parallelized using OpenMP. While a large number of codes destined for SMP execution are written with OpenMP, a majority are written in MPI. To increase the applicability of our work, we could locate effective phase markers within MPI codes for use with prediction and adaptation. Previous work has considered all code between two MPI library calls [38] or between two collective operations to be part of a single phase. Future work should explore strategies for phase identification in terms of their effectiveness in the context of performance prediction and adaptive concurrency throttling.

While performance prediction can be performed at essentially any granularity, concurrency throttling inherently relies on being able to change the number of threads/processes used to execute an application, which is not possible at all granularities. If code regions between two MPI calls or between two MPI collective operations are used to approximate program phases, then the number of MPI processes will not necessarily be able to be changed for each phase. One promising approach is to identify a program-wide optimal level and change the number of MPI processes at runtime using a system such as that presented by Sudarsan, et al. [108].

8.2.2 Thermal Optimization with DCT

When using DCT, cores that are left idle will tend towards a lower operating temperature. This property can be exploited to control the temperature of processors during thermal emergencies,
that is, in times when the processor temperature reaches undesirable levels. Specifically, idle cores could be rotated around to all cores in the system at some time interval, and the same could be done at the entire processor level when processors are left idle. This would allow each core to cool-off for some period of time by being left idle. Similar work has been performed by Merkel, et al. [93] to rotate jobs around already idle cores to reduce thermal emergencies. Heo, et al. [49] have also considered migrating two jobs with different thermal properties between cores to prevent prolonged stress on a single CPU component. An alternative target metric could be system temperature, and DCT could be used selectively to minimize this value or keep it below some threshold.

8.2.3 Alternative Uses for Idle Cores

While DCT currently exploits the deactivation of processors, cores, and threads to improve the energy-efficiency of an application, the cores may well be used to improve the performance of the application in some way other than multithreading. Much work has gone into optimizing single-threaded application execution on multicore and multithreaded architectures to take advantage of otherwise idle cores. This work on “helper-threading”, as it is called, could be used to take advantage of cores left idle by concurrency throttling. We have already shown in Section 3.4 that the potential performance gains through the use of speculative precomputation on SMT contexts that yield significant slowdowns when used for TLP [29], and it can be expected that similar gains will be seen on other architectures with other techniques. Possible techniques that could be explored include communication offloading, data prefetching, and application self-monitoring. Further, an optimal allocation of cores between the various execution strategies (TLP vs. helper-threading) could be found based on observed execution properties.
8.2.4 Prediction-based Dynamic Space Sharing

As modern systems continue to increase in the number of cores they contain, scalability limitations will make it more efficient to share the system between multiple parallel applications via space-sharing. Here there would be two possibilities for exploration. First, concurrency throttling could proceed as already described for a given target application, and any execution contexts that were found to be detrimental to its execution could be assigned to an alternative application’s threads. In this strategy, care would have to be taken to ensure that the supplementary applications do not interfere excessively with the target application. Second, if increased throughput is the goal, rather than peak single application performance, then performance prediction and concurrency throttling could be employed in a different context entirely. Dynamic space sharing of multithreaded applications could be performed by making predictions for all available applications and finding the schedule that yields the highest overall throughput, giving more cores to the application that will benefit the most from them. One difficulty in this approach would be attaining accurate performance predictions of each application on different configurations in the face of interference from competing applications, which requires fully understanding the interaction between parallel applications through detailed performance analysis and modeling.

8.2.5 Transparent Mapping of Applications to Underlying Architecture

In the near future, systems with multiple forms of extremely powerful computing resources – such as massive-scale/heterogenous CMPs, graphics processors, and FPGAs – will be commonplace. Even now, Intel has already announced a working prototype of an 80-core chip [114] and Los Alamos National Lab is acquiring a system, called RoadRunner, composed of both traditional multi-core processors and the Cell B.E. However, applications will have to be able to adapt their execution along many dimensions to achieve peak performance or desired thermal/power properties on these complex systems. An autonomous system could be used to moni-
tor applications at runtime and transparently adapt all aspects of execution, including identifying
the optimal computing substrate from those available, managing power/performance tradeoffs,
and finding effective uses for idle resources. Such an approach is capable of defeating many
of the limitations of modern systems, including the memory, power, and thermal walls, by al-
tering execution to overcome these issues. Further, this research can reduce the burden on the
developer of being aware of architectural details, as compiler analysis, automatic binary instru-
mentation, and a sophisticated runtime system will manage all necessary optimizations.
Appendix A

Implementation of PACMAN

Hardware event counters (HECs) are registers within a processor that can be programmed to count the occurrences of particular processor events, such as L2 cache misses, stall cycles, etc. Due to the insight they provide into the execution of an application on a given architecture, hardware event counters are seeing increasing popularity in both the research [9] and industrial communities [34].

Despite the pervasiveness of Intel Hyperthreaded processors [72], the support for collection of hardware event counters on this architecture is limited. Tools designed to work on single-threaded processors fail to provide sufficient functionality when ported over. The difficulty stems from the sharing of the performance monitoring unit (PMU) between the two execution contexts on Hyperthreaded Pentium 4 processors. Perfctr [98], the standard interface to Pentium 4 event counters for Linux, overcomes this problem by disallowing the use of the second execution context on each processor when collecting events in per-thread mode. PAPI [9], being built on top of Perfctr, suffers from the same problems. Intel’s VTune Performance Analyzer [53] provides thread-local event counter statistics offline, however it does not provide functionality for online and accurate event counter collection. It is important that applications

\[1\] In per-thread mode event counters are recorded separately for each thread, whereas in global mode counters are recorded for all processors in the system with all executing threads included.
be able to use all available contexts while still exploiting the full set of hardware event counting features at runtime.

In order to use event counters for online adaptation of applications, it is necessary to be able to retrieve per-thread counter values from within the target application during its execution. Beyond this, it is also necessary to have fine-grain access to counter values to support monitoring of short-lived regions of code. In the following section, we discuss how we enabled such functionality in PACMAN (available at http://people.cs.vt.edu/~mfcurt).

A.1 PACMAN Implementation

An Intel Hyperthreaded processor has 18 HEC registers that are shared between the two co-executing threads. Each register can record a single event. Should two threads on the same processor attempt to use the same register, only one thread’s configuration would ultimately be used. PACMAN prevents overlapping of HEC register usage between co-executing threads by introducing a logical partitioning of the registers when events are recorded in per-thread collection mode. Within each processor, half of the HECs are provisioned to each execution context. Intel has divided the registers into four sets and any given event can only be recorded within its designated set. We create our partition such that each set of registers is divided evenly between the two threads. There are also configuration registers associated with the HECs which we have partitioned similarly. During event counter initialization each thread is configured to use the partition for the execution context on which it is currently executing. To prevent a thread from migrating away from the execution context for which its HECs were set up, PACMAN appropriately binds threads to execution contexts.

PACMAN uses the interface provided by Perfctr for low-level access to the hardware event counters, after removal of the internal checks from Perfctr that enforce usage and monitoring of only the first execution context on each processor. In addition to the extended support for Hyperthreaded processors, PACMAN retains the full functionality already present in Perfctr.
This includes the use of event counters with only a single thread per processor using all 18 available HECs, as well as global mode collection.

Although global collection does allow events to be collected on both execution contexts, even in Perfctr, there are two shortcomings of this approach for online use. First, event counts summarize collective performance of all executing applications, not just the one to be monitored. Second, the granularity of monitored regions must be very coarse (on the order of hundreds of milliseconds at least) since results are stored in the operating system and are only periodically updated between consecutive time quanta. These were motivating factors in the development of PACMAN.

The process of initializing Pentium 4 event counters can be cumbersome. One hurdle to using hardware event counters is the creation of the bitmasks written to specific registers as part of the configuration process. Although Perfctr does abstract away the manual process of loading the registers, it must be given the exact contents for each desired register. These values specify what events to record, but they also provide additional constraints on recording, and creating the desired bitmasks can be a very complicated process. Further, for any event to be recorded, a configuration register must be specified and correctly initialized, however, only certain configuration registers are legal for a given event. PACMAN simplifies the initialization process by having predefined values for any desired event, which allow the user to specify an event to be recorded by an intuitive name, such as STALL_CYCLES, and handles the low-level details internally. Another difficulty is that, due to sharing of the PMU, a given HEC register cannot be allocated to both co-executing threads. However, since registers are allocated in PACMAN according to the partitioning scheme described above, this problem is overcome as well. In these ways, PACMAN greatly reduces the difficulty of configuring HEC registers.
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