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Abstract

Left ventricular diastole (filling) is a complex process with many features and coupled compensatory mechanisms which coordinate to maintain optimal filling and ejection of the left ventricle. Diastolic filling is controlled by the left ventricular recoil, relaxation, and compliance as well as atrial and ventricular pressures making left ventricular diastolic dysfunction very difficult to understand and diagnose. An improved understanding of these unique flows is important to both the fundamental mechanics of the cardiac diastolic filling as well as the development of novel and accurate diagnostic techniques.

This work includes studies of in-vivo and in-vitro vortex rings. Vortex rings created in the left ventricle past the mitral valve during diastole are produced in a confined domain and are influenced by the left ventricular walls. Therefore, an in-vitro analysis of the formation and decay of vortex rings within confined cylindrical domains using particle image velocimetry was conducted. Varying mechanisms of vortex ring breakdown were observed over a wide range of Reynolds numbers, and an analytical model for vortex ring circulation decay of laminar vortex rings was developed. Also, in this work a novel method for analyzing color M-mode echocardiography data using a newly developed automated algorithm is introduced which examines the pressure gradients and velocities within the left ventricle. From this analysis, a new diagnostic filling parameter is introduced which displays a greater probability of detection of diastolic dysfunction over the conventionally used diagnostic parameter.
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1 Introduction

1.1 Motivation

Left ventricular (LV) diastolic dysfunction and diastolic heart failure are disease conditions associated with the filling dynamics of the heart and may affect up to 27% of the general population [1]. Although this condition is very prevalent, it currently remains difficult to diagnose due to inherent atrio-ventricular compensatory mechanisms including increased heart rate, increased LV contractility, and increased left atrial (LA) pressure. A greater comprehesion of the governing flow physics in the LV as the heart remodels has the potential to substantially increase the understanding of the progression of diastolic dysfunction and in-turn advance the diagnostic techniques.

It is well known that a vortex ring forms during left ventricular early filling. Previous researchers have experimentally examined vortex rings within mock ventricles; however a fundamental understanding of confined vortex ring dynamics has not been previously established. Also, vortex rings generated within the ventricle have been compared to vortex rings generated within semi-infinite domains, which is very different than physiological conditions. Vortex rings created in the left ventricle past the mitral valve are produced in a confined domain and are influenced by the LV walls. In this work vortex rings were generated in both confined and unconfined cylindrical domains using a piston cylinder arrangement. We compared the formation and decay of vortex rings generated within confined cylindrical domains with vortex rings created in a semi-infinite downstream volume. Although this work is crucial to the understanding of vortex ring dynamics, the flow within the left ventricle past the mitral valve orifice cannot be entirely represented by these ideal conditions.

Additionally, we hypothesized that there is a correlation between the early diastolic development of a zero pressure difference within the left ventricle and the dynamics of vortex formation past the mitral annulus. Here we discovered that the first onset of the lack of a favorable pressure difference within the
ventricle at the time when the early filling wave deceleration was observed and we show that the left ventricular vortex ring pinch-off occurred simultaneously. In contrast to previous perception, this work shows that the vortex ring pinch-off occurs before the completion of early diastole and its formation time remains invariant to changes of diastolic function. From this analysis we found that early left ventricular filling is not accurately represented with a single propagation velocity, as is conventionally analyzed. Instead, blood rapidly flows into the LV in response to an early diastolic LA to LV pressure gradient which extends a variable distance into the ventricle. We proved that there exists a relationship between the deceleration of the filling and the onset of the loss of a favorable pressure difference within the LV, representing the physical mechanism driving the filling which is universal and independent of filling pathology (Figure 1.2). We found that early diastolic flow propagation occurs with an initial rapid velocity that abruptly decelerates to a terminal velocity. With diastolic dysfunction, the initial velocity is slower and the deceleration point occurs closer to the mitral annulus than with normal filling. A new parameter was developed which combines these two effects and provides a more accurate assessment of diastolic function than the conventional propagation velocity.

1.2 Objective and Structure of Dissertation

The objective of this dissertation was to prove the existence of the relationship between intraventricular pressure differences and the deceleration of early diastolic filling velocity and unravel its mechanics. In this work we further investigated the roll of vortex ring dynamics in the decline of diastolic function and in relationship with the development the loss of a favorable pressure difference within the ventricle. This objective was achieved through integrated analysis of clinical and in-vitro experimental vortex ring analysis. Finally, we developed a new diastolic filling parameter and demonstrated its potential clinical utility.

Each of the four main chapters within this dissertation, chapters 3 through 6, is written in individual journal article format so that each chapter may stand alone for publication. For this reason, some of the background, methodology, and figures within these chapters overlap one another. Chapters 1 and 7 provide an introduction and conclusion and chapter 2 provides an in-depth literature review for the overall work. The main body of the dissertation is divided into two main sections. The first section, chapters 3 and 4, includes the analysis of radially confined vortex ring studies. This section investigates the vortex ring formation and decay of radially confined vortex rings produced with a variety of Reynolds numbers. An improved understanding of the dynamics within simple radially confined domains is essential in order to fully comprehend the role of vortex rings in diastolic filling. The second section includes the analysis of clinical in-vivo color M-mode echocardiography data. This section, Chapters 5
and 6 reveals that the left ventricular vortex ring pinch-off is physically responsible for the deceleration of the diastolic filling wave and also introduces a novel diastolic parameter which may potentially improve current LVDD diagnostic techniques.

Figure 1.2: Illustration of the dissertation objective: Improved understanding of the progression of diastolic dysfunction by analyzing both clinical and experimental data. (Chest and heart schematic in top left of composite image is used from Medtronic Ablation Frontiers (www.ablationfrontiers.com/us/faq.html))

1.2.1 Statement of Originality

This work introduces a unique analysis of diastolic dysfunction by integrating clinical one-dimensional and experimental high temporal and spatial resolution data. Our studies, for the first time, comprehensively evaluated the physical basis for early diastolic LV filling using an objective CMM quantification methodology and provided a novel, improved measure of LV suction. We departed from
the conventional understanding, which assumes that early diastole occurs with a constant propagation velocity, and recognized the occurrence of an abrupt deceleration during the filling and its association with the development of an adverse pressure gradient. The novel early filling strength parameter and pressure driven deceleration point within early diastolic filling can also be found for higher dimensional clinical data such as MRI.

In addition to the development of a clinical diagnostic parameter and improved understanding of diastolic filling, advancements of fundamental fluid dynamics were obtained by researching wall bounded vortex ring formation and decay for the first time. This research has the potential to influence future studies of left ventricular diastole as well as many other non-biological circumstances.
2 Background

Diastole is the period of the cardiac cycle from the aortic valve closure to the mitral valve closure and contains four parts: isovolumetric relaxation, early rapid diastolic filling, diastasis, and atrial contraction [1]. The early rapid diastolic filling or E-wave, is controlled by the left ventricular recoil, relaxation, and compliance, creating an atrio-ventricular pressure difference which causes blood to accelerate from the left atrium (LA) into the left ventricle (LV) through the mitral valve (MV). The atrial contraction creates the second filling wave, A-wave, where the LA contracts and forces blood from the LA into the LV. Many cardiovascular conditions including aging, coronary artery disease, hypertension, dilated cardiomyopathy and restrictive cardiomyopathy have impaired relaxation, altered LV filling dynamics and elevation of left atrial pressure [2, 3]. This condition decreases the effectiveness of early diastole, forcing an increase in the atrial contraction to compensate for the reduced filling during early diastole.

Diastolic dysfunction is rated by severity from stage 0, healthy filling, to stage 3, restrictive filling. As the diastolic function decreases the ventricular relaxation, left ventricular recoil, and left ventricular compliance decrease [4, 5]. In diseased patients, a decrease in the early diastolic relaxation in addition to a decreased compliance of the LV inhibits the LV from filling normally; the left atrium must increase its pressure and force the blood into the LV [4, 6]. Diastolic function is dependent on the interplay among the LV relaxation, LV recoil, LV compliance, and filling pressures [1, 7, 8] and is therefore difficult to diagnose.

2.1 Assessment of LVDD

2.1.1 Echocardiography

Color M-mode (CMM) Echocardiography has emerged as an extremely useful tool for the noninvasive assessment of patients with cardiovascular diseases including diastolic dysfunction. This technology allows users to measure the velocities within the LV along a scanline aligned with the mitral to apical inflow tract [2, 9]. The propagation velocity (Vp) and the early (E) and atrial (A) velocity magnitudes and durations can be calculated from CMM imaging. Brun et al. first determined the propagation velocity of early diastolic filling using color M-mode echocardiography images by tracking the slope of a line fit to the leading edge of the E-wave, where the CMM image velocity contour begins [9]. Brun et al. demonstrated a strong correlation between propagation velocity and wall relaxation, and he showed a trend of decreasing Vp and consequently wall relaxation as diastolic dysfunction increases
Similarly, the propagation velocity is often found by measuring the slope of the first color aliasing boundary on the CMM image [10].

Although the conventionally used technique for calculating \( V_p \) is very similar to Brun et al.’s original method, many researchers have proposed slight variations. Takatsuji et al. determined the filling wave propagation velocity from color M-mode images using a more complex method. The slope was determined by the point of maximum velocity at the mitral valve and the point at the mid ventricle where the velocity decreased to seventy percent of the maximum velocity [11]. In studies by Yotti et al. and by De Mey et al. the propagation speed was found by creating a line along the fifty percent isovelocity contour on the leading edge of the E-wave [12, 13]. The majority of these methods are manual and dependent upon the interpretation and experience of the clinician performing the test [3]. A semi-automated approach was proposed by Stuggard et al. using eigenvector analysis of the CMM E-wave to calculate the principal components and reconstruct an ellipse representing the E-wave. The angle of rotation of the ellipse was calculated to determine the \( V_p \) [14]. The E-wave and A-wave \( V_p \) values have also been studied together to determine a diagnostic parameter based on the ratio of these velocities by Parthenakis et al. The study found a stronger correlation between the ratio of propagation velocities to diastolic dysfunction stage than either of the propagation velocities individually [15]. Unfortunately, there is no universally accepted method for calculating \( V_p \). Common methods estimate \( V_p \) using isovelocity contours [9, 11, 12] or eigenvector analysis [14] however these methods are inadequate for characterizing diastolic function [16].

Another clinically measured parameter used for diagnosis is the ratio of peak transmirtal E-wave inflow velocity (E) to the peak transmirtal A-wave inflow velocity (A) which has shown a biphasic filling pattern that depends on age and heart rate. The transmirtal velocity ratio also does not significantly distinguish healthy patients from pseudonormal patients [17-19]. The relationship between E-wave peak transmirtal flow velocity and the E-wave mitral annulus velocity (E/E’) from Doppler tissue imaging has also been used as an indication for diastolic dysfunction by estimating the LV filling pressures with fairly good success [20, 21]. Ommen et al. found that an E/E’ value of less than 8 most likely corresponds to a patient with healthy LV diastolic pressures; whereas an E/E’ value greater than 15 is associated with increased pressures [21, 22]. In Ommen’s study the range of E/E’ values between 8 and 15 showed great variability between healthy and elevated pressures.

Despite the great interest and previous efforts there is no standardization of the clinical calculation of the \( V_p \) and there is debate about the proper estimation methods [7, 16, 23]. In addition, most current methods for calculating \( V_p \) use a single isovelocity contour to estimate a linear slope [24]. This is subject to variations in the estimated \( V_p \) caused by noise or artifacts within the contour. More
importantly, characterizing \( V_p \) with a single linear slope is physically inappropriate because the filling wave velocity continuously varies throughout diastole. Previous studies reported changes in the wave filling speed; however, this information was not accounted for in the calculation of \( V_p \) [7, 25, 26].

### 2.1.2 Pressure Analysis

The pressures within the LV during the E-wave are crucial for understanding the fluid dynamics of early filling. Measuring pressure magnitudes within the LV is an invasive procedure and is not often performed in routine evaluations [27]. Pulmonary capillary wedge pressure (PCWP) is an invasive measurement of the left atrial pressure and is recognized as a clinical standard for estimating left ventricular filling pressure [28], but this technique is associated with complications and risks, especially in critically ill patients [29, 30]. The intraventricular pressure difference between the ventricular apex and the atrium is more commonly calculated to evaluate LV function [31-35]. Diastolic suction, the intraventricular pressure difference between the ventricular apex and the atrium, is another important factor in LV function [12, 32, 35] but this parameter does not incorporate an overall rise in the ventricular and apical pressures. The velocity scanlines at each time step within a diastolic cycle represent the spatio-temporal velocity distribution and can be utilized to calculate the pressure field by using the Euler equation [1, 5, 6, 12, 36]. This analysis results in relative pressures between the mitral valve location and the apical position of the LV. Any inaccuracies within the CMM velocity values, caused by misalignment in the CMM scanline, can translate into errors in the calculated pressure differences. However, Greenberg et al. concluded that a scanline positioned within the center 60\% of the mitral valve will generate resultant values with a very small error, due to misalignment, compared to actual values [36-38]. Therefore, the accuracy is not diminished by the typically encountered variations in the position of the scanning line [32].

Using CMM and the Euler equation Yotti et al. calculated IVPD for healthy patients and patients with dilated cardiomyopathy (DCM). The healthy patients had a mean IVPD of 2.5 mmHg whereas the IVPD for patients with dilated cardiomyopathy was 1.2 mmHg (Yotti, Bermejo et al. 2005). They also examined the spatial pressure distribution along the length of the LV. The IVPD for healthy patients was found to be larger than the IVPD for DCM patients. The filling pressure waveform was found to be different for the two filling types. The healthy patients have a constantly increasing pressure relative to the LV base along the ventricular length, whereas the DCM patients have a relative pressure that increased more suddenly and then remained constant for the remainder of the LV (Yotti, Bermejo et al. 2005). Popović et al. calculated the LVPD in young healthy patients and sedentary elderly patients. The range of IVPG for young patients was 2-3 mmHg and the elderly sedentary patients had LVPD values just
above 1 mmHg [34]. Smiseth et al. conducted an invasive catheter study to calculate the LVPD driving early diastole. The mean LVPD for eight healthy adult males was 3.5 ± 0.3 mmHg [39].

Two and three dimensional pressure fields can be obtained using the magnetic resonance (MR) velocity and acceleration maps [40-42]. The pressure poisson equation, the divergence of the Navier-Stokes equation, is used to calculate relative pressure fields from MR velocity fields and is used because of possible noise associated with the velocity fields [40, 43, 44]. Ebbers et al. calculated the intraventricular pressure differences from a time-resolved three-dimensional vector field taken from a healthy female subject. The intraventricular pressure differences found are in agreement with animal studies [40], although inflow velocities and pressure differences seem to be much lower than similar echocardiography studies of healthy patients. Buyens et al. calculated LV intraventricular pressure differences from magnetic resonance acceleration fields of five healthy volunteers, showing good agreement with physiologically expected pressure differences. However, these studies are limited to healthy volunteers and do not investigate the intraventricular pressure differences in patients with LVDD [42]

2.1.3 Left Ventricular Simulations and Investigation Vortex Ring Formation In-vitro and In-vivo Studies

In addition to the clinical analysis of diastole, diastolic inflow has been studied both numerically and experimentally. A common difficulty in the numerical simulation of LV flows is the complex dynamics of the mitral valve; therefore numerical models often use a fixed open mitral valve [45]. The complexity of CFD left ventricular models has increased greatly from previous models which used ellipsoidal LV geometry [46] or modeled the LV base as a planar boundary with inlet and outlet orifices [47]. Saber et al. and Schenkel et al. have simulated patient specific LV geometries based on MRI data with fairly good agreement between simulated and MRI acquired flow fields [48, 49].

Left ventricular experimental simulators have also been studied with varying levels of complexity and physiological accuracy. Pierrakos et al. used a piston driven simulator with atrial and systemic pressures controlled hydrostatically to investigate the vortex dynamics downstream of mechanical and bioprosthetic heart valves using TRDPIV [50, 51]. Mouret et al. was the first to develop a dual activation left heart simulator which controls and activates both the left atrium and the left ventricle to simulate physiological velocity and pressure waveforms [52]. De Mey et al. studied the effects of LV properties including the relaxation time constant ($\tau$), the LV compliance, and the LV filling pressures using a pneumatically actuated LV simulator. Similar to the previous simulators, the mock left ventricle is a compliant model which varies its geometry based on the surrounding pressures. But unlike the previous
models, the LV simulator used by De Mey does not function continuously, completing both systolic and diastolic motions, but is designed to complete a single diastolic motion before being reset [13].

2.1.4 Vortex Rings

The fluid dynamics associated with left ventricular filling are believed to be beneficial to the filling efficiency and an indication of overall cardiac function [53, 54]. The diastolic inflow jet through the mitral valve often produces a vortex ring from the inflow shear layer roll-up past the mitral annulus. It has been suggested that the presence of vortex rings during diastole provides a means for valve closure following early diastole [40, 55, 56]. Variations in size and propagation of the vortex ring at the base of the mitral annulus have been observed but have not been specifically linked to LV filling conditions or geometry.

Vortex rings have been studied extensively with a wide variety of investigation methods and applications, although the majority of vortex ring research involves laminar vortex rings [57-60]. The formation and propagation of vortex rings created using a piston cylinder arrangement has been studied while varying a variety of generator parameters including tube and orifice opening geometries and piston velocity programs [57, 59]. Two models are used to analyze the formation of laminar vortex rings. First is the slug flow model and second is the similarity model.

Gharib et al. investigated vortex ring formation using a piston cylinder arrangement. Their work demonstrated a non-dimensional time scale formation number which is the time at which the maximum circulation that a vortex ring can achieve is met and correspondingly the vortex ring pinch off. The formation number is defined in Equation 2.1,

\[ T = \frac{\overline{U}p t}{D}, \]

where \( \overline{U}p \) is the running mean of the piston velocity, \( t \) is the duration of piston travel, and \( D \) is the orifice diameter [61]. Further research has also shown the importance of vortex formation in biological systems for the transport of fluid [62, 63].

A smaller number of studies have also been performed on turbulent vortex rings. There are two main types of turbulent vortex rings: high Reynolds number vortex rings which are initially turbulent and vortex rings which are initially laminar and transition to turbulence by azimuthal bending instabilities. Maxworthy studied the first type of turbulent vortex rings which had Reynolds numbers between 5000 and 15000 [64]. Glezer and Coles also studied a wide range of this type of turbulent vortex rings using laser-Doppler velocimetry and flow visualization techniques while specifically investigating the similarity
Weigand and Gharib studied vortex rings with initial Reynolds number of 7500 which underwent azimuthal bending instabilities and transitioned to turbulent vortex rings. The circulation and propagation velocity of the vortex rings were found to decrease in time corresponding with the shedding of vortical structures from the ring [66].

2.1.5 In-vivo Experiments

Gharib et al. investigated the dimensionless formation time associated with left ventricular diastolic filling using echocardiography and pulsed wave Doppler images. The formation time is calculated using the mean E-wave transmitral velocity obtained from pulse wave Doppler images, the duration of the E-wave filling and maximum diastolic mitral valve diameter. The formation time of 80 blindly tested patients was plotted against the patient’s age showing a large percentage of the patients had a formation number within the optimal range of 3.5 to 5.5. A small population of patients suffering from DCM was included in the study with their formation time falling below the optimal range [54]. Unfortunately the main population of the study was blindly studied meaning that the cardiac health of the individuals was unknown. Additional diseased patient categories should be tested to confirm the hypothesis that diseased filling conditions modify the formation time value.

PCMRI allows for the 2D or 3D investigation of velocities within the heart which allows users to investigate velocity flow fields which were unavailable in the conventional Doppler Echocardiography[67]. Wong et al. examined the velocity fields within the right atrium, right ventricle and left atrium of a single young healthy male and tracked the occurrence of large-scale vortices within the chambers throughout systole and diastole [67]. Kerwin et al. published a conference proceeding which investigated the blood flow within the left ventricle during diastole and hypothesized that variability within the vorticity field of the LV may be an indicator of heart abnormality. Kerwin et al. reported that vortices were detected in all normal patients but not present in 2 of the 3 patients with congestive heart failure [68].

Other clinical imaging techniques have been used in tracking vortices within the LV both during systole and diastole. A study by Hong et al. utilized two dimensional contrast echocardiography which used a perfluoro-propane gas-filled, lipid-stabilized microbubble as the echo-enhancing agent to study normal filling and patients with systolic dysfunction. Vortices were identified and their location with respect to the long and short axes of the ventricle was recorded at each time instant of the 2D contrast echocardiogram. [69]

Overall, clinical studies of vortices within the LV indicate that the size and strength of the vortices within the LV are correlated with the left ventricular function. Studies have shown that the
2.1.6 In-vitro Experiments

Time-resolved digital particle velocimetry (TRDPIV) is a non-invasive visualization technique which images flow tracer particle movement within a plane at high-frequencies to capture spatio-temporal fluid dynamics. A region of interest is illuminated using a laser sheet and a series of consecutive images is acquired and the displacement of the particles between images is calculated using a correlation algorithm [70]. There is an extensive and progressing body of literature on DPIV processing algorithms and techniques which is driven by decreasing imaging limitations, increasing imaging magnification, decreasing measurement and calculation errors, and minimizing computational time [70-73]. Within this study, a robust phase correlation (RPC) DPIV processing algorithm will be used to analyze acquired data [74-76].

The formation of vortex rings within the left ventricle has also been studied in-vitro with several different techniques including left ventricular simulators and CFD studies. Shortland et al. studied vortex generation, area, and travel within 2 different valveless compliant ventricle geometries using flow visualization techniques. The effects of the ventricular size, filling curve, orifice diameter, and ventricular wall were studied with respect to vortex velocity with the orifice diameter showing the greatest dependence on vortex velocity [56]. Domenichini et al. compared the computational and experimental fluid dynamics of a healthy functioning LV with fixed open mitral and aortic valves. The numerical and PIV data showed the inflow mitral jet presented itself initially as two counter-rotating vortices where the posterior vortex approached the ventricular wall and the anterior vortex moved towards the apex [45]. Mouret et al. experimentally studied the flow past a monoleaflet prosthetic valve using PIV. In this study, in contrast to the previously presented experimental studies and the in-vivo studies, two co-rotating vortices were discovered where the posterior vortex grows and propagates towards the apex [77].
2.2 References
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3.1 Abstract
The dynamics of vortex rings generated in semi-infinite domains has been extensively studied. However, vortex ring dynamics within radial confinements has received very little attention to date despite its relevance to important processes; for example in cardiovascular flows. This study addresses this limitation and studies vortex dynamics in radially confined domains to analyze the effect of vortex-ring wall interaction. Radially confined vortex rings were studied using Time Resolved Digital Particle Image Velocimetry. We found that the vortex ring formation process was unaffected by the introduction of the confinement domain. However, the vortex rings with increased confinement displayed an onset of enhanced circulation decay after the time of vortex ring formation. The circulation decay rate after pinch-off remained constant for all vortex rings generated within a single severe confinement with varying generation conditions, implying the decay rate is dependent on the ratio of piston cylinder to confinement diameters.

3.2 Introduction
Vortex rings have been extensively studied with a wide variety of investigation methods and applications, with the majority of vortex ring research involving laminar vortex rings generated within semi-infinite volumes [1-4]. Gharib et al.[5] investigated vortex ring formation using a piston cylinder arrangement and showed that the formation number with the nondimensional time shown in equation 3.1, where $\overline{U}_p$ is the running mean of the piston velocity, $t$ is the duration of piston travel and $D_0$ is the orifice diameter,

$$\frac{L}{D_0} = \frac{\overline{U}_p t}{D_0}$$  \hspace{1cm} 3.1

This relationship is equivalent to the length of piston travel normalized by the piston cylinder diameter ($L/D_0$). Furthermore the effect of variations in generator parameters including tube and orifice opening geometries and piston velocity programs, for other studies using piston cylinder arrangements, on the formation and propagation of vortex rings has also been studied [1, 3].
In addition, vortex ring interactions with solid bodies have been previously studied both numerically and experimentally [6]. One of the most commonly studied vortex ring interactions involves a vortex ring impacting a wall normal to its direction of propagation [7-10]. Such studies describe the formation of secondary and tertiary vortical structures at the wall using flow visualization and numerical studies. Lim [11] expanded on these studies and investigated the interaction of a vortex ring with an inclined wall, in which he describes the deformation and stretching of the vortex ring as it approaches the wall and the following helical vortex lines as the vortex ring unevenly impinges on the wall. He identified an asymmetric rebound phenomenon and formation of a secondary vortical structure. Walker [12] first studied the numerical problem of a rectilinear vortex near an infinite plane wall where he assumed two counter rotating vortices were translating in an unbounded incompressible fluid and at time \( t=0 \) an infinite plate was placed between them causing the vortex below the plate to be interpreted as an image vortex. The study investigated the thin unsteady boundary layer, which developed on the plate. Separation in the boundary layer was found to occur shortly after the plate was inserted and was defined as corresponding to the first closed recirculating eddy in the boundary layer. Most closely related to the current work, Chang et al. [13] studied numerically and with flow visualization an elliptical vortex ring between two no-slip parallel walls, where counter rotating secondary vortical structures were formed at the wall. Vortices within confined domains have been used to study swirling flows most commonly in association with axial-flow turbomachinery applications [14, 15]. Fundamental vortex ring wall interactions have been explored and these studies are critical to understanding vortex ring interactions with more complex boundaries such as radially confined domains which are less understood.

The current study investigates vortex ring dynamics generated within radially confined domains and compares these with vortex rings created in semi-infinite domains. The vortex ring circulation strength is examined using time resolved digital planar particle image velocimetry (TRDPIV) to determine the effects of confinement. The vortex ring wall interactions are investigated to determine the method of vortex ring breakdown over a wide range of Reynolds numbers generated in confined domains.

### 3.3 Methods

#### 3.3.1 Experimental Setup and Vortex Ring Generation Conditions

Vortex rings were generated by a discharge of fluid from a piston cylinder arrangement over a finite time interval. For each trial the piston cylinder’s target travel distance was determined based on the chosen piston stroke to diameter ratio \((L/D_0)\) which varied between 1 and 7. This process can be estimated by considering the slug-flow model where we assume uniform flow over the circular outlet jet and we neglect the initial transient period [1, 4, 16].
A pneumatic cylinder was used in combination with a Teflon piston cap to produce the vortex rings. The piston moved inside a 0.0127 meter inner diameter ($D_0$) cylinder and the region of interest began immediately downstream of the small piston cylinder’s end. Radial confinement domains were created using optically clear acrylic tubing concentrically positioned around the piston cylinder as shown Figure 3.1. The velocity of the piston cylinder varied in time associated with a specific velocity program and was measured using a Novotechnik linear TLH series potentiometer (<0.01mm resolution). Mean velocity with respect to time was calculated using equation 3.2, where $u_p(t)$ is the velocity of the piston cylinder at time $t$, which is assumed to be constant over the jet area, and $T$ is the total ejection time interval,

$$\overline{U_p} = \frac{1}{T} \int_0^T u_p(t) dt.$$  \hspace{1cm} 3.2

Under experimental conditions there exist variations within the orifice exit velocity with respect to time which strays from the slug flow model. The variations within the velocity of the orifice exit can be accounted for by a velocity program factor, $P$ calculated in equation 3.3, as introduced by Glezer [17],

$$P = \int_0^T \left( \frac{U_p^2}{U_p'} \right) d\left( \frac{t}{T} \right) = \frac{\overline{U_p^2}}{\overline{U_p^2}}.$$  \hspace{1cm} 3.3

Program factors for a square wave, ramp wave, and haversine wave were calculated by Diddens as 1, 4/3, and 3/2 respectively [17]. The velocity program factor accounts for increases in vortex ring circulation and momentum associated with variations in the velocity program [17].

![Figure 3.1: Schematic of vortex ring formation experimental setup with varying downstream diameter conditions.](image)
3.3.2 Experimental Testing Conditions

The experimental testing conditions, $L/D_0$ values, were chosen to produce a range of Reynolds numbers ($\Gamma_{\text{slug}}/\nu$) where circulation, $\Gamma_{\text{slug}}$ is calculated using equation 3.4,

$$\Gamma_{\text{slug}} = \frac{1}{2} t \overline{U_p^2}.$$  \hspace{1cm} (3.4)

Table 3.1 displays the experimental test matrix. Three downstream confinement conditions were studied which include semi-infinite conditions with no downstream radial confinement and two confined downstream conditions with $D/D_0$ values of 2 and 3.

Table 3.1: Experimental Test Matrix

<table>
<thead>
<tr>
<th>Confinement Parameters</th>
<th>Re</th>
<th>$L/D_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~1,400</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~2,600</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~3,500</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~5,500</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~7,000</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~13,000</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~18,000</td>
</tr>
<tr>
<td>Semi-infinite</td>
<td>D/D_0=2 D/D_0=3</td>
<td>~27,000</td>
</tr>
</tbody>
</table>

3.3.3 TRDPIV Experimental Procedures

Planar TRDPIV is an optical flow measurement technique which typically uses a coherent light source to illuminate a region of interest. The coherent light source is expanded into a thin plane and directed over a region of interest parallel to a high-speed camera lens face. The flow is seeded with neutrally-buoyant flow tracer particles; the movement of these flow tracer particles is captured by high speed images. Cross correlation techniques are used to obtain planes of velocity vectors within the region of interest from the flow tracer displacements between images.
The laser plane was positioned parallel to and slicing through the center of the piston cylinder, as shown in Figure 3.1, and the high speed camera was positioned below the test setup perpendicular to the laser plane. All data was acquired using a kHz Nd:YAG dual head New Wave Pegasus laser. Laser pulses separated by 0.02 – 0.003 seconds depending on $L/D_0$, and were synchronized with an IDT XS-5 CMOS camera firing at 500 pairs per second. The images acquired were 1280 by 800 pixels, and the magnification was set at 62 microns per pixel. Approximately neutrally-buoyant polystyrene spheres with a mean diameter of 10 $\mu$m were used as flow tracers.

Cross correlation algorithms were used to calculate the velocity fields on a uniform grid of 199x319 locations with a vector grid spacing of 4 pixels or 248 $\mu$m. Three passes of a robust phase correlation based deformation method algorithm were used with a grid resolution of 16x16 vectors and a window resolution of 32x32 vectors on the first two passes [18-21]. The final pass had a grid resolution of 4x4 and a window resolution of 16x16 vectors. Area validation using median filters on grids of 7x7 vectors was implemented in order to remove stray vectors [22]. Based on the magnification and the laser timing, a typical displacement of the flow tracers between correlated frames was on the order of 3-6 pixels. The mean error of this correlation technique was estimated between 0.05-0.15 pixels [18].

### 3.3.4 Proper Orthogonal Decomposition

Proper Orthogonal Decomposition is a technique for decomposing a flow field into its fundamental components. The method calculates the optimal basis functions for data reduction and determines the energy contained in each of these modes [23, 24]. POD was used to post process the TRDPIV results in order to remove high frequency noise, in essence producing a low order model of the flow. In this analysis the flow fields were reconstructed with the fundamental eigenmodes which contained 95% of the total energy in the system.

### 3.3.5 Generated Vortex Rings

Vortex rings were generated at eight Reynolds numbers into a semi-infinite downstream volume. The piston velocity factor calculated using equation 3.3 varied from 1.10 to 1.39, corresponding to Glezer's value for a ramp velocity program of 4/3, which is most similar to this study's velocity program. The calculated velocity program is used as a modified Reynolds number shown in equation 3.5 as defined by Glezer [17],

$$\text{Re}_j = \frac{P\overline{U}_j L_0}{\nu}$$

3.5
The modified Reynolds number parameter, \( Re_p \), accounts for the piston velocity profile and provides a non-dimensional parameter for characterizing vortex ring circulation strength.

### 3.3.6 Vortex Identification Scheme

A local vortex identification scheme was used to determine the location of vortex rings using the \( \lambda_{ci} \) criterion where the vortex core is defined using the imaginary part of the complex eigenvalue of the velocity gradient tensor, as described by Zhou and Chakraborty et al. [25, 26]. Using this method, vortex centers were located. A Compact-Richardson finite difference scheme was used to calculate vorticity fields, providing low noise amplification and bias error [27]. The circulation strength of each vortex was calculated by integrating the vorticity (\( \omega \)) over the area determined by a constant \( \lambda_{ci} \) value of \( \lambda_{ci}^2 = 7\% \) of the maximum value,

\[
\Gamma = \int_A \omega \cdot ndS. \tag{3.6}
\]

### 3.3.7 Determining the Vortex Ring Formation Time

The vortex ring formation time is the time at which the maximum vortex ring circulation occurs and the vortex ring pinches off. This time was statistically calculated using the change point method where the cumulative-sum of the rate of change of the vortex ring circulation vs. nondimensional time, \( \tilde{U}_p t/D_0 \) is maximum. The time of the peak cumulative sum is the time of the most statistically significant change within the circulation contour, and was designated to be the formation time.

### 3.4 Results

In this study the behavior of the unconfined vortex rings was consistent with previously studied vortex rings produced by a piston cylinder arrangement [5]. Vortex rings generated within the confined domains were compared to the conventional vortex rings in semi-infinite domains to explore the variations caused by the confinement. Figure 3.2A displays the circulation normalized by peak circulation, \( \Gamma_0 \), versus the nondimensional timescale, \( T = \tilde{U}_p t/D_0 \), for the unconfined and \( D/D_0 = 2 \) cases with \( L/D_0 = 3 \). The two contours follow the same trend of circulation increase until the maximum circulation value is attained at \( T \approx 3.5 \). After this point, the circulation values remain similar until \( T \approx 6.5 \) when the confined circulation begins to rapidly decay. Figure 3.2 a-c and d-f display the vorticity fields for the unconfined and confined vortex rings, where \( W^* = \omega D_0/U_{\text{max piston}} \). In the confined case, vorticity is generated along the length of the cylinder surface due to the tangential pressure gradient at the wall during the piston motion. Once the vortex ring was formed, opposite sign vorticity is generated at the wall region adjacent to the vortex core where the fluid is moving in the negative \( X/D_0 \) direction (back
toward the orifice). This induced vorticity layer separates from the wall and a secondary vortical structure is formed trailing the primary vortex core. In Figure 3.2 frames e and f, secondary vortical structures are visible in the confined case behind the primary vortex core leading to the breakdown of the translating vortex ring that are not present in the unconfined case.

Figure 3.2: Comparison of L/D₀=3 semi-infinite and D/D₀=2 cases. A. Plot of normalized circulation versus nondimensional time T. a.-c. Vorticity field for unconfined vortex ring. d.-f. Vorticity fields for D/D₀=2 confinement case.
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The formation phase of the vortex rings was further investigated with respect to the confinement domain. Figure 3.3 displays the peak circulation divided by the kinematic viscosity ($\Gamma_{\text{peak}}/\nu$) versus the $Re_J$ parameter. The solid line represents the best fit trend line from Glezer’s analysis [17] of Didden’s data where the data collapsed onto a single trend line when plotted versus the modified Reynolds number ($Re_J$) calculated in equation 3.5. The data analyzed by Glezer, to which the trend line was fit, only included $L/D_0$ values of 0.6-2.2. In our data, the $\Gamma_{\text{peak}}/\nu$ versus $Re_J$ relationship as well as the peak circulation strength values is not affected by the confinement, as shown in Figure 3.3. The data points for $L/D_0$ values of 3 and below, left most four data points for each confinement case, approximately follow Glezer’s previously reported data trend line. The higher $L/D_0$ values deviate from the linear trend of the lower laminar $L/D_0$ values.

Figure 3.3: Circulation of generated vortex rings with varying downstream domain conditions

Vortex rings generated with an $L/D_0 > 4$ were expected to have a decreased circulation from the estimated slug flow circulation, calculated in equation 3.6, since the maximum attainable circulation is achieved and the remaining vorticity is shed into the trailing jet. Similarly, the vortex ring pinch-off time increases
linearly until $L/D_0$ values of 4 and remains constant at higher $L/D_0$ values, shown in Figure 3.4. The nondimensional pinch-off time and generating $L/D_0$ parameter follow approximately a forty-five degree line for $L/D_0$ cases <4. The $L/D_0$ cases 4 and above plateau at approximately $T=4$ with the $D/D_0=2$ confined case falling slightly above 4.

![Figure 3.4: Nondimensional time of vortex ring pinch-off versus L/D0 generation case](image-url)

Although the initial vortex ring formation was relatively uninfluenced by the addition of confined downstream boundaries, the time varying circulation strength was greatly altered. The circulation strengths for each vortex ring case, are plotted versus $T$ in Figure 3.5A and B with no outer confinement and $D/D_0=2$ respectively. In Figure 3.5A, the circulation strengths of the unconfined vortex rings grow as $T$ increases until a maximum was reached at the formation time, at which point the circulation plateaus. The vortex ring formation time corresponds to the $L/D_0$ generating conditions of the vortex ring up until a value of 4, as shown in Figure 3.4.
Figure 3.5: Circulation strength versus formation time for vortex rings generated with A.) semi-infinite domain and B.) D/D₀=2 confinement.

Figure 3.5B displays the normalized circulation strength versus formation time for the D/D₀=2 confinement cases. The circulation strength contours for each L/D₀ case show a drastically different pattern than the unconfined cases. The D/D₀=3 confinement domain did not display substantially different circulation versus T contours from the unconfined vortex ring domain values, therefore is not shown. For the D/D₀=2 case, the initial formation and growth region remains relatively unaltered. However after the peak circulation strength is achieved, the Γ/ν values begin to decline at a similar decay rate for all L/D₀ cases >1. This time of the onset of decay varies with L/D₀. Increasing L/D₀ values result in both elevated vortex circulation as well as slightly increased vortex ring diameter which may make the onset of circulation decay occur earlier. Equation 3.7 displays the normalized diameter of the vortex ring generated by a tube with 1500 ≤ Re ≤ 4500 estimated by Auerbach based on the piston travel (L), a similar equation is available for L/D₀<1 [28],

\[
\frac{D_{VR}}{D_0} = 1.18(L/D_0)^{1/5} \text{ for } 1 \leq L/D_0 \leq 3.3. \tag{3.7}
\]

From this equation, we can see that the vortex ring diameter normalized by the piston cylinder diameter slightly grows with increasing L/D₀ value. Figure 3.6 displays the L/D₀ case versus the D_{VR}/D₀ values for the unconfined, D/D₀=3 and D/D₀=2 cases. Additionally, the estimated unconfined vortex ring diameters, calculated using equation 3.7, are plotted as a black line, although this relationship is only valid through a L/D₀ of 3.3. The unconfined experimental vortex ring diameters closely follow the estimated vortex ring diameters and continue to increase similar to an extrapolation of the line by Auerbach. An exponential
curve was fit to the diameters of each of the confinement cases as shown in Figure 3.6. For each $L/D_0$ case the vortex ring diameter decreases with increasing confinement. Additionally, the unconfined and $D/D_0=3$ cases display similar rates of diameter increase with $L/D_0$ case, however the $D/D_0=2$ case has a much smaller rate of diameter increase the vortex ring diameters appear to remain constant at approximately $D_{VR}/D_0=1.4$ for $L/D_0$ cases of 4 and above.

Figure 3.6: Normalized vortex ring diameter versus all $L/D_0$ cases, displaying the unconfined, confined, and calculated vortex ring diameter values.
The onset of circulation decay time for each $D/D_0=2$ confinement case was determined as the time at which the circulation began to decrease. These nondimensional times, shown as orange circles, along with the previously reported (Figure 3.4) nondimensional time of pinch-off, shown as green triangles, are displayed in Figure 3.7A versus the $L/D_0$ case. From this analysis, we see that the nondimensional time between pinch-off and the onset of circulation decay decreases with the $L/D_0$ value, therefore with increasing circulation strength and vortex ring diameter. Two breakdown timescale regions are present and are separated by the vertical line in Figure 3.7A. The first is the $L/D_0 < 4$ cases which show a substantial lag between the vortex ring pinch-off and the onset of circulation decay. The second consists of the $L/D_0 = 4$ and greater cases where the maximum attainable circulation is reached, which display circulation decay beginning immediately after pinch-off.

Also displayed in Figure 3.7 is the nondimensional time at which the vortex ring breaks down, shown as purple diamonds. The breakdown was defined as the time when the vortex core vorticity fell below one third of its peak vorticity value. The time between the onset of circulation decay and the vortex ring break down increases with $L/D_0$, this is due to the relatively constant circulation decay rate and increasing circulation strength of the vortex rings with increasing $L/D_0$. The normalized circulation decay rate over nondimensional time $T$ is displayed in Table 3.2 showing similar decay rates for all $L/D_0$ cases greater than 1. As the peak circulation strength grows with increasing $L/D_0$ value and the decay rate remains the same, the time delay between the onset of circulation decay and vortex ring breakdown grows.

Previous work by Paireau et al. [29] on a single vortex subject to external adverse shear displays a decay of the vortex vorticity within increasing external shear. In their work, vortices generated within regions of low shear do not display decreasing vorticity over time. Vortices produced within intermediate ranges of shear display maximum vorticity values which initially remain constant and then sharply decrease. Vortices produced within regions of high shear display an immediate decrease in vorticity due to rapid stretching of the vortex in the direction of shear. The transition from constant vorticity values to abruptly decreasing vorticity was attributed to a transition from the initial stage of deformation and breakdown of the external layers of the vortex to the second stage which includes stretching and distortion of the vortex core. The study found that the onset of the transition from the first stage to the second stage occurred earlier with increasing shear magnitude.

Similarly in our study, increasing circulation value in combination with increasing vortex ring diameter results in increasing shear on the vortex cores. Figure 3.7B displays the same three times of interest plotted versus a ratio of confinement to dissipative length scales of $\alpha = (D-D_{VR})/2\sqrt{\nu t}$, where $t$ is
the time of interest in seconds and \( \nu \) is the kinematic viscosity. In this figure, we see that \( \alpha \) of the vortex ring pinch-off is dependent on the \( L/D_0 \) value with the inverse of the relationship shown in Figure 3.7A. The \( \alpha \) values of the onset of circulation decay and the vortex ring breakdown are approximately constant with \( L/D_0 \) values >2. The vortex ring pinch-off \( \alpha \) value asymptotically decreases to the constant \( \alpha \) value of the onset of circulation decay as vortex rings begin to pinch-off after the maximum attainable circulation is reached at a \( L/D_0 \geq 4 \) where the vortex ring circulation immediately begins to decay after pinch-off.

Figure 3.7: Three important times of interest within the formation and progression of the \( D/D_0 =2 \) confined vortex rings shown as nondimensional time \( T \) in A. and shown as a ratio of confinement to dissipative length scales \( \alpha = (D-D_{VR})/2 \sqrt{\nu t} \) in B. First, the time of the vortex ring pinch-off. Second, the time when the circulation begins to decay compared to an identical unconfined vortex ring. Third, the time at which the vortex ring breakdown occurs.
Table 3.2: Normalized circulation decay rate over nondimensional time for each $L/D_0$ case.

Normalized circulation decay rate is $-d(\Gamma/\nu)/dT$.

<table>
<thead>
<tr>
<th>$L/D_0$ Case</th>
<th>Normalized Circulation Decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>98</td>
</tr>
<tr>
<td>1.5</td>
<td>1191</td>
</tr>
<tr>
<td>2</td>
<td>909</td>
</tr>
<tr>
<td>2.5</td>
<td>818</td>
</tr>
<tr>
<td>3</td>
<td>1001</td>
</tr>
<tr>
<td>4</td>
<td>863</td>
</tr>
<tr>
<td>5.5</td>
<td>1182</td>
</tr>
<tr>
<td>7</td>
<td>1091</td>
</tr>
</tbody>
</table>

An in depth analysis of the vortex ring dynamics over time was necessary to study the physical mechanism responsible for the vortex ring breakdown. Figure 3.8A and Figure 3.9A display the positive and negative core circulations for two representative cases with $L/D_0=2$ and $L/D_0=4$ confinement. The $L/D_0=2$ case displays a vortex ring which has a time delay between the onset of circulation decay and the vortex ring breakdown. A secondary vortex ring is generated along the confinement walls behind the primary vortex core. The development of this ring leads to a slow decrease in the primary vortex ring circulation due to vorticity annihilation by cross-diffusion between the primary vortex core and the opposite sign vorticity generated at the walls. As the primary vortex core vorticity continues to diffuse the vortex ring diameter slightly decreases and the primary vortex core areas slightly grow in size and begin to interact with one another along the centerline of the confinement domain. This trend of a long nondimensional time between pinch-off and the onset of decay was shown on the $L/D_0=2$ through $L/D_0=3$ cases and is demonstrated by the schematics in Figure 3.8B. The $L/D_0=4$ case displays a much shorter time delay between vortex ring circulation decay and breakdown. Once again a secondary vortex ring is generated behind the primary vortex ring although in this case, the secondary vortex ring is smaller in size and strength to the primary vortex ring, although larger in size and strength than the $L/D_0=2$ case. This stronger secondary vortex ring in addition to the increased shear on the vortex core leads to a much more rapid breakup of the primary vortex ring before the ring propagates within the confinement domain. Similar to the work by Paireau et al. [29], this case displays a deformation of the vortex core, causing the primary vorticities to elongate along the shearing direction before vortex ring breakdown. This trend was displayed on the $L/D_0=4$ through $L/D_0=7$ cases and is demonstrated in the schematic in Figure 3.9B.
Figure 3.8: Circulation versus nondimensional time $T$ and vorticity fields for the $D/D_0=2$ $L/D_0=2$ case. A. Positive and negative core circulation values versus nondimensional time $T$. B. Schematic of the primary and secondary vortex rings. a-d. Vorticity fields at four nondimensional times indicated by the vertical lines in A.

Figure 3.9: Circulation versus nondimensional time $T$ and vorticity fields for the $D/D_0=2$ $L/D_0=4$ case. A. Positive and negative core circulation values versus nondimensional time $T$. a-d. Vorticity fields at four nondimensional times indicated by the vertical lines in A.
3.5 Discussion

The dynamics of vortex rings produced by a piston cylinder arrangement with downstream confinement was investigated to determine the effect of confined downstream domains on vortex ring formation and decay. Within this work we found that the formation and peak circulation strength of the generated vortex ring are relatively unaltered by the confinement. However, a decay in circulation strength over time rate was seen in the $D/D_0=2$ confined vortex rings. The time at which the circulation began to decay decreased with increasing $L/D_0$, whereas the smallest case, $L/D_0=1$, was relatively unaffected by the confinement. This can be attributed to the slight increase in vortex ring diameter with increasing $L/D_0$ value as shown in equation 3.7 and Figure 3.6 [30]. Although this equation only explains the increase in the vortex ring diameter for laminar vortex rings, it is assumed that the diameter of a turbulent vortex ring will also grow with increasing $L/D_0$ value. The increased diameter of the generated vortex ring caused an increased interaction with the shear layer at the confinement boundary. The interaction of the vortex and the opposite sign vorticity generated at the confinement wall leads to a decrease in circulation.

Three important times of interest along the progression to complete vortex ring breakdown were investigated within this study. The first is the time of vortex ring pinch-off. As expected, the vortex ring pinch-off for both confinement domains occurred at approximately the $L/D_0$ generating condition until an $L/D_0>4$, after which the vortex ring pinch-off remained at a nondimensional time of 4. For a vortex ring generated with an $L/D_0>4$, the maximum attainable circulation is reached at approximately $T=4$ causing the vortex ring to pinch-off. The second time of interest was the onset of circulation decay for vortex ring generated within confined domains. This time was investigated for vortex rings generated in a $D/D_0=2$ domain. The nondimensional time delay between the vortex ring pinch-off and the onset of circulation decay was shown to decrease with increasing $L/D_0$ value and the confinement length scale normalized by the dissipative length scale for the confined vortex rings remained constant with varying $L/D_0$. The third time of interest within the vortex ring progression is the vortex ring breakdown time. This nondimensional time delay between the onset of circulation decay and the inevitable breakdown lengthened with increasing $L/D_0$ and the normalized circulation decay rate $d(\Gamma/\nu)/dT$ was shown to be approximately constant over the range of $L/D_0$ cases studied (Table 3.2).

Secondary vortex rings were generated within the confinement domains just behind the primary vortex rings which led to the decay of the primary vortex ring circulation and ultimate breakdown of the primary vortex ring. As the vortex ring moves towards the confinement wall there is a thickening of the boundary layer which results in the generation of a secondary counter rotating vortical structure. The strength of the secondary vortical structure was determined by the strength of the primary vortex ring as
well as the proximity of the primary vortex core to the confinement wall. These two parameters scaled the tangential pressure gradient along the wall which was the mechanism of generation for the vorticity along the wall. Therefore, in the case of a smaller vortex ring formed with an $L/D_0=2$, a weak secondary vortex ring was developed behind the primary vortex ring which gradually led to the dissipation of the primary vortex ring and its breakdown. This was observed in cases in which the vortex ring diameters were less than 70% of the confinement diameter at $L/D_0$ values of 2 through 3. In the case of the stronger vortex ring in the $L/D_0=4$ and greater cases, the strong vortex core which was located very close to the confinement walls generated a strong secondary vortex ring. High shear on the vortex core led to the immediate deformation of the vortex core and the decay of the primary vortex ring circulation which was followed by the vortex ring breakdown. In these cases the vortex ring diameters were greater than 70% of the confinement diameter and the vortex ring growth is hindered by the confinement domain as shown in Figure 3.6 by the plateauing of the vortex ring diameters with increasing $L/D_0$ value.

This work is the first to investigate radially confined vortex rings over a range of Reynolds numbers. Previous work has been presented on simple vortex wall interaction [7, 12, 24] and elliptical vortex rings translating between two no-slip parallel walls [13] but completely confined vortex rings were not previously studied. The dynamics of the vortex ring past the formation time were greatly altered by the presence of the $D/D_0=2$ confined domain but the drastic circulation decay was not present in the $D/D_0=3$ confined domain. In the severely confined case, where the vortex ring diameter before the vortex ring breakdown was significantly decreased, the vortex ring pinch-off was shown to not be affected by the confinement domain. However, the onset of the circulation decay was shown to be dependent on the ratio of confinement to dissipative length scales. Further investigation including a wide variety of confinement domains and vortex ring Reynolds numbers is necessary to further understand the full extent of the breakdown mechanism for all confined vortex ring confinements.
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4.1 Abstract

Vortex rings (VR) have been studied extensively for many decades; however VR dynamics within radially confined domains have not received much attention despite their importance. Here we investigate the decay of circulation for laminar vortex rings using particle image velocimetry and develop a new analytical model for the evolution of the VR circulation subject to confinement. A parameter indicating the rate of vorticity production due to the presence of confinement was calculated and was shown to exponentially decay with increasing confinement. Our model displays strong agreement with experimental circulation data and for the first time allows us to predict the circulation decay based on vortex ring confinement.

4.2 Introduction

Vortex rings have been widely studied using a variety of investigation methods, with the majority of vortex ring research involving laminar vortex rings in semi-infinite domains[1-4]. The formation and propagation of piston cylinder generated vortex rings have been studied with varying generator parameters including tube and orifice opening geometries and variable piston velocity programs[1, 3, 5]. The formation time, the time at which the vortex ring attains its maximum circulation, has been shown to be influenced by the presence of co-flow and counterflow during generation[6, 7]. Vortex ring stability has also been an important subject. Within semi-infinite domains, the development of Kelvin waves has been reported for vortex rings of moderate Reynolds numbers which act to decelerate the vortex ring propagation[8, 9].

In addition vortex ring interactions with bodies and walls have been previously studied [10]. One of the most commonly studied vortex ring wall interactions involves a vortex ring impacting a wall normal to its direction of propagation. Such studies have been conducted by Walker et al.[11], Orlandi et al.[12], and others[13, 14]. They describe the formation of secondary and tertiary vortical structures at the wall using flow visualization and numerical studies. Lim[15] explored a variation of this flow by
studying the interaction of a vortex ring with an inclined wall. The study described the deformation and stretching of the vortex ring as it approached the wall and the following helical vortex lines as the vortex ring unevenly impinged the wall[15]. More complex interactions have also been reported, for example, Chang et al. studied numerically and with flow visualization, an elliptical vortex ring between two no-slip parallel walls, where counter rotating secondary vortical structures were formed at the wall[16]. Additionally, confined domains have been used to study swirling flows most commonly in association with axial-flow turbomachinery applications[17, 18].

A physical understanding of vortex ring dynamics in the presence of simple bodies and walls can augment our comprehension of vortex ring interactions within complicated domains. Vortex rings formed within radially confined domains will experience complex wall interactions compared to the case involving plane walls. However, the development of secondary vortical structures and deformation of the primary vortex ring structure are still expected to play a dominant role in the vortex ring evolution. The current study is the first that investigates the evolution of vortex rings in radially confined domains, and to develop an analytical model for predicting the decay of the vortex ring circulation as a function of this interaction.

4.3 Methods

Time resolved digital particle image velocimetry (TRDPIV) studies allowed for the investigation of vortex ring dynamics within radially wall-bounded domains. Six different cylindrical confinements were studied with diameters ranging from 1.25 to 3 times the diameter of the piston cylinder, \( D_0 \), where \( D_0 = 0.0127 \) meters. The optically clear cylindrical tubes were made of Fluorinated Ethylene-Propylene (FEP). The FEP index of refraction matches that of water; hence no optical distortion was introduced. A case with no downstream confinement (semi-infinite domain) was also investigated for comparison. For all cases, the piston stroke-to-diameter ratio (\( L/D_0 \)) was \( L/D_0=1.2 \) and the piston velocity program remained the same, with a corresponding Reynolds number of approximately 1,700 to ensure the vortex rings remained laminar.
Each test condition was repeated three times for a total of 21 test cases. After the TRDPIV data was analyzed, Proper Orthogonal Decomposition (POD) was used in order to remove high frequency noise. POD is a technique for decomposing a flow field into its fundamental components. The method calculates the optimal basis functions and determining the energy contained in each of these modes\cite{19,20}. In this analysis the flow fields were reconstructed with the fundamental eigenmodes which contained 95% of the total energy in the system. A local vortex identification scheme was then used to determine the location of vortex rings using the $\lambda_{ci}$ criterion where the vortex core is defined using the imaginary part of the complex eigenvalue of the velocity gradient tensor, refer to Zhou and Chakraborty et al. \cite{21,22}. Using this method, the vortex cores were located. The circulation strength of each vortex was calculated using

$$\Gamma = \int_A \omega \cdot nds$$  \hspace{1cm} \text{4.1}
over the area determined by a constant $\lambda_{ci}$ value of $\lambda_{ci}^2=7\%$ of the maximum value. A Compact-Richardson finite difference scheme was used to calculate vorticity fields, with low noise amplification and bias error[23].

In an effort to understand the decaying process of the confined vortex rings we developed an analytical model for the evolution of the vortex ring circulation subject to the effect of the confinement. We began by investigating the self-induced propagation velocity of a thin vortex ring [24],

$$V = \frac{\Gamma C_1}{2\pi D_{VR}}$$ \hspace{1cm} 4.2

where

$$C_1 = \ln\left(\frac{4D_{VR}}{a}\right) - \frac{1}{4}. \hspace{1cm} 4.3$$

the core radius $a$ is much smaller than the vortex ring radius $D_{VR}/2$, as shown in Figure 4.1. This provided us with a relationship between propagation velocity and circulation for a thin-cored ring with a given core radius and ring diameter.

Our problem consists of an object, in our case a coherent structure or vortex ring bubble (as referred to by Maxworthy[9]), propagating within a radially confined domain. A drag force, which is a function of the size of both the object and the confinement domain, will act on the object. This was shown by Happel and Brenner [25] who analyzed a sphere moving through a tube at low Reynolds numbers. We used the drag term to incorporate all mechanisms that will decelerate the ring such as entrainment, vorticity shedding, and the effect of the confinement walls. The drag force on the vortex ring is $F_d = C_d \rho \pi D_{VR} a V^2$, where the drag coefficient, $C_d$, incorporates the dependence on the confinement geometry. The drag force on the vortex ring has the similar functional form to the viscous dissipation using the potential theory by Pedley[26] and Hershberger et al.[8].

The drag force causes a loss of impulse, $I = \rho \Gamma \pi (D_{VR}/2)^2$, of the vortex ring. By assuming a constant vortex ring diameter and a constant drag coefficient, and incorporating the relationship between velocity and circulation, an equation for the time varying circulation was calculated. Equation 4.4 displays a time varying estimate of the circulation based on the peak circulation, $\Gamma_0$, at time $t_0$ and a constant parameter $\beta$ for all values of $t$ greater than $t_0$.  

39
where $\beta$ is defined as

$$
\beta = \frac{a C_{d} C_{i}^{2}}{\pi^{2} D_{VR}^{3}}.
$$

The parameter $\beta$, is the only variable which is influenced by the confinement geometry. For a given condition, the rate of decay of $\Gamma(t)$ is controlled by $\beta$. The parameter $\beta$ represents the rate of vorticity production at the confinement walls which interacts with the vortex ring cores. As the confinement diameter decreases, the vorticity production at the wall increases and the distance between the wall and the vortex ring core decreases. These changes cause the opposite signed vorticity regions to increasingly interact and annihilate therefore raising the rate of circulation decay.

### 4.4 Results

Analysis of the experimental vortex ring data resulted in clear differences in the evolution of the calculated circulation values between confined and unconfined cases. Representative velocity fields for the unconfined and confined $D/D_0=1.75$ case are shown in Figure 4.2A and Figure 4.3A with the identified vortex cores displayed by red contours ($\lambda_{ci}$). The corresponding normalized circulation values, instantaneous circulation normalized by the peak circulation, core mean vorticity and core area values are also displayed versus the nondimensional time scale, $T=\bar{U}_\rho t/D_0$, in subplots B and C. It is clear that the vortex ring generated in the semi-infinite domain exhibits very little variation in circulation, core area, or core mean vorticity for $T>2$, after the ring is formed. However, for the $D/D_0=1.75$ case, as the vortex ring propagates it begins to slightly rotate its axis counterclockwise (towards the positive confinement wall) as the circulation decays and the core vorticity decreases. This continues until the vortex ring disperses at approximately $T=7.5$. The apparent variations between the upper and lower core circulation is caused by fluctuations in both the core areas and mean core vorticity values over time and indicates a possible instability within the confined vortex ring after formation. The vortex ring diameter remains reasonably constant among corresponding runs for the $D/D_0=1.5$ through $D/D_0=3$ cases and the semi-infinite domain. Table 4.1 displays the mean vortex ring diameter value of the three runs for each $D/D_0$ case and the corresponding standard deviation of diameter fluctuations. The vortex ring generated within the $D/D_0=1.25$ domain did not fully form in any of the runs due to the severely constricted domain. For this reason, the vortex ring diameter is not presented in Table 4.1.
Figure 4.2: Unconfined vortex ring case. A: Velocity flow fields at three time instants. The red contours display the $\lambda_{ci}$ boundaries determined for the vortex ring cores. 

B. Circulation versus the nondimensional time scale displaying the mean circulation as well as the negative and positive core circulation contours. 

C. Positive and negative vortex ring cores versus nondimensional time as well as the positive and negative core mean vorticity versus nondimensional time.
Figure 4.3: D/D₀=1.75 Confinement Case. A: Velocity flow fields at three time instants. The red contours display the $\lambda_{ci}$ boundaries determined for the vortex ring cores.

B. Circulation versus the nondimensional time scale displaying the mean circulation as well as the negative and positive core circulation contours. C. Positive and negative vortex ring cores versus nondimensional time as well as the positive and negative core mean vorticity versus nondimensional time.

Table 4.1: Normalized vortex ring diameters and standard deviations for each D/D₀ case

<table>
<thead>
<tr>
<th>D/D₀</th>
<th>Mean D_VR/D₀</th>
<th>Standard deviation of D_VR/D₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.790</td>
<td>0.109</td>
</tr>
<tr>
<td>1.75</td>
<td>0.923</td>
<td>0.140</td>
</tr>
<tr>
<td>2</td>
<td>1.014</td>
<td>0.106</td>
</tr>
<tr>
<td>2.5</td>
<td>0.990</td>
<td>0.123</td>
</tr>
<tr>
<td>3</td>
<td>0.990</td>
<td>0.044</td>
</tr>
<tr>
<td>semi-infinite</td>
<td>0.988</td>
<td>0.064</td>
</tr>
</tbody>
</table>
The formation phase and the nondimensional formation time at which pinch-off occurred was unaffected by the introduction of the downstream confinement as shown in Figure 4.4. The points displayed in Figure 4.4 are averaged values from the total data set for each case within 0.015 second time bins where the error bars display one standard deviation from the mean on every other data point for clarity. In the unconfined semi-infinite case, the circulation normalized by peak circulation, $\Gamma_0$, rises to peak just before $T=2$ and then plateaus. The introduction of the outer confinement causes the normalized circulation to decay with increasing severity as the confinement ratio $(D_{VR}/D)$ increases and the ratio of the confinement diameter to piston cylinder diameter $(D/D_0)$ decreases.

![Graph of normalized circulation versus nondimensional time scale](image)

**Figure 4.4: Normalized circulation versus the nondimensional time scale.** Data points display the mean circulation value for 0.015 second windows of data versus the nondimensional time. The error bars display plus or minus one standard deviation on the circulation mean. The error bars are displayed for every other data point for viewing clarity.

The duration over which the vortex ring circulation decayed was further investigated. An experimental $\beta$ value was calculated for each confinement condition, using equation 4.4 where $\Gamma(t)$ was the total circulation data set for each case. The experimental values, shown on the semi-log plot in Figure 4.5 in blue squares, follow an exponential decay with decreasing vortex ring confinement ratio $(D_{VR}/D)$. Only the $D/D_0=1.5-3.0$ data sets were used to calculate experimental $\beta$ values because the $D/D_0=1.25$ case violated the model assumption of constant diameter due to the incomplete formation of a vortex ring.
Figure 4.5: Experimentally calculated Beta values versus the vortex ring confinement ratio (vortex ring diameter versus confinement domain diameter) displaying an exponential decay with increasing vortex ring confinement.

The exponential fit of the experimental $\beta$ values was used to replace the unknown confinement ratio function in $C_d$ as shown in equation 4.6. The exponential fit y-intercept value 4.38/m$^2$ was then used to estimate the $C_d^0$ as the limit of $D_{VR}/D$ goes to zero representing semi-infinite conditions. The resulting $C_d^0$ was 0.0052,

$$C_d = C_d^0 \exp\left(9.50 \frac{D_{VR}}{D}\right).$$  \hspace{1cm} 4.6

From this analysis, a constant model derived $\beta$ value was calculated for each confinement ratio, assuming that the vortex ring diameter and core radius are constant. The varying circulation, $\Gamma(t)$, was then estimated for a given confinement ratio and peak circulation during the decay region using equation 4.4. The model calculated and experimental circulation decay values are plotted in Figure 4.6 versus the nondimensional deceleration time,
\[ T_{\text{deceleration}}^* = \frac{(t - t_0)\Gamma_0}{D_{VR}^2}. \]

Figure 4.6 displays the linear least squares fit of the relationship

\[ \frac{\Gamma(t)}{\Gamma_0} = \frac{1}{\Gamma_0 \beta (t - t_0) + 1}. \]

for the complete data set of all three runs for each case with corresponding one standard deviation error bars. The error observed within the data was primarily due to fluctuations in the mean core vorticity as shown in Figure 4.3C as opposed to simply experimental error. It is important to note that Figure 4.6 only displays time past the peak circulation time, \( t_0 \). The model calculated circulation contours strongly agree with the experimental data. Similarly, the model fit of the experimental data is shown in Figure 4.7 which is recast to collapse onto a single linear line with a slope of one.
Figure 4.6: Modeled and experimental normalized circulation values versus	nondimensional deceleration time of the circulation decay, where the $T^*_{\text{deceleration}} = \frac{(t-t_0)\Gamma_0}{D_{VR}^2}$. The error bars display plus or minus one standard deviation on the $\frac{\Gamma(t)}{\Gamma_0} = 1/(\Gamma_0\beta(t-t_0)+1)$ linear least squares fit.
Figure 4.7: Modeled and experimental data displaying strong agreement between the experimental data and model fits with a single linear line with a slope of one. Data displays the linear least squares fit for the relationship $\Gamma_0/\Gamma(t)-1 = \Gamma_0 \beta(t-t_0)$.

4.5 Discussion

Although a range of vortex ring wall interaction studies have been previously considered, the effects of radial confinement ratio on vortex ring dynamics has received very little attention to date. In our experimental analysis, the vortex ring formation was unaffected by the introduction of the confinement. However, the normalized vortex ring circulation decayed in the presence of the radial confinement and the decay rate was amplified by increasing vortex ring confinement. Hence, we developed a semi-empirical model for physically representing the circulation decay for a thin-core vortex ring traveling in a cylindrical domain. The experimentally calculated decay coefficient, $\beta$, was found to exponentially grow with decreasing domain size leading to increased circulation decay. The vortex ring “drag coefficient” was estimated using the exponential fit of the experimental $\beta$ values as the limit of $D_{vb}/D$ approaches 0 approximating semi-infinite conditions. In this work, the “drag” on the vortex ring is
used as the combination of effects that act to oppose the motion of the vortex ring. The estimated “drag coefficient” for a semi-infinite domain is $C_d = 0.0052$. This drag coefficient can be most similarly related to the drag coefficient of an air bubble in water due to the internal circulation of the moving bubble and decreased velocity gradients on the bubble surface.

The time varying circulation was estimated by the semi-empirical model for the six confined conditions beginning after peak circulation time. The model circulation decay values displayed a strong agreement with the experimental circulation values for the $D/D_0 = 1.5$ to $3.0$ cases. In all confined cases, the presence of the confinement walls affected the propagation and decay of the vortex ring after formation. Induced surface vorticity was generated at the domain wall, due to tangential pressure gradient [27], which was of opposite sign of the near wall vortex. The interaction of the opposite sign vorticities of the vortex and confinement wall led to decreased circulation of the vortex. Fluctuations within the vortex core areas were observed for all confined vortex rings. Similar core-area fluctuations have been previously reported for vortex rings impacting an inclined wall [15], vortex rings cut by a thin plate [16], and elliptic vortex rings interacting with two no-slip parallel walls [15, 16, 28]. In the later study, the core-area fluctuations are generated by vortex stretching at the impacted wall, these fluctuations were not taken into account in the current model.

We illustrated that the circulation decay rate increased exponentially with increasing vortex ring confinement. However this relationship only holds above a specific confinement bound where the laminar vortex ring properly forms and maintains a relatively constant diameter. When too severely confined, as in the case of the $D/D_0 = 1.25$ confinement, the vortex ring does not fully form due to increased viscous shear stresses at the wall. In this case the vortex ring is not present and the circulation does not decay as the model predicts. As the confinement diameter grows with respect to the piston cylinder diameter, the model is completely valid and the vortex ring begins to resemble an unconfined vortex ring as in the $D/D_0 = 3$ case. With increasing confinement diameter, the vortex ring circulation will decay much slower and begin to mimic a semi-infinite domain vortex ring with a constant circulation after the formation time.

Estimating the rate of vortex ring circulation decay within important physical processes is essential to fully understanding the beneficial or unfavorable effects the production of vortex rings will produce. For example vortex ring production within the left ventricle during early diastolic filling is beneficial to efficient filling and to the redirection of blood for ejection. When the heart becomes diseased and loses its ability to properly relax, the left ventricular walls provide increasing confinement for the incoming fluid and the vortex ring dynamics are drastically altered. This improved understanding
of vortex ring circulation decay and the model for predicting the decay rate in confined domains can be utilized in a wide range of applications to more completely understand the role of laminar vortex ring dynamics in confined domains.
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4.7 Supplementary Material

4.7.1 Experimental Setup

Time resolved digital particle image velocimetry (TRDPIV) studies allowed for the investigation of vortex ring dynamics within radially wall-bounded domains. Six different cylindrical confinements were studied with diameters ranging from 1.25 to 3 times the diameter of the piston cylinder, \( D_0 \), where \( D_0 = 0.0127 \) meters. The optically clear cylindrical tubes were made of Fluorinated Ethylene-Proplyene (FEP). The FEP index of refraction matches that of water; hence no optical distortion was introduced. A case with no downstream confinement (semi-infinite domain) was also investigated for comparison. For all cases, the piston stroke-to-diameter ratio (\( L/D_0 \)) was \( L/D_0=1.2 \) and the piston velocity program remained the same, with a corresponding Reynolds number of approximately 1,700 to ensure the vortex rings remained laminar.
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**Figure 4.8: Schematic of vortex ring formation experimental setup with varying downstream diameter conditions.**

Vortex rings were generated by a discharge of fluid from a piston cylinder arrangement driven by a pneumatic cylinder over a finite time interval. The piston cylinder’s travel remained constant for all cases based on the \( L/D_0 \) value. This process can be approximated by considering the slug-flow model where we assume uniform flow over the circular outlet jet and we neglect the initial transient period [1-3]. The pneumatic cylinder was used in combination with a Teflon piston cap to produce the vortex rings.
The region of interest began immediately downstream of the small piston cylinder’s end. The velocity of the piston was measured using a Novotechnik linear TLH series potentiometer. The mean velocity with respect to time was calculated using

$$\bar{U}_p = \frac{1}{T} \int_0^T u_p(t) dt,$$

where $u_p(t)$ is the velocity of the piston, which is assumed to be equal to the jet outflow velocity and assumed constant over the jet area, at time $t$ and $T$ is the total ejection time interval.

Planar TRDPIV is an optical flow measurement technique which uses a coherent light source to illuminate a region of interest. The coherent light source is expanded into a thin plane and directed over a region of interest parallel to a high speed camera lens face. The flow is seeded with neutrally-buoyant flow tracer particles; the movement of these flow tracer particles is captured by high speed images. Cross correlation techniques are used to obtain planes of velocity vectors within the region of interest from the flow tracer displacements between high speed images.

The laser plane was positioned parallel to the piston cylinder and the high speed camera was positioned beside the test setup perpendicular to the laser plane. All data was acquired using a 1 kHz Nd:YAG dual Head laser. Double pulsed laser pulses separated by 0.02 seconds were used to acquire data synchronized with an IDT XS-3 CMOS camera. The images acquired within this region were 1280 pixels by 288-700 pixels based on ROI size. The magnification was optimized at 58 or 62 microns per pixel based on ROI size. Neutrally-buoyant silver coated hollow glass spheres 85 $\mu$m were used as flow tracers.

Cross correlation algorithms were performed to calculate the velocity fields on a uniform grid of 319 x 70-173 locations with a vector grid spacing of 4 pixels equaling 232 or 248$\mu$m. Five passes of a robust phase correlation based deformation method algorithm were used with a grid resolution of 16x16 vectors and a window resolution of 32x32 vectors on the first two passes [4-7]. The final passes had a grid resolution of 4x4 and a window resolution of 16x16 vectors. Area validation using median filters were implemented in order to remove stray vectors. Based on the magnification and the laser timing, a typical displacement of the flow tracers between correlated frames was on the order of 4-8 pixels.

Proper Orthogonal Decomposition is a technique for decomposing a flow field into its fundamental components. The method calculates the optimal basis functions and determining the energy contained in each of these modes [8, 9]. POD was used to post process the TRDPIV results in order to
remove high frequency noise. In this analysis the flow fields were reconstructed with the fundamental eigenmodes which contained 95% of the total energy in the system.

A local vortex identification scheme was used to determine the location of vortex rings using the $\lambda_{ci}$ criterion where the vortex core is defined using the imaginary part of the complex eigenvalue of the velocity gradient tensor, refer to Zhou and Chakraborty et al. [10, 11]. Using this method, the vortex cores were located. The circulation strength of each vortex was calculated using

$$\Gamma = \int_A \omega \cdot nds$$ \hspace{1cm} (4.10)

over the area determined by a constant $\lambda_{ci}$ criterion function value of $\lambda_{ci}^2=7\%$ of the maximum value. A Compact-Richardson finite difference scheme was used to calculate vorticity fields, providing low noise amplification and bias error [12].

### 4.7.2 Model Derivation

In an effort to understand the decaying process of the confined vortex rings we developed an analytical model for the evolution of the vortex ring circulation subject to the effect of the confinement. We began by investigating the self-induced propagation velocity of a thin vortex ring, equation 4.11 [13], where the core radius $a$ is much smaller than the vortex ring radius $D_{VR}/2$, as shown in Figure 4.1,

$$V = \frac{\Gamma C_1}{2\pi D_{VR}} \left( \ln \frac{4D_{VR}}{a} - \frac{1}{4} \right),$$ \hspace{1cm} (4.11)

where

$$C_1 = \ln \frac{4D_{VR}}{a} - \frac{1}{4}. \hspace{1cm} (4.12)$$

This provided us with a relationship between propagation velocity and circulation for a thin-cored ring with a given core radius and ring diameter.

Our problem consists of an object, in our case a coherent structure or vortex ring bubble (as referred to by Maxworthy [14]), propagating within a radially confined domain. A drag force, which is a function of the size of both the object and the confinement domain, will act on the object. This was
shown by Happel and Brenner [15] who analyzed a sphere moving through a tube at low Reynolds numbers, equation 4.13,

\[ F_d = 6\pi \mu a_b U_b \left(1 + f\left(\frac{D_b}{D}\right)\right), \]

where \( D_b \) is the object diameter, \( D \) is the tube diameter, \( a_b \) and \( U_b \) are the radius and velocity of the moving object respectively. Following work by Hershberger et al. and Sullivan et al. we aim to define a “drag coefficient” of the vortex ring [16, 17]. In our work, we use the drag term to incorporate all mechanisms that will slow the ring down such as entrainment, vorticity shedding, and the effect of the confinement walls. The drag force on the vortex ring is:

\[ F_d = C_d \rho \pi D_{VR} a V^2, \]

where the drag coefficient, \( C_d \), incorporates the dependence on the confinement geometry as shown in equation 4.15. The drag force on the vortex ring has the similar functional form to the viscous dissipation using the potential theory by Pedley[18] and Hershberger et al.[17],

\[ C_d = C_d^0 \left[1 + g\left(\frac{D_{VR}}{D}\right)\right]. \]

The drag force causes a loss of impulse, \( I = \rho \Gamma \pi (D_{VR}/2)^2 \), of the vortex ring resulting in the following equation,

\[ \frac{1}{2} \rho C_d V^2 \pi \left(\frac{D_{VR}}{2}\right)^2 = -\frac{dI}{dt}. \]

By assuming a constant vortex ring diameter and a constant drag coefficient, and incorporating the relationship between velocity and circulation in equation 4.11, the following relationship is derived,

\[ \rho C_d \pi D_{VR} a \left(\frac{\Gamma C_1}{2\pi D_{VR}}\right)^2 = -\frac{d}{dt} \left(\rho \pi \Gamma (D_{VR}/2)^2\right) \]

\[ \frac{C_d C_1^2 a \Gamma^2}{\pi^2 D_{VR}^3} = -\frac{d\Gamma}{dt}. \]
In our study, assuming a constant vortex ring diameter is valid for the laminar vortex rings generated in confinement domains larger than \( D/D_0 = 1.25 \). All confinement domains larger than this produced vortex rings with a relatively constant equilibrium diameter. The \( D/D_0 = 1.25 \) domain did not produce a true vortex ring which propagated along the length of the tube. Instead, the ring immediately dissipated after formation. By defining a parameter \( \beta \),

\[
\beta = \frac{aC_d C_1^2}{\pi^2 D_{VR}^3}
\]

4.19

this equation becomes,

\[
\beta \Gamma^2 = -\frac{d\Gamma}{dt}
\]

4.20

This results in equation 4.21,

\[
\Gamma(t) = \frac{\Gamma_0}{\Gamma_0 \beta (t - t_0) + 1},
\]

4.21

which displays a time varying estimate of the circulation based on the peak circulation, \( \Gamma_0 \), at time \( t_0 \) and a constant parameter \( \beta \) for all values of \( t \) greater than \( t_0 \), where \( \Gamma_0 \) is the peak circulation and \( t_0 \) is the time at peak circulation.

### 4.7.3 Calculation of the Drag Coefficient

The vortex ring “drag coefficient” was estimated using the exponential fit of the experimental \( \beta \) values as the limit of \( D_{VR}/D \) approaches 0 approximating semi-infinite conditions. In this work, the “drag” on the vortex ring is used as the combination of effects that act to oppose the motion of the vortex ring. The estimated “drag coefficient” for a semi-infinite domain is \( C_d = 0.0052 \). This drag coefficient can be related to the drag coefficient of an air bubble in water due to the internal circulation of the moving bubble and decreased velocity gradients on the bubble surface. The bubble drag coefficient at a Reynolds number of approximately 500 is 0.15; however at increased Reynolds numbers, the bubble begins to deform, loses its internal circulation, and the drag is then dominated by the deformation [19]. To estimate
the drag coefficient on a bubble at higher Reynolds numbers assuming there is no bubble deformation, we extrapolated the drag coefficient curve presented by Sanada et al., Clift et al., and Moore et al. [19-21] past the deformation point to a Reynolds number of 1,700, the resulting $C_d$ value is approximately 0.05. This value is used to ensure that our $C_d$ value for the vortex ring of 0.0052 is within the appropriate range.

4.7.4 References


5 Vortex Ring Formation during Left Ventricular Early Diastolic Filling

Kelley C. Stewart¹, John C. Charonko¹, Casandra L. Niebel¹, William C. Little², and Pavlos P. Vlachos¹
¹ Department of Mechanical Engineering, Virginia Tech, Blacksburg, Virginia
² Cardiology Section, Wake Forest University School of Medicine, Winston-Salem, North Carolina

5.1 Abstract

Normal left ventricular (LV) filling occurs rapidly early in diastole from a low left atrial pressure. This normal diastolic function is altered in patients with heart failure. Such impairment of diastolic filling is manifested as an abrupt deceleration of the early filling wave velocity [1]. Although variations within the early filling wave have been observed previously [2-4], the underlying hydrodynamic mechanisms are not well understood. Here we discover that the favorable pressure difference within the ventricle driving early diastolic filling first falls to zero at the time when the early filling wave deceleration is observed and we show that the LV vortex ring pinch-off occurs simultaneously. In contrast to previous analysis, this study shows that the vortex ring pinch-off occurs before the completion of early diastole and its formation time remains invariant to changes of diastolic function.

5.2 Introduction

The heart is continuously adapting and remodeling, and these changes manifest in its ability to alter filling pressures, heart rate, and stroke volume in response to stress, exercise, or disease [5, 6]. In order for the heart to normally function, the left ventricle (LV) must not only eject blood during systole but rapidly fill during diastole without requiring an elevated left atrial pressure both at rest and when the cardiac output increases during exercise. In a healthy heart this is accomplished by the left ventricle functioning as a suction pump. Early in diastole there is a progressive pressure difference that pulls blood from the left atrium to the LV apex [7]. In left ventricular diastolic dysfunction (LVDD), the LV compliance and ability of the heart to relax and expand decrease, negatively impacting the left heart’s capacity to fill and generate the favorable pressure difference from the left atrium to the left ventricle during diastole. In patients with LVDD, maintenance of LV filling requires an elevated left atrial pressure [8, 9]. This becomes especially apparent during exercise [10, 11]. Almost all patients with heart failure (HF) have abnormalities of the LV filling dynamics and over 50% of patients with HF have preserved ejection fraction (EF) [12]. Therefore, improved understanding of LVDD fluid dynamics can have a significant impact on the diagnosis and treatment across all heart failure conditions [13].
As blood flows across the mitral valve from the left atrium into the LV in early diastole, the inflow jet produces a vortex ring. These vortical structures formed within the LV during diastole have been studied both in-vivo and in-vitro [14-18]. The time at which the vortex ring’s strength of hydrodynamic circulation reaches a maximum is referred to as the vortex ring formation time. At this point, the primary vortex ring detaches from the inflow jet and pinches-off. Beyond the vortex ring formation time, any additional energy does not contribute to the primary vortex ring but instead is shed into a trailing jet. The formation vortex ring within the LV inflow tract may improve the efficiency of early diastole LV filling and might be a useful metric of cardiac function [14, 19, 20]. Gharib et al. [21] hypothesized that a universal timescale may be present for formation time of optimal left ventricular filling by a vortex ring within the ventricle.

Gharib et al. [21] proposed that for a vortex ring generated by a piston-cylinder in a semi-infinite domain, a dimensionless formation time (FT) of approximately 4 represents the asymptotic limit of the circulation at which the maximum vortex ring propulsive efficiency is attained. Later, Gharib et al. calculated the dimensionless FT associated with left ventricular diastolic filling as:

\[
\text{Formation Time} = \frac{U_{\text{mean}} t_{\text{E-wave}}}{D},
\]

where \(U_{\text{mean}}\) is the mean filling velocity, \(t_{\text{E-wave}}\) is the duration of the early filling, and \(D\) is the maximum mitral valve diameter [20]. The dimensionless formation time was used as opposed to the actual time to account for variations among patients. Gharib et al. proposed that the FT can be used as a specific indicator of cardiac function. However, this analysis is based on the assumption that the vortex ring FT coincides with the duration of early diastolic filling; however this assumption has not been verified.

In this work we hypothesize that the formation of the vortex ring changes with diastolic dysfunction due to the changing geometry of the left ventricle and the decreased relaxation of the left ventricular myocardium during early filling. Color M-mode (CMM) echocardiography is a clinical imaging modality that provides a temporal special map of blood velocities during diastole along a scan line from the LV apex to the mitral valve [22] and will be used in this study to investigate the velocities and pressures within the left ventricle throughout early diastolic filling. The CMM data can be used to integrate the Euler equation providing a measurement of the intraventricular pressure difference (IVPD). The IVPD represents the strength of LV suction and therefore is an important parameter for characterizing diastolic function [8, 23-25]. Early diastolic propagation velocity (Vp), which is the velocity of propagation of the left ventricular filling wave, can also be calculated from the CMM [26].
In summary, previous studies have investigated early diastolic filling wave velocities and vortex ring dynamics with respect to cardiac function. However, the relationship between the early diastolic filling wave deceleration and the vortex ring dynamics within the left ventricle has not been considered in depth. Hence, to-date there is no established association between vortex ring FT and impaired filling dynamics as manifested by changes in the early filling Vp. This work reveals for the first time the interplay among vortex ring FT, the loss of favorable pressure difference, and early diastolic wave deceleration within the LV. In this work, we examine the early diastolic filling wave deceleration and show its relationship to the pinch-off of the vortex ring formed beyond the mitral annulus inlet. Additionally, we investigate whether the vortex ring formation characteristics are altered with the development of diastolic impairment.

5.3 Results

A cohort of 128 patients with varying diastolic health were studied, including a subset of 46 patients with normal filling classified based on an E/E’ (ratio of peak transmitral inflow velocity to mitral annulus velocity) value of <8 [27]. Analysis of patient CMM data provided quantitative information for three characteristic events during diastole and the respective time at which they occurred. First, the “deceleration point time” is the time of the most statistically significant change (deceleration) of the early filing wave propagation velocity as shown in Figure 1A by the change in the slope of the Vp (green line). The “peak IVPD time” corresponds to the instant during diastole at which the intra-ventricular pressure difference as calculated from the CMM data reaches a peak value (Figure 5.1C, dashed). Finally, the “onset of zero pressure difference time” corresponds to the time when the relative pressure along the scanline first falls to zero, eliminating the favorable pressure difference within the ventricle driving early filling (Figure 5.1C, solid). Figure 1B illustrates the succession of these events.
Figure 5.1: Representative CMM Data  A.) Color M-mode Echocardiogram of a single diastolic period displaying initial and terminal velocities before and after the deceleration point. B.) Corresponding IVPD spatiotemporal distribution C.) Spatial pressure contours along the length of the left ventricle shown with progressing time from top to bottom. IVPD at the time of peak early diastolic mitral to apical pressure difference (dashed black) and the time of the onset of a zero pressure difference within the LV (solid black).

The nondimensional time at which the onset of a zero pressure difference occurred and the deceleration point occurred was calculated from the CMM data as shown in equation 5.2,

\[
\text{Nondimensional Time} = \frac{U_{\text{Mean}} t}{D}
\]

where \( t \) is the time of the zero pressure difference or deceleration point time referenced from the start of the early filling wave. The nondimensional time was used, as opposed to the actual time, to scale the time in order to compare among patients with different mitral valve diameters and mean inflow velocities.

Figure 5.2 displays the relationship of the CMM nondimensional deceleration point time with the nondimensional time of the onset of zero pressure difference within the LV. The solid line represents the linear regression, while the shaded area captures the one standard deviation band of the data points. The nondimensional time of the onset of zero pressure difference is positively correlated with the nondimensional deceleration point time (slope=0.90, \( r^2=0.27, p<0.0001 \)). The nondimensional time of the
onset of zero pressure difference is nearly equivalent to the nondimensional deceleration point time as shown by a slope of 0.90 when the intercept is constrained to zero. This implies that the two times are associated with the same physical event. Baccani et al. also found a change in the early filling wave propagation velocity within a computational fluid dynamics study of filling for normal and dilated cardiomyopathy conditions. By performing a CMM type of analysis on the numerical data, they found two distinct propagation velocities and reported a decrease in the propagation velocity after the vortex ring detached from the mitral annulus [28]. The present study in combination with the work by Stewart et al. [1] provides support and validation, using clinical data, to Baccani et al. However Baccani et al. did not quantify the precise deceleration point time.

Figure 5.2: Nondimensional time of the onset of zero pressure difference calculated from the CMM versus the nondimensional deceleration point time. The centerline displays the linear fit and the shaded region represents the 95% confidence interval.

Synthesizing the results in Figure 5.2, with the work by Baccani et al. [28], reveals that the vortex ring pinch-off within the LV occurs at the time of the diastolic filling wave deceleration point, and that both events correspond to the loss of a favorable pressure difference within the LV. These observations further suggest that pinch-off occurs before the completion of early diastole (E-wave). An overview of this process is demonstrated in Figure 5.3. During the initial stage of diastole, a continuous jet issues
through the mitral valve that generates a rapid initial propagation velocity (Vp). At the time of the vortex ring pinch-off, the supply of momentum to the wave front (led by the vortex ring) in the flow is abruptly reduced, thus resulting in a sudden deceleration of the velocity wave as shown by the reduced terminal Vp slope.

Figure 5.3: Hypothesized relationship between the early diastolic vortex ring pinch off and early diastolic filling dynamics as shown by the initial and terminal propagation velocities before and after the deceleration point time.

We calculated two formation times for the 46 patients with normal filling. First, based on our results indicating that the vortex ring pinch-off occurs at the deceleration point time, a FT was calculated using that time (FT_{dec}). Second, FT_{E-wave} was calculated using the total early filling wave time following the assumption of Gharib et al.’s work [20]. In Figure 5.4A, we plot both FT_{dec} and FT_{E-wave} against age (FT_{dec}: slope =-0.0034/year, r^2=0.014, p<0.43; FT_{E-wave}: slope =-0.037/year, r^2=0.30, p<0.0001). FT_{E-wave} displays a very similar inverse relationship to that presented by Gharib et al. [20], with the lower and upper quartile values of the FT distribution at 3.9 and 5.4. The slope of the FT_{E-wave} versus age relationship for our normal patient cohort was -0.037/year versus a slope of approximately -0.031/year for
Gharib et al.’s patient cohort that was primarily composed of normal filling patients. As such, our results corroborate their measurements. However, \( \text{FT}_{\text{dec}} \) (blue diamonds) which we showed better represents the vortex ring pinch-off time, as opposed to \( \text{FT}_{\text{E-wave}} \) calculated using the duration of early diastole, shows that the vortex ring formation time does not vary with age (slope = -0.0034/year, \( r^2 = 0.014, p = 0.043 \)), and has a mean value of 1.65 for healthy patients.

Early filling IVPD provides an independent measure of the strength of early diastolic suction and allows delineation between healthy and diseased patients as well as stage of diastolic dysfunction [23]. In Figure 5.4B we show the same formation time scales as above, but for 128 patients with varying diastolic function (including the 46 normals), as represented by the variation of the IVPD on the x-axis. The \( \text{FT}_{\text{E-wave}} \) displays an inverse relationship with the early filling wave peak IVPD (slope = -0.41/mmHg, \( r^2 = 0.14, p<0.0001 \)). Thus the nondimensional duration of the early diastolic filling wave is changing with decreasing peak IVPD values, indicating decreased diastolic function. In both Figure 5.4A and B the \( \text{FT}_{\text{E-wave}} \) value decreases as the heart is compromised by age or disease, as suggested by Gharib et al. [20], although in their data they had a very limited number of diseased subjects (approximately 7). Work by Ghosh et al. [29] also showed that \( \text{FT}_{\text{E-wave}} \) decreased with diastolic dysfunction therefore indicating variations in LV stiffness, viscoelasticity, and load. This clearly implies that the LV and its operation are adapting with the progression of diastolic impairment. However, \( \text{FT}_{\text{dec}} \) remains nearly invariant as a function of early diastolic IVPD and the deceleration point occurs at an approximate nondimensional time of 1.7 regardless of the severity of diastolic impairment. This value is essentially unchanged compared to the healthy patients shown in Figure 5.4A.
Figure 5.4: Formation time versus A.) age in years for 46 healthy patients as classified by 
$E/E' < 8$, B.) Early diastolic peak IVPD in mmHg for 128 patients with varying diastolic 
health. The centerline displays the linear fit and the shaded region represents the 95% 
confidence interval.
5.4 Discussion

The results presented in this study show that the vortex ring pinch-off corresponds to a decrease in the early filling propagation velocity and to the simultaneous onset of the loss of a favorable pressure difference along the vortex ring centerline (Figure 5.2). These findings, in combination with the results by Baccani et al. [28] displaying the relationship between a decrease in the filling wave velocity with the vortex ring pinch-off, reveal for the first time that the vortex pinch-off is responsible for the deceleration point calculated within early diastolic filling. Moreover, both events occur simultaneously with the first onset of a zero pressure difference within the LV.

The nondimensional early filling duration time (FTE-wave) was shown to vary with age and peak IVPD, specifically the E-wave FT decreased as the heart was compromised by age or disease. These results are in agreement with previous work by Gharib et al. [20] and Ghosh et al. [29] and suggest that LV remodeling is occurring [5]. However, their FT calculation based on the early diastolic filling wave duration assumes that the vortex ring does not pinch-off until the end of early diastole. In this study, we showed that the vortex ring pinch-off occurs at the deceleration point time before the completion of early diastole. Consistent with this, we calculated FTdec, and we discovered that it remains unaffected by age or diastolic impairment, with a mean of approximately 1.7. This value is much lower than the previously reported formation time, of approximately 4, reported for vortex rings formed using a piston cylinder configuration in semi-infinite domains. Changes in the inflow velocity profile, orifice geometry, and downstream domain over time will affect the vortex ring generation and therefore alter the formation time, in this case decreasing its value.

In conclusion, this study is the first to demonstrate that the nondimensional vortex ring pinch-off time does not vary with age or diastolic dysfunction condition. In contrast with the previously hypothesized concept that variations in vortex ring dynamics may reflect the decline of diastolic function [20], our results suggest that vortex ring formation beyond the mitral valve remains invariant to pathophysiological changes associated with diastolic dysfunction. Previous work on left ventricular vortex formation time assumed that the vortex ring does not pinch-off until the end of the early diastolic filling wave. By using the total early filling wave duration time to calculate the vortex formation time, previous researchers have reported decreasing formation time values which actually correspond to variations within the early diastolic filling wave duration due to changes in left ventricular stiffness and relaxation. This study is the first to calculate the left ventricular vortex formation time by accounting for the time of vortex ring pinch-off as calculated by the deceleration point time. The formation time based on the deceleration point time results in a formation time which is invariant to pathophysiological changes associated with diastolic dysfunction. This result implies that there may remain a timescale for the
optimum left ventricular filling regardless of diastolic function as hypothesized by Gharib et al. [21]. These findings enhance our understanding of early diastolic physics, potentially leading to improved diagnostic techniques [17, 20, 28, 30].
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5.7 Methods

5.7.1 Echocardiography Acquisition

Echo-Doppler examinations were completed using an iE33 ultrasound imaging system with a multiple frequency transducer (Philips Medical Systems, Andover, MA). Standard 2-dimensional images were obtained in the parasternal long and short axes, and in the apical 4- and 2- chamber views. Pulsed-wave Doppler tracings of mitral valve inflow were recorded at the leaflet tips. Color M-mode ultrasound was obtained with a sweep speed of 100 mm/sec with a scale that optimized visualization of the isovelocity color contour as judged by the recording sonographer. Recordings of the mitral annular velocity were also obtained on the septal and lateral walls from an apical 4-chamber view. Left ventricular volumes and Doppler tracings were analyzed using a digital echocardiography workstation as previously described [1, 2].

5.7.2 Statistical Analysis

JMP Statistical Discovery Software (SAS Institute Inc., Cary, NC) was used for all statistical analysis. All calculated properties were averaged for each category and are expressed as mean ± 1 standard deviation. We analyzed statistical significance among groups using a one-way analysis of variance (ANOVA) and the Tukey-Kramer honest significant difference test.

5.7.3 Description of the Automated CMM Analysis Algorithm

An automated algorithm was developed to analyze CMM data and to calculate the pressure distributions within the LV. Details on the CMM analysis algorithm can be found in the methodology section and supplementary material in previous work by Stewart et al. [3].

5.7.4 Mitral Inflow and Mitral Annulus Doppler Analysis

In addition to the CMM echocardiography data for each patient within the study, the transmitral Doppler and mitral annulus Doppler data was acquired. These data provide independent measurements of the mitral inflow velocity and the mitral annulus velocity throughout diastole. With this independent information, a control volume analysis of the mitral annulus region was completed to calculate the relative pressure driving early diastolic filling using the momentum equation. Equations 5.3 and 5.4 display the momentum equation for a deformable control volume around the mitral annulus as shown in Figure 5.5,

\[ \sum Forces = \frac{\partial}{\partial t} \left( \int_{cv} U \rho dV \right) + \left( \int_{cv} U \rho (W \cdot n) dA \right), \]  \hspace{1cm} 5.3
\[
\int_{cs} (-P_1) n_1 \, dA_1 + \int_{cs} P_2 n_2 \, dA_2 = \rho \frac{\partial (-U_j)}{\partial t} V + \left( \int_{cs} (-U_j) \rho \left( -(U_j - U_A) \cdot n \right) dA_1 \right).
\]

5.4

For this analysis we assumed that the flow is inertia dominant due to the high Reynolds number, therefore the shear stress contribution to the momentum equation was neglected. In these equations, \( U_J \) is the mitral inflow jet velocity, \( U_A \) is the mitral annulus velocity, \( W \) is the relative velocity of the deformable wall \((U_J - U_A)\), \( \rho \) is the density, \( P_1 \) and \( P_2 \) are the pressures acting on the areas \( A_1 \) and \( A_2 \), and \( V \) is volume.

**Figure 5.5: Deformable Control Volume analysis around the mitral annulus and left ventricle.**

The relative pressure within the LV with respect to the pressure at the mitral annulus location was calculated, therefore \( P_1 \), the pressure at \( A_1 \) through the mitral annulus was set to zero in equation 5.5,

\[
0 - P_2 A_2 = -\rho \frac{\partial U_j}{\partial t} V - \rho U_J \left( U_J - U_A \right) A_1,
\]

5.5

and we solve for the pressure within the ventricle in equation 5.6,

\[
-P_2 = \frac{1}{A_2} \rho \frac{\partial U_j}{\partial t} V - \rho U_J \left( U_J - U_A \right) \frac{A_1}{A_2}.
\]

5.6
For this analysis we assumed the control volume deformed with mitral annulus motion. To determine the volume and height of the control volume with respect to time we introduce equations 5.7,

\[ V(t) = A_2 h(t) = \int U_\alpha A d t, \]

and 5.8 where \( V(t) \) is the changing volume in time and \( h(t) \) is the varying height or length of the LV,

\[ h(t) = \frac{A_1}{A_2} \int U_\alpha d t. \]

After incorporating equations 5.7 and 5.8 into equation 5.6, the result is an equation for the pressure driving the early diastolic filling, as shown in equation 5.9

\[ -P_2 = \rho \frac{\partial U_j}{\partial t} \frac{A_1}{A_2} (h_0 + \int_0^t U_\alpha d t) - \rho U_j \left( (U_j - U_\alpha) \right) \frac{A_1}{A_2}. \]

The areas used for the mitral annulus area, \( A_1 \), and the LV area, \( A_2 \) are shown in equation 5.10 where \( D_{mv} \) is the mitral valve diameter as measured by the 4-chamber echocardiography image at peak diastolic inflow. The LV area was assumed to be twice the size of the mitral valve area,

\[ A_1 = \frac{\pi D_{mv}^2}{4}, \quad A_2 = 2A_1. \]

This analysis resulted in relative pressure waveforms over the duration of the cardiac cycle from the EKG signal T-wave to T-wave. For each relative pressure waveform there was a peak corresponding to the E-wave diastolic filling.

The pressure within the LV during early diastole was determined independently by analyzing the mitral inflow Doppler and mitral annulus tissue Doppler data. The deformable control volume (CV) analysis described above was used in combination with the time history of the Doppler velocities to calculate the peak IVPD within the LV driving early diastolic flow (refer to the supplemental methods section). The time of peak IVPD as calculated by the CV analysis, corresponds to the time of peak recoil force on the mitral annulus as calculated in the work of Kheradvar et al. [4, 5], which they experimentally showed occurs just before vortex ring pinch-off. Figure 5.6A shows the correlation between the nondimensional time of peak IVPD calculated from the CMM analysis and the corresponding
nondimensional time of peak IVPD calculated from the CV analysis. The two approaches for estimating the peak IVPD correlate with a slope of 0.92 ($r^2=0.37$ and $p<0.0001$). This result illustrates that the maximum recoil force on the mitral annulus corresponds to the development of the CMM estimated peak IVPD and hence it is physically consistent with the development of the maximum suction in the LV, which precedes pinch-off.

**Figure 5.6: Nondimensional Time Plots**

A.) Nondimensional peak pressure time from CMM versus the nondimensional peak pressure time from the control volume analysis.  
B.) Nondimensional peak pressure time calculated from the CMM analysis and the nondimensional time of a zero pressure difference calculated from the CMM versus the nondimensional deceleration point time. The centerline displays the linear fit and the shaded region represents the 95% confidence interval.

Figure 5.6B displays the relationship of the CMM nondimensional deceleration point time (horizontal axis) with the CMM nondimensional peak IVPD time and the CMM nondimensional time of the first onset of a zero pressure difference (vertical axis, circle and diamond respectively). The solid lines represent the corresponding linear regressions, while the shaded areas capture the one standard deviation band of the data points. The CMM nondimensional peak IVPD time corresponds to the time of peak recoil force on the mitral annulus as in Kheradvar et al.’s work [4, 5]. Both the peak pressure time and the zero pressure difference time correlate well with the nondimensional deceleration point time (peak pressure time: slope=0.55, $r^2=0.31$, $p<0.0001$; zero pressure difference time: slope=0.90, $r^2=0.27$,  
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p<0.0001). The smaller slope of the regression line for the peak pressure time confirms that the time of the peak recoil force always precedes the deceleration point time. Figure 5.5B also displays that the nondimensional time of the onset of a zero pressure difference is nearly equivalent to the nondimensional deceleration point time as shown by a slope of 0.90 when the intercept is constrained to zero. This implies that the two times are associated with the same physical event. Baccani et al. performed a computational fluid dynamics study of filling for normal and dilated cardiomyopathy conditions. By performing a CMM type of analysis on the numerical data, they found two distinct propagation velocities and reported a decrease in the propagation velocity after the vortex ring detached from the mitral annulus [6]. The present study in combination with the work by Stewart et al. [3] provides support and validation, using clinical data, to Baccani et al. However they did not quantify the precise deceleration point time.

5.8 Patient Population

A total of 128 patients were used in this study and were selected from routine comprehensive echocardiography and Doppler evaluations at Wake Forest University Baptist Medical Center. $V_p$ was calculated for each patient during regular clinical treatment according to the American Society of Echocardiography guidelines [7]. This study was conducted according to protocols approved by the Virginia Tech and Wake Forest University Internal Review Boards.

The patient population was selected using the inclusion criteria of no pre-existing cardiac conditions and good quality echocardiography scans. Previous work including these patients been published by Brucks et al. [8].

| Table 5.1: Left Ventricular Echocardiography-Doppler and Patient Specific parameters. Values represent mean value ± 1 standard deviation (range). |
|---|---|
| Age | 53.11±18.71 (16-91) |
| Ejection Fraction (EF) | 51.17±13.77% (12.82-72.63) |
| E-wave Mitral Inflow, cm/s | 88.57±20.56 (49-134) |
| A-wave Mitral Inflow | 63.58±24.94 (7.18-143) |
| E/A* | 1.57±0.80 (0.50-5.50) |
| E/e† | 11.33±5.92 (4.15-38.79) |
| IVPD‡, mmHg | 2.86±1.22 (0.31-6.45) |

* E wave to A wave transmitral velocity ratio  
† E wave transmitral to E wave mitral annulus velocity ratio  
‡ Intraventricular Pressure Difference
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6.1 Abstract

Background: Diastolic function can be evaluated from color M-mode (CMM) echocardiography by measuring the early diastolic flow propagation velocity (Vp) from the slope of a linear approximation of an isovelocity contour. However, this method has limitations and may not accurately represent diastolic filling.

Methods and Results: We used an automated objective analysis of CMM echocardiograms from 125 patients with varying diastolic function to quantify left ventricular filling velocities. Early diastolic flow propagation had a rapid initial velocity that abruptly decelerated to a slower terminal velocity. Compared to normal filling, severe diastolic dysfunction had a lower initial velocity (53 ± 21 vs 87 ± 29 cm/sec, p<0.001), and the deceleration point occurred closer to the mitral annulus (2.4 ± 0.6 cm vs 3.1 ± 0.7 cm, p<0.05). The product of the initial velocity and the distance to the deceleration point, indicating the strength of the early filling (Vs), was progressively reduced with diastolic dysfunction. In a separate validation cohort of 160 patients, Vs better recognized diastolic dysfunction (classified by reduced diastolic intraventricular pressure gradient, elevated pulmonary capillary wedge pressure, or elevated B-type natriuretic peptide) than Vp.

Conclusions: Early diastolic flow propagation occurs with an initial rapid velocity that abruptly decelerates to a terminal velocity. With diastolic dysfunction, the initial velocity is slower and the

deceleration point occurs closer to the mitral annulus. A new parameter that combines these two effects (Vs) provides a more accurate assessment of diastolic function than Vp.

**Key words:** Diastole, echocardiography, heart failure, imaging

**Abbreviations List**

LV = left ventricular; CMM = color M-mode; Vp = propagation velocity; E = E-wave inflow velocity; HCM = hypertrophic cardiomyopathy; IVPD = intraventricular pressure difference; BNP = B-type natriuretic peptide; ROC = receiver operator characteristic; Vs = early filling strength; PCW = pulmonary capillary wedge

**6.2 Introduction**

Left ventricular (LV) diastolic function can be non-invasively evaluated from LV filling dynamics determined by Doppler echocardiography [1-3]. Color M-mode (CMM) echocardiography provides a spatio-temporal map of the velocities of the blood flow along the scan line from the mitral annulus to the LV apex [4, 5]. The current method of analyzing this data is to calculate the propagation velocity (Vp) of the inflow jet traveling toward the apex during early diastole [1-3, 5-11]. Vp is measured as the slope of a linear approximation of an isovelocity contour. Vp is reduced in patients with diastolic dysfunction, and the ratio of peak transmitral E-wave velocity (E) to Vp is elevated when left atrial pressure is increased [3, 12-16].

There are several potential limitations to the use of Vp as a measure of LV diastolic function. First, in many situations, the isovelocity contour may not be accurately described by a straight line [17-19]. Thus, assignment of a single slope (i.e., Vp) may not be accurate. Furthermore, Vp is subject to variation based on how the isovelocity contour is determined [1, 17, 20]. Finally, Vp has been found to be normal in patients with hypertrophic cardiomyopathy (HCM) who have diastolic dysfunction apparent by other methods [21].

Under normal circumstances, early diastolic filling results from a progressive pressure gradient from the left atrium [4, 22] that extends towards the LV apex. With diastolic dysfunction, the magnitude of the pressure gradient is reduced, and it does not extend as deeply into the left ventricle [9]. Thus, we hypothesized that with diastolic dysfunction, the initial Vp of the filling wave is reduced and that it would decelerate to a lower velocity prior to reaching the apex. In contrast, in normals, the initial velocity would be higher and deceleration would occur closer to the LV apex.

Accordingly, we evaluated early diastolic filling using CMM echocardiograms from 125 patients with a range of diastolic function. Consistent with our hypothesis, we found that the early diastolic flow velocities were not accurately described by a single slope. We used this information to develop a new
metric of early diastolic filling that more accurately recognized diastolic dysfunction. We then tested this new measure in a second cohort of 160 patients.

6.3 Methods

6.3.1 Echo-Doppler

Echo-Doppler examinations were completed using an iE33 ultrasound imaging system with a multiple frequency transducer (Philips Medical Systems, Andover, MA). Standard 2-dimensional images were obtained in the parasternal long and short axes and in the apical 4- and 2-chamber views. Pulsed-wave Doppler tracings of mitral valve inflow were recorded at the leaflet tips. CMM ultrasound was obtained in the apical long axis view with a sweep speed of 100 mm/sec with a scale that optimized visualization of the isovelocity color contour as judged by the recording sonographer. Recordings of the septal and lateral mitral annular velocities were averaged. LV volumes and Doppler tracings were analyzed using a digital echocardiography workstation as previously described [23, 24].

6.3.2 Brief Description of the Automated Algorithm

An automated data analysis algorithm was developed to examine the CMM echocardiograph images. Original CMM images were analyzed in MATLAB (The Mathworks, Natic, MA) using in-house developed image processing algorithms. The algorithm is used to crop a region of interest (Figure 1B) and the velocity color scale region. With this information, a point-by-point velocity reconstruction is completed on the ROI (see the supplemental material for additional information).

The image was reconstructed using a de-aliasing technique similar to that used by Thomas et al. and Rovner et al. [25, 26] (Figure 6.1D). Through the use of image processing tools, the E-wave velocity field was reduced to a series of twenty-seven isovelocity contours evenly spaced between 45% and 55% of the peak E-wave transmitral velocity shown in Figure 1E. The reconstructed velocity contours are shown in Figure 1F with the 45% to 55% isovelocity contours shown from light to dark.

A de-aliasing technique similar to the techniques used by Thomas et al. and Rovner et al. [25, 26] was used to reconstruct the image shown in Figure 6.1D. Through the use of image processing tools, the E-wave velocity field was reduced to a series of twenty-seven isovelocity contours evenly spaced between 45% and 55% of the peak E-wave transmitral velocity shown in Figure 6.1E. The reconstructed velocity contours are shown in Figure 6.1F with the 45% to 55% isovelocity contours shown from light to dark.

6.3.3 Ensemble Contour Methodology

A smoothing spline was fit to the series of isovelocity contours and is referred to as the ensemble contour in the remaining analysis (see supplemental material for additional information).
Figure 6.1: Method of analysis of a restrictive filling patient color M-mode echocardiograph. A: Original color M-mode image. B: Region of interest extracted from the color M-mode image containing a complete diastolic cycle. C: Region of interest after a point-by-point velocity reconstruction. D: Anti-aliased region of interest. E: Region of interest displaying the location of the series of isovelocity contours from 45% to 55% of the E wave peak transmitial velocity. F: Isovelocity contours shown from 45% to 55% of the peak E wave transmitial velocity from light to dark.

6.3.4 Change-Point Methodology

Previous observations of a change in slope or curvilinear isovelocity contour [17-19] are consistent with an abrupt deceleration of the LV filling wave. We used a statistical change-point analysis method [27, 28] on the derivative of the ensemble contour (Figures 2C and 2G) to objectively determine the deceleration point. The method is based on a cumulative sum of the difference between the value of interest (\( x_i \)) and the mean value (\( \bar{x} \)). Equation 6.1 displays the cumulative sum equation:
The waveform produced by the output of the cumulative sum equation was plotted to determine the significance of the change throughout the signal (Figures 2D and 2H). The peaks within this cumulative sum waveform were sorted according to their magnitude. The peak with the highest magnitude signifies the most statistically significant change and was labeled as the “deceleration point.”

Figure 6.2: A and E: Color M-mode echocardiogram of a normal subject and a patient with a restrictive filling pattern. B and F: Dealiased region of interest showing the initial (pink) and terminal (green) propagation velocity with the deceleration point located at their intersection. C and G: Ensemble contour and calculated slopes of the ensemble contour. D and H: Cumulative sum plot calculated from the derivative of the ensemble contour values. The dotted line represents the deceleration point determined at the time of the peak cumulative sum.
6.3.5 Pressure Calculations

The one-dimensional incompressible Euler equation, shown in equation 6.2, where $p$ is the pressure, $\rho$ is constant blood density, and $v$ is velocity, was used to calculate the relative pressures within the ROI from the reconstructed velocity field. The pressure at each point along a scan line was calculated relative to the position of the mitral annulus just prior to mitral valve opening calculating the line integral between them [9, 29],

$$\frac{\partial p}{\partial s} = -\rho \left( \frac{\partial v}{\partial t} + v \frac{\partial v}{\partial s} \right).$$

6.2

From the relative pressures, the peak diastolic intraventricular pressure difference (IVPD) from the left atrium to the LV apex was calculated similar to Greenberg et al. and Rovner et al. [26, 30]. This method has been validated by comparison to direct measurements with micromanometers [9, 25]. The IVPD provides a measure of the strength of LV diastolic suction. We used an IVPD of 2.2 mmHg as the lower limit of normal based on the observations of the IVPD in healthy volunteers by Yotti et al [9].

6.3.6 Early Filling Velocity Strength

We observed that early filling is characterized by a point at which the Vp abruptly decelerates (see below) indicating that a single straight line is not an accurate approximation for the Vp parameter. The ensemble contour was divided at the deceleration point into two segments, the initial propagation region and the terminal propagation region. A line was fit to the ensemble contour for each filling region to calculate the propagation velocities before (initial Vp) and after the deceleration point (Terminal Vp), as shown in Figure 6.2B and F as the two intersecting lines where the junction is the deceleration point.

We calculated the distance from the position of the mitral annulus just prior to the opening of the mitral valve to the deceleration point, \(L_i\). The product of this distance and the initial Vp represents the strength of early filling (Vs),

$$V_s = \text{Initial Vp} \times L_i.$$ 6.3

6.3.7 Patient Population

Two independent groups of patients were used in this study: a development cohort consisting of 125 patients and a validation cohort consisting of 160 patients. These were selected from patients undergoing clinically-indicated comprehensive echocardiography and Doppler evaluation at the Wake Forest University Baptist Medical Center. The study was conducted according to protocols approved by the Virginia Tech and Wake Forest University Baptist Medical Center Institutional Review Boards.
Diastolic dysfunction stages were assigned based on the mitral valve inflow, tissue Doppler mitral annular velocities, and conventional Vp was measured according to the American Society of Echocardiography guidelines [3].

6.3.8 Development Cohort

The patients in the development cohort were selected to create five equally-sized categories. Due to the wide range of ages, the healthy filling category was divided into two categories, one group younger than thirty years old and the second group thirty years and older. The remaining three categories were composed of 25 patients with each of the three stages of diastolic dysfunction: delayed relaxation filling (stage 1), pseudonormal filling (stage 2), and restrictive filling (stage 3) (Table 1). Seventeen patients from the development cohort were randomly selected for the assessment of parameter reproducibility. The patients were analyzed three independent times by three different observers to assess the inter- and intra-observer variability.

Table 6.1: Clinical Characteristics of the Testing Cohort. Patients are classified based on clinically diagnosed diastolic dysfunction stage. Values represent mean ± one standard deviation.

<table>
<thead>
<tr>
<th>Diastolic Dysfunction Stage</th>
<th>Number of Patients</th>
<th>Age (years)</th>
<th>E/A *</th>
<th>E/E †</th>
<th>Ejection Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – Healthy, age &lt; 30 yrs</td>
<td>25</td>
<td>24.36±4.25</td>
<td>1.98±0.69</td>
<td>6.53±1.47</td>
<td>0.57±0.05</td>
</tr>
<tr>
<td>0 – Healthy, age &gt; 30 yrs</td>
<td>25</td>
<td>47.36±14.33</td>
<td>1.54±0.31</td>
<td>7.88±2.66</td>
<td>0.62±0.05</td>
</tr>
<tr>
<td>1 – Delayed Relaxation</td>
<td>25</td>
<td>68.32±9.62</td>
<td>0.79±0.11</td>
<td>13.00±4.22</td>
<td>0.57±0.13</td>
</tr>
<tr>
<td>2 – Pseudonormal</td>
<td>25</td>
<td>66.20±12.94</td>
<td>1.58±0.31</td>
<td>16.40±5.27</td>
<td>0.40±0.15</td>
</tr>
<tr>
<td>3 – Restrictive Filling</td>
<td>25</td>
<td>59.44±18.50</td>
<td>2.91±1.02</td>
<td>18.77±7.38</td>
<td>0.28±0.08</td>
</tr>
</tbody>
</table>

* E wave to A wave transmitral velocity ratio
† E wave transmitral to E wave mitral annulus velocity ratio

6.3.9 Validation Cohort

The patient population for the validation cohort consisted of 160 patients, including 10 patients with HCM (Table 2). It is important to note that development cohort CMM data included only good image quality scans, and that CMM images with merged E and A waves were not included. The validation cohort CMM selection criteria were less strict and patients with fair to poor image quality and merged E and A waves were included in the analysis. Other analysis of observations in some of the validation patient population has been previously published by Brucks et al. [31].
**Table 6.2: Clinical Characteristics of the Validation Cohort.**

a) Subset with IVPD measurement

<table>
<thead>
<tr>
<th>n</th>
<th>Age, y</th>
<th>Gender, n (%)</th>
<th>EF&lt;0.4, n (%)</th>
<th>Diastolic function, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>57±13</td>
<td>Male</td>
<td>91 (57)</td>
<td>29 (18)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Female</td>
<td>68 (43)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Impaired relaxation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pseudonormal filling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Restricted filling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not determined</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52 (33)</td>
<td></td>
<td>Normal</td>
<td>51 (32)</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td></td>
<td>Pseudonormal filling</td>
<td>26 (16)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>Restricted filling</td>
<td>24 (15)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>Not determined</td>
<td>7 (4)</td>
<td></td>
</tr>
</tbody>
</table>

b) Subset with BNP measurement

<table>
<thead>
<tr>
<th>n</th>
<th>Age, y</th>
<th>Gender, n (%)</th>
<th>EF&lt;0.4, n (%)</th>
<th>Diastolic function, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>117</td>
<td>58±14</td>
<td>Male</td>
<td>61 (52)</td>
<td>25 (21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Female</td>
<td>56 (48)</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Impaired relaxation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pseudonormal filling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Restricted filling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not determined</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>40 (34)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>37 (37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15 (13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 (0.9)</td>
</tr>
</tbody>
</table>

c) Subset with PCW Pressure measurement

<table>
<thead>
<tr>
<th>Age, y</th>
<th>n</th>
<th>Gender, n (%)</th>
<th>Period between echo and catheterization, hours</th>
<th>EF&lt;0.4, n (%)</th>
<th>Diastolic Function, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>56±19</td>
<td>Male</td>
<td>37 (66)</td>
<td>20±15</td>
<td>14 (25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Female</td>
<td>18 (32)</td>
<td></td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not Determined</td>
<td>1 (0.02)</td>
<td></td>
<td>Impaired relaxation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pseudonormal filling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Restricted filling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not determined</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20 (36)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14 (14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9 (16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13 (23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6 (11)</td>
</tr>
</tbody>
</table>

IVPD = intraventricular pressure difference; EF = ejection fraction; HCM = hypertrophic cardiomyopathy; BNP = B-type natriuretic peptide; PCW = pulmonary capillary wedge
Each of these patients had a clinically-indicated Echo-Doppler examination. Fifty-six of these patients had undergone cardiac catheterization with measurement of the pulmonary capillary wedge (PCW) within two days of the echo; 117 of the patients had a serum B-type natriuretic peptide (BNP) determination on the same day as the echo. In the validation cohort, we assessed the ability of CMM parameters to recognize diastolic dysfunction defined in three different ways. These included: 1) elevated mean PCW pressure $> 18$ mmHg; 2) elevated serum BNP $> 100$ pg/ml [31-33]; and 3) reduced IVPD $< 2.2$ mmHg indicating reduced LV suction [9].

6.3.10 Statistical Analysis

Data are expressed as mean ± 1 standard deviation. We analyzed statistical significance among groups using a one-way analysis of variance (ANOVA) and the Tukey-Kramer honest significant difference test.

The ability to distinguish patients with diastolic dysfunction from normal filling was analyzed by receiver operator characteristic (ROC) curves. The diagnostic ability of the parameters was assessed by comparing the area under the ROC curves [34]. JMP Statistical Discovery Software (SAS Institute Inc., Cary, NC) was used for the statistical analysis.

6.4 Results

6.4.1 Analysis of the Development Cohort

The isovelocity contours were not linear as the two stage initial and terminal fit provided considerably better fits than a single linear approximation (Table 3). This non-linearity was also present by visual inspection. Since the slope abruptly decreased at the discontinuity point, we termed this the “deceleration point.” Using a change-point analysis, the location of the deceleration point occurred furthermost into the LV for healthy patients and patients with delayed relaxation filling ($3.1 \pm 0.7$cm and $3.3\pm0.8$cm respectively) and progressively decreased with increased diastolic dysfunction ($2.4 \pm 0.6$ cm for restrictive filling), shown in Figure 6.3A.
Table 6.3: Coefficient of Determination of Linear and Two Stage Initial and Terminal Contour Fits

<table>
<thead>
<tr>
<th>Diastolic Dysfunction Stage</th>
<th>Linear Fit $r^2$ Value</th>
<th>Initial and Terminal Fit $r^2$ Value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy, age &lt; 30 yrs</td>
<td>0.77</td>
<td>0.84</td>
<td>0.0098</td>
</tr>
<tr>
<td>Healthy, age &gt; 30 yrs</td>
<td>0.77</td>
<td>0.87</td>
<td>0.0328</td>
</tr>
<tr>
<td>Delayed Relaxation</td>
<td>0.76</td>
<td>0.84</td>
<td>0.0461</td>
</tr>
<tr>
<td>Pseudonormal</td>
<td>0.82</td>
<td>0.89</td>
<td>0.0716</td>
</tr>
<tr>
<td>Restrictive Filling</td>
<td>0.78</td>
<td>0.84</td>
<td>0.1065</td>
</tr>
</tbody>
</table>

Deceleration Point Location

* p<0.05 vs Healthy <30 years
† p<0.05 vs Healthy >30 years
Figure 6.3: The distance into the left ventricle where the velocity deceleration point (DP) occurs is progressively decreased with more severe diastolic dysfunction, as is the initial propagation velocity. In contrast, the terminal propagation velocity is similar in all groups.

The inflow wave was split into an initial and terminal section before and after the deceleration point. The initial Vp progressively decreased with diastolic dysfunction shown in Figure 3B. The terminal Vp was lower than the initial Vp and was similar in normals and patients with increasing diastolic dysfunction shown in Figure 3C. Since both the initial Vp and the distance to the deceleration
point decreased with increasing diastolic dysfunction, we calculated their product as a potential new diastolic parameter. This product indicates the strength of the initial flow propagation ($V_s$) and represents the magnitude of LV suction. $V_s$ was progressively decreased with increasing diastolic dysfunction (Figure 6.4B). In the development cohort, $V_s$ was better at distinguishing patients with diastolic dysfunction from normals than conventional $V_p$ (Figure 5).

Figure 6.4: The conventional flow propagation velocity ($V_p$) is reduced in patients with restricted filling patterns. The early filling strength ($V_s$) progressively declines with increasing diastolic dysfunction.
Figure 6.5: Receiver operator characteristic curves displaying the ability of conventional flow propagation velocity (Vp) and early filling strength (Vs) to discriminate normals from subjects with abnormal diastolic filling patterns. Vs performs better than Vp.

The variability of repeated measures of Vs was 9.9% for intraobserver and 13.8% for interobserver. Additional analysis of the intra and inter-observer variability values of Vs parameter, deceleration point location, initial Vp and terminal Vp values are in the supplemental materials.

Analysis of the Validation Cohort

In the validation cohort, Vs was consistently better at recognizing diastolic dysfunction than conventional Vp whether diastolic dysfunction was defined as a reduced IVPD, elevated PCW pressure, or elevated BNP (Figure 6).
Reduced Intraventricular Pressure Difference <2.2 mmHg

V_s = 199 cm²/s

- V_s (AUC=0.76)
- E/E' (AUC=0.58)
- V_p (AUC = 0.64)

V_s vs. E/E'  P=0.021
V_s vs. V_p  P=0.008

Elevated Pulmonary Capillary Wedge Pressure >18 mmHg

V_s = 155 cm²/s

- V_s (AUC=0.80)
- E/E' (AUC=0.77)
- V_p (AUC=0.62)

V_s vs. E/E'  P=0.719
V_s vs. V_p  P=0.004
Figure 6.6: Receiver operator characteristic curves displaying the ability of color M-mode parameters to detect diastolic dysfunction recognized as: A) a reduced intraventricular pressure gradient (IVPD) < 2.2 mmHg, B) an elevated pulmonary capillary wedge pressure > 18 mmHg, and C) an elevated BNP > 100 pg/ml. Regardless of how diastolic dysfunction is defined, early filling strength (Vs) was superior to flow propagation velocity (Vp).

We separately analyzed 10 patients with HCM who had abnormal diastolic filling patterns and 50 normal subjects with normal filling pattern. Vs (AUC = 0.76) was superior to conventional Vp (AUC = 0.58, p =0.022) in detecting the 7 patients with HCM who had diastolic dysfunction( IVPD<2.2 mmHg).

6.5 Discussion

CMM echocardiography provides a spatial-temporal map of early diastolic filling. Conventionally, this has been evaluated by calculating the slope of an isovelocity contour representing the Vp. Using an objective quantitative analysis of the CMM data, we found that a single slope does not accurately represent the Vp for normals or patients with diastolic dysfunction. Instead, the flow
propagation is characterized by a more rapid initial slope indicating rapid flow propagation that abruptly slows after a deceleration point. In the presence of diastolic dysfunction, the initial slope is reduced and the deceleration point moves progressively closer to the mitral annulus. The terminal slope is much lower than the initial slope and is similar regardless of diastolic function. The product of the initial slope and the distance to the deceleration point (Vs) provides a measure of the strength of early diastolic LV suction and may provide a better measure of diastolic function than the conventional Vp.

Under normal circumstances, early diastolic filling results from a progressive pressure gradient from the left atrium [4, 22] that extends most of the way to the LV apex. This results in a rapid initial Vp that extends 3.1±0.7 cm from the mitral annulus towards the LV apex. With diastolic dysfunction, the magnitude of the pressure gradient is reduced, and it does not extend as deeply into the left ventricle [9]. Thus, we observed with diastolic dysfunction that the initial Vp is reduced and that filling wave decelerates to a lower velocity closer to the mitral annulus. After termination of the pressure gradient, the terminal Vp is reduced to similar levels in all subjects patients regardless of diastolic function. This terminal Vp represents slower inertial flow in the absence of a pressure gradient.

Vp is conventionally calculated as the linear slope of an isovelocity contour from the mitral annulus to 4 cm into the LV. Patients with normal filling display a deceleration point which occurs 3.1±0.7 cm from the annulus. Accordingly the initial Vp and conventional Vp for normal filling are similar. In contrast in restrictive filling, the deceleration point occurs closer to the mitral annulus (2.4±0.6 cm). Thus, in this circumstance the conventional Vp will be determined by both the initial Vp and the terminal Vp, further decreasing the conventional Vp below the initial Vp alone.

The conventional Vp is frequently normal in severely hypertrophied ventricles that have clear evidence of diastolic dysfunction [3]. Accordingly, we assessed the new Vs parameter in ten patients with HCM and found that its performance was superior to conventional Vp in accurately detecting diastolic dysfunction in HCM. These results should be interpreted with caution because of the small sample size.

We analyzed the degree of diastolic dysfunction in the development cohort based on the mitral inflow and tissue Doppler. In the validation cohort, we used BNP, IVPD, and invasively determined PCW pressure to provide three independent means of recognizing diastolic dysfunction. However, none of these standards is a perfect method of evaluating LV diastolic dysfunction. Increased BNP values are correlated with diastolic dysfunction [32]; however, BNP values can be influenced by other factors [35]. The IVPD provides another objective measure of the degree of diastolic dysfunction. We used a method to calculate the IVPD that has been validated by comparison to micromanometer pressure measurements [9, 29]. However, the values are not completely independent of the echocardiography analysis because
relative pressures were calculated from CMM using the Euler relationship. The PCW measurements were not performed simultaneously with the echocardiograms, thus diminishing the accuracy of the measurement is assessing diastolic dysfunction at the time of the echo / Doppler examination. Despite the potential limitations of the three methods of independently defining diastolic function, we found that Vs consistently performed better than Vp. This suggests that Vs provides a superior method of recognizing diastolic dysfunction from CMM echocardiography.

We used an algorithm to analyze a single beat of previously acquired clinical studies. It is possible that the algorithm could be implemented online as data are being acquired and applied to multiple beats. This has the potential to improve its accuracy. Although we used a quantitative analysis algorithm, the initial Vp and the distance to the deceleration point can be recognized by visual inspection (Figure 2).

In the development cohort, we included only patients with high quality CMM images. However, in the evaluation cohort, we did not exclude patients based on the quality of the images. This demonstrates the robustness of the analysis algorithm and the potential utility of Vs.

In conclusion, the propagation of flow into the left ventricle in early diastole does not have a single velocity. The initial rapid flow velocity suddenly slows at a deceleration point. Diastolic dysfunction is characterized by a reduction of the initial Vp and the deceleration point occurring closer to the mitral annulus. The product of these two parameters, Vs, which reflects the strength of early diastolic filling, provides a more accurate assessment of diastolic function than conventional measurement of Vp from CMM echocardiography.

**Funding Sources**

This work is partially supported by the National Science Foundation Graduate Research Fellowship and National Science Foundation Grant No. 0547434. Any opinions, findings, conclusions, or recommendations expressed in this publication are those of the authors and do not necessarily reflect the views of the National Science Foundation. We also acknowledge the Wake Forest Translational Science Institute for their financial support.

**Disclosures**

An application for a provisional patent covering the analysis program has been filed by Virginia Tech and Wake Forest Universities which employ the authors.
6.6 References


6.7 Supplemental Material

6.7.1 Description of the Automated Algorithm

An automated data analysis algorithm was developed to determine the Vp from CMM echocardiograph images. Original CMM images were analyzed in MATLAB (The Mathworks, Natick, MA) using in-house developed image processing algorithms. From the original CMM image (Figure 6.1A), the velocity color scale region was selected and a single beat region of interest was selected from the CMM image shown in Figure 6.1B. From this ROI, the E-wave, A-wave, and the vertical position of the mitral plane were selected for orientation of the algorithm. The grayscale values from the CMM image background were removed, thus leaving only the velocity color scale image (Figure 6.1C). Color scale cubic spline values were then used to create a point-by-point velocity reconstruction of the remaining image.

A de-aliasing technique similar to the techniques used by Thomas et al. and Rovner et al. [1, 2] was used to reconstruct the image shown in Figure 6.1D. Through the use of image processing tools, the E-wave velocity field was reduced to a series of twenty-seven isovelocity contours evenly spaced between 45% and 55% of the peak E-wave transmitral velocity shown in Figure 6.1E. The reconstructed velocity contours are shown in Figure 6.1F with the 45% to 55% isovelocity contours shown from light to dark.

6.7.2 Ensemble Contour Methodology

A smoothing spline was fit to a series of isovelocity contours and is referred to as the ensemble contour in the remaining analysis. Error analysis using 25 representative patients spanning the five categories considered in this study was performed to determine the optimum number of ensemble contours required for the reconstruction. This analysis showed that a minimum of 27 velocity waveforms should be used for the optimal reconstruction and ensured that, in all representative cases, there was no more than a 1% change in $r^2$ values with an increasing number of waveforms.

6.7.3 Change-Point Methodology

Preliminary analysis of the isovelocity contours revealed the presence of an apparent decrease in the slope of the velocity ensemble contours indicating deceleration of the filling wave. This is consistent with previous observations of a change in slope or curvilinear isovelocity contour [3-5]. We used a statistical change-point analysis method [6, 7] on the derivative of the ensemble contour to determine the deceleration point. The method is based on a cumulative sum of the difference between the value of interest ($x_i$) and the mean value ($\bar{x}$). Equation 6.3 displays the cumulative sum equation:
Cumulative Sum, $S_i = \text{Cumulative Sum}_{i-1} + (x_i - \bar{x})$.  

The waveform produced by the output of the cumulative sum equation was plotted to determine the significance of the change throughout the signal. The peaks within this cumulative sum waveform were sorted according to their magnitude. The peak with the highest magnitude signifies the most statistically significant change and was labeled as the “deceleration point.”

6.7.4 Intra and Inter-observer Variability Analysis

Seventeen patients were analyzed three times by three different observers. With this data we have completed inter-observer and intra-observer variability analysis. The table below displays the average of the mean percent error of the three observations for all of the patients for the intraobserver variability. The interobserver variability is the average of the mean percent error of the mean value of each patient per observer. The mean percent error is shown in equation 6.4. Where $n$ is the number of observation pairs analyzed,

$$\text{mean } \% \text{ error} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\text{observation}_i - \text{observation}_{i+1}}{2} \right).$$

Development Cohort Reproducibility

<table>
<thead>
<tr>
<th>Point</th>
<th>Vs</th>
<th>Deceleration</th>
<th>Initial Vp</th>
<th>Terminal Vp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-observer Variability (%)</td>
<td>9.9 ± 13.2</td>
<td>6.4 ± 10.4</td>
<td>9.2 ± 15.1</td>
<td>9.4 ± 15.8</td>
</tr>
<tr>
<td>Inter-observer Variability (%)</td>
<td>13.8 ± 11.5</td>
<td>7.1 ± 9.2</td>
<td>4.6 ± 14.3</td>
<td>9.1 ± 21.5</td>
</tr>
</tbody>
</table>
6.7.5 References


7 Conclusions

This dissertation has provided an integrated analysis of vortex ring dynamics within in-vivo and in-vitro data. We hypothesized that variation in vortex ring dynamics within the LV were caused by changes in ventricular geometry. Therefore impaired LV relaxation, which causes a decrease in LV volume during filling, results in a more rapid decay of early diastolic hydrodynamic circulation, which is a measure of the vortex strength. Vortex ring have previously been examined in-vitro within compliant mock ventricles; however a fundamental understanding of confined vortex ring dynamics has not been previously established. Within this work we investigated vortex rings generated with varying Reynolds numbers and within a range of confinement domains. The characteristics of laminar vortex rings in-vitro were independently studied in order to develop a new analytical model for the evolution of the vortex ring circulation subject to the effect of the confinement. This improved understanding of the dynamics within simple radially confined domains was essential to more completely comprehend the role of vortex rings in diastolic filling.

This work was the first to investigated vortex ring formation and decay within radially confined domains, as in the filling left ventricle. The Reynolds numbers, based on circulation, for the vortex rings within the left ventricle are approximated between 4,000 and 10,000. For this reason we investigated radially confined vortex rings over a range of Reynolds numbers. We found that the vortex ring formation process was unaffected by the introduction of the confinement domain. However, the vortex rings with increased confinement displayed an onset of enhanced circulation decay after the time of vortex ring formation. The circulation decay rate after pinch-off remained constant for all vortex rings generated within a single severe confinement with varying generation conditions, implying the decay rate is dependent on the ratio of piston cylinder to confinement diameters. Radially confined laminar vortex rings were further investigated and we discovered that the circulation decay rate increased exponentially with increasing vortex ring confinement. The development of a method for estimating the rate of vortex ring circulation decay within significant physical processes was very important. The analytical model developed within this work can be used to predict the rate of circulation decay within the filling LV subject to changing physiological characteristics of the LV. Therefore this model may be used with clinical pcMRI data to more completely understand the filling dynamics and potentially lead to improved diagnostic techniques.

The role of vortex ring formation within the left ventricle was further investigated using clinical color M-mode echocardiography and Doppler data. This work was the first to demonstrate that the nondimensional vortex ring pinch-off time does not vary with age or diastolic dysfunction condition. In
contrast with the previously hypothesized concept that variations in vortex ring dynamics may reflect the
decline of diastolic function [1], the results suggested that vortex ring formation beyond the mitral valve
remains invariant to pathophysiological changes associated with diastolic dysfunction. These findings
enhance our understanding of early diastolic physics, potentially leading to improved diagnostic
techniques [1-4]. After understanding the role of vortex ring pinch-off within early diastolic filling and
observing a deceleration during early diastolic propagation velocity, we investigated the validity of the
assumptions utilized in the conventional propagation velocity parameter. We found that the propagation
of flow into the left ventricle in early diastole does not have a single velocity, as conventionally assumed.
Instead, the initial rapid flow velocity suddenly slows at a deceleration point. Patients suffering from
diastolic dysfunction are characterized by a reduction of the initial propagation velocity and the
deceleration point occurring closer to the mitral annulus. In contrast, patients with normal filling display
a high initial propagation velocity and a deceleration point towards the apex. The product of these two
parameters, the early filling strength parameter (Vs), which reflects the strength of early diastolic filling,
provides a more accurate assessment of diastolic function than conventional measurement of propagation
velocity from Color M-mode echocardiography.

This work represents an important step towards a more complete understanding of early diastolic
filling dynamics and the role of vortex rings within this filling. First, this work studied the effects of
downstream confinement on vortex ring dynamics and showed conclusively that the vortex ring dynamics
are greatly altered by the confined domain and specifically the ratio of the vortex ring diameter to the
confinement diameter. Work which compares unconfined vortex rings generated within semi-infinite
domains to vortex rings generated within the left ventricle are severely neglecting the effects of the left
ventricular walls. Second, the formation time of the vortex rings formed within the left ventricle was
accurately determined within this study, as opposed to assuming the vortex ring pinch-off occurs at the
end of early diastolic filling. This work found that the deceleration of the early diastolic propagation
wave and correspondingly the onset of the lack of a favorable pressure difference within the left ventricle
were directly related to the pinch-off of the vortex ring. This allowed us for the first time to accurately
calculate the vortex ring formation time and conclude that this time is invariant to variations in diastolic
function and suggests that the heart is constantly adapting to physiological changes in order to remain as
efficient as possible.
7.1 Future Work

There are several areas in which work must continue to further understand the filling dynamics of the left ventricle throughout the progression of diastolic dysfunction and advance this current work.

- The experiments in Chapter 3 should be completed by varying the piston velocity in order to generate the range of Reynolds number as opposed to varying the piston stroke length. This should be completed to confirm the results in Chapter 3.

- The model presented in Chapter 4 should be applied to clinical phase contrast magnetic resonance imaging (pcMRI) data over the early filling duration. The analytical model can be used to predict the rate of circulation decay within the filling LV subject to changing physiological characteristics of the LV, and may be used to more completely understand the filling dynamics and potentially lead to improved diagnostic techniques.

- The vortex ring studies presented within this work should be examined using dynamically expanding walls to study vortex ring dynamics during the relaxation phase of the heart. Similarly, vortex rings should be studied in a model compliant left ventricle with compliant and dynamically expanding left ventricular walls.

- The work in Chapter 4 should be completed with varying Reynolds numbers for each confinement domain case. This is necessary to determine if the conclusions stated in Chapter 4 are dependent on the confinement domain, the Reynolds number or both.

- A large number of additional patients must be analyzed using the techniques presented in Chapter 6 and calculating the early filling strength, Vs, parameter in combination with other clinically diagnostic tests and parameters to test the diagnostic strength of the parameter and move towards clinical trials.

7.2 References
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