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The Effect of Encoding Specificity on Learning in a Multimedia Environment
Emet L. LaBoone
(ABSTRACT)

The purpose of this study was to examine the effect of encoding specificity on learning in a multimedia environment. Based upon the theory of encoding specificity there should be a relationship between the modality for which a learner encodes information into memory and the modality used to assess the learner’s knowledge. Modality attributes for purposes of this study included visual (animation) and verbal information (narration and text).

Two-hundred and fifteen students viewed a computer animation on lighting formation which was presented in one of three different modalities (animation with narration, animation with text, text only). Following the instruction students were assessed in one of three modalities (animation with narration, animation with text, text only) on recall and transfer. A 3 Encoding/Study x 3 Retrieval/Test (animation with narration, animation with text, text only) full-factorial post-test only design was used to assess the effects of matched and mismatched encoding and retrieval modalities in a multimedia environment.

Encoding specificity suggests that there is an interaction between the conditions at encoding and retrieval such to say that the to-be-remembered item will not be as effective during retrieval unless the cue was specifically encoded at time of storage. Unfortunately, the present study did not find much to support the claim of encoding specificity based upon modality. The use of modality in both encoding and retrieval condition to support encoding specificity was found only in the AT-AT matched recall group versus the mismatched groups. Furthermore, significance was not found in any of the matched mismatched transfer conditions.
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CHAPTER I

INTRODUCTION

Information is packaged and delivered in a variety of different forms to be sent from instructors to learners (Mayer & Moreno, 1998; Moore, Burton, & Myers, 1996). In a multimedia environment, the instructor has to make a decision about how information is delivered to learners in a manner that optimizes its effectiveness and maximizes the possibilities that learning will occur (Mayer, 2001). While designing instruction, instructors often must consider the form in which information should be delivered. Is speech appropriate? Is the inclusion of pictures necessary? What about the use of text or animation? Does the media for which information is learned (encoded) have to be similar at the time of retrieval (recall)? These decisions are important not because of the availability of the technology needed to deliver the information, but how learners are able to process the type of information delivered.

Consider that the amount of information that is received by the senses vastly outweighs what is remembered. The senses are able to pick up everything that is in an auditory or visual range at a rapid pace whether attended to or not (Craik & Lockhart, 1972). However, once memory attempts to evoke meaning and process information further into memory one item is often sacrificed at the expense of another causing some of the items to decay from memory. Does this explain why learners are only able to recall some information and not recall the rest? Does this mean the information not recalled is lost forever? Even if the information can be recalled this does not infer that this same information can be used to solve problems. Moreover, if given the proper cues would it then be possible to not only recall information once thought to be lost forever but understand it?

The ability to recall to-be-remembered (TBR) information is a function of three elements: encoding, memory trace, and retrieval (Tulving, 1983). Encoding is the process of receiving TBR information from the environment and storing it for future use (Tulving, 1983). The memory trace is the stored record that holds the properties of the encoded information (Tulving, 1983). Lastly, the to-be-remembered information can be retrieved only if a given cue corresponds with information received at time of encoding.
that is present in the memory trace (Tulving, 1983; Canelos, Taylor, Dwyer, & Belland 1985).

This research will examine the relationship between storage of information and retrieval of the same information. Specifically, if a person is said to learn information in a particular manner, does recreating the learned environment increase recall performance—encoding specificity. Moreover, does the modality (verbal/visual) of the cues (related items) in which the information that is learned have to be similar to that at recall. A sample of a problem that this research could answer is the following:

An understanding of weather is important as knowledge of weather forecasts guide how people dress and often dictates participation in outdoor activities. Since weather or meteorology as a science is something that can be applied to real life, the application in school curriculum seems natural. However, how we learn information about this science might limit our understanding of it. Consider the text about the formation of lightning:

Lightning can be defined as the discharge of electricity resulting from the difference in electrical charges between the cloud and the ground. When the surface of the earth is warm, moist air near the earth’s surface becomes heated and rises rapidly, producing an updraft. As the air in these updrafts cools, water vapor condenses into water droplets and forms a cloud. The cloud’s top extends above the freezing level. At this altitude, the air temperature is well below freezing, so the upper portion of the cloud is composed of tiny ice crystals. . . . The return stroke produces the bright light that people notice in a flash of lightning, but the current moves so quickly that its upward motion cannot be perceived. The lightning flash usually consists of an electrical potential of hundreds of millions of volts. The air along the lighting channel is heated briefly to a very high temperature. Such intense heating causes the air to expand explosively, producing a sound wave we call thunder (Mayer, 2001, p. 22-23).

The text alone can be said to be informative and written in a clear and concise manner. But as a unit of instruction, does the text alone provide enough detail for a learner to recall the main steps in the formation of lightning? Can a typical learner solve problems
related to the material that was presented from the text alone? Although the printed word has long sufficed as the standard method for presenting instructional content, text alone might not always be the best format when it comes to recall and transfer of that same information.

First, does the nature of the instruction and assessment reflect appropriate design of instruction based upon how we learn (Doolittle, McNeill, Terry, & Scheer, 2005; Gellvij, Meij, Jong, & Pieters, 2002; Moreno & Mayer, 1999)? The learner might not be able to process the TBR information because of the limited capacity of working memory (Paas, Renkl, & Sweller, 2003). Assessments that require learners to recall or problem solve abstract concepts without the learner first being able to develop the appropriate mental models (verbal or visual) can present a problem of cognitive load (Mayer & Moreno, 2003). Thus, through proper instructional design how the instruction (encoding) and assessment (retrieval) blend together could make a difference in the amount of material that is learned (Pass, Tuovinen, Tabbers, & Van Gerven, 2003).

Second, does the way the test is administered have to provide cues that could help stimulate recall or transfer? The lesson on lightning formation could have possibly been learned only through a text only format but not accessible because the appropriate cues during the assessment had not been given (Canelos, Taylor, & Dwyer, 1984). Learners’ performance on a test can be just as reflective of the “test’s inability to provide appropriate cues, not solely a matter of what materials were actually mastered by the learner (Canelos, Taylor, & Dwyer, 1985 p. 75).”

The scenario described provides one perspective for the way information is encoded, stored, and retrieved through a more traditional method (textbook). Another consideration is how information can be delivered through media to be encoded and later retrieved. What if the same information on “how lightning is formed” was presented as text with animation or narration with animation; might the outcome be different in each of these different approaches? As the Internet grows a greater reliance will be to develop mediated instruction that can take place on-line/at a distance (Allen & Seaman, 2004).

“The goal, the raison d’etre, the stuff of education is learning” (Swann, 2004). The lessons learned from the media comparison studies of the past suggest that the
focus should be the learning (Clark, 1983). The use of media comparison studies has long been refuted (Clark & Salomon, 1986) as a less stringent and non-scientific method of conducting research in instructional technology. However, on-line/computer-based (distance) education has prompted a resurgence of media comparison studies (Lockee, Burton & Cross, 1999). These studies, like the media comparison studies of the past, resulted in findings of "no significant difference." Subsequently, a bibliography has been dedicated to present findings of over 355 research reports and journal articles over the past 74 years that conclude what one author has titled the "no significant difference phenomenon" (Russell, 1999).

Research needs to measure the effectiveness of learning regardless of how it is delivered (Lee, Driscoll, & Nelson, 2004). Whether the course is taught face-to-face, through interactive video conferencing, or on-line with all the bells and whistles technology offers, there is still no guarantee learning will occur unless some time and effort has been placed into the design of the instruction (Gellevij, Meij, Jong, & Pieters, 2002). Cognitive psychology can play a role in answering questions about how learners’ learn regardless of delivery. The focus of cognitive theories such as cognitive theory of multimedia (Mayer, 1997), dual-coding theory (Paivio, 1986), cognitive load (Pass, Tuovinen, Tabbers, & Van Gerven, 2003), active processing (Mayer, 1999), and encoding specificity (Tulving & Thomson, 1973) provide the framework for a discussion around how learners’ learning in an electronic mediated environment. Each of these plays a role in the overall memory architecture.

**Purpose**

The purpose of this study was to examine the relationship between the modality for which a learner encodes information into memory with the modality used to assess the learner’s knowledge in a multimedia environment. Modality attributes for purposes of this study will include visual and verbal information. The examination of these particular attributes was important to this study because it was designed to identify specific characteristics of multimedia presentations that contributed to learning. Learning was measured in two ways: retention of knowledge and transfer of knowledge.
CHAPTER II

REVIEW OF THE LITERATURE

This review examines the relationship between storage of information and retrieval of the same information. Specifically, if a person is said to learn information in a particular manner, does recreating the learned environment increase recall performance? Moreover, does the modality (verbal/visual) of the cues (related items) in which the information that is learned have to be similar to that at recall? To better understand the relationship between how information is stored in memory and how that same information is later retrieved a review of relevant literature is necessary. The review of the literature is divided into two major topics: cognitive theory of multimedia and encoding specificity.

The first major topic, cognitive theory of multimedia is divided into three sub-sections: (a) cognitive multimedia model (b) assumptions of cognitive multimedia, and (c) principles of cognitive multimedia. The sub-section on the cognitive multimedia model of memory will discuss the memory process of selecting, organizing, and integrating spoken words/text and pictures. The second sub-section on the cognitive multimedia assumptions reviews three cognitive processes. The third sub-section on principles of cognitive multimedia will discuss strategies that guide practice grounded in research.

The second major topic, encoding and retrieval process is divided into three sub-sections: (a) encoding specificity theory, (b) context dependent memory, and (c) mood and state dependent memory. The sub-section on encoding specificity theory reviews research by Endel Tulving that led to the concept of encoding specificity. The second sub-section reviews context dependent memory that features encoding specificity as the main premise. Finally, the third sub-section will review mood-dependent and state-dependent learning that features encoding specificity as the main premise.

Cognitive Theory of Multimedia

Learning is seen as a seemingly permanent change in mental associations attributed to experience or change in how a person makes associations based upon
experience (Mayer, 2003). Cognitively, the process of learning is examined by how an individual perceives, encodes, interprets, remembers, elaborates, and retrieves what they experience from memory (Moore, Burton, & Myers, 1996). Every waking moment people are constantly bombarded with limitless bits of information that are recorded through their senses into memory (Mayer & Moreno, 2003). However, there is a limit to the amount of information that an individual can process in memory at one time—limited resources (Baddeley, 1999; Moore, Burton & Myers, 1996; Paivio, 1986).

The theory of cognitive multimedia learning can help explain how individuals can best learn in a multimedia environment. The premise for the theory is to use a learner-centered approach that focuses on how individuals process information in memory. Moreover, other goals of the theory are to examine the sensory modality of the information (auditory and visual) and how the information is presented (spoken/text words versus pictures). In sum, cognitive multimedia learning seeks to determine the best approach to delivering meaningful content based upon how information is processed so the end result is a meaningful learning experience (Mayer, 2001). The cognitive theory of multimedia can best be explained through a more detailed look at memory, multimedia, theoretical assumptions of multimedia learning, and the related theoretical principles of multimedia learning.

Memory

To illustrate cognitive multimedia learning, a brief explanation is warranted. The structural framework of memory shows the interdependence between the functions of sensory memory, working memory and long-term memory (see Figure 1). Each component of memory plays an integral role in completing the function of memory. Retrieval completes the function of memory as information has successfully made the loop: initial abstract bit of information from the environment, to storage of the information, and finally to retrieval from storage.
Figure 1. Cognitive multimedia model of processing spoken words/text, or pictures.

*Cognitive multimedia model.* Adapted from earlier models of memory (Anderson, 1983; Atkinson & Shiffrin, 1968; Baddeley, 1986) the cognitive multimedia model takes the same basic framework and elaborates based upon how words (spoken/text) and pictures are selected, organized, and integrated into memory (Mayer, 2001). According to the model information in the form of spoken words or written words/pictures are taken from the environment and enter the ears or eyes and the process begins in either the auditory or visual channel of sensory memory. Based upon the limited capacity of memory in each channel the learner has to select the most relevant auditory or visual information for further processing in working memory based upon previous knowledge taken from long-term memory (Mayer, 1996a). The most relevant auditory or visual information is then formed into a “coherent representation” in working memory which will become either a verbal model or visual model that makes sense to the learner. During the organization of information in working memory connections are made between word-based and image-based representations before they are integrated with existing knowledge in long term memory (Mayer, 2001).

**Encoding.** The information that is selected and organized in working memory is said to be encoded into memory. This process converts the information about an experienced event, in a particular setting, at a particular time, into a memory trace. A
memory trace is a permanent record of an experienced event in long-term memory. Accordingly, encoding is a necessary condition of learning (Tulving, 1983). Moreover, encoding helps relate incoming information to concepts and ideas already in memory. This concept is what is known as meaningful learning. Meaningful learning occurs when new experiences are related to what a learner already knows (Ausubel, 1962. p. 215). This type of learning assumes that the learner possesses some knowledge related to the new information and that the learner will consider the relationships between what is known and what has just been learned (Ausubel, 1962). Relating new information to previous knowledge is part of the synergistic relationship between working and long-term memory. Information that is made meaningful can be more effectively encoded from working memory into long-term memory. The best result of storing information in long-term memory has been found when an individual understands (Mayer, Bove, Bryman, Mars, & Tapangco, 1996), organizes (Dwyer & Dwyer, 1990), and integrates new information with experiences already in memory (Ausubel, 1968; Craik & Lockhart, 1972; Mayer, 1996a) (see Figure 2). The way information is received and eventually cataloged into memory is paramount to successful retrieval (Tulving, 1983, Moore, et al., 1996). As a key element in the memory process encoding establishes the foundation. Encoded information takes the form of a memory trace in long-term memory and is stored in long-term memory until the information is retrieved. The two remaining concepts that make-up the functions of memory, memory trace and retrieval, are integral parts of long-term memory.
Figure 2. The three major conditions of meaningful learning.

**Memory Trace.** The function of long-term memory is generally seen as a large storage unit. However, the storage of information in memory is based upon how the information was initially encoded to form the properties of the memory trace. The encoding of information to form a memory trace in long-term memory is a pivotal role in the process of learning. How information is encoded into memory often determines how it is represented in the memory trace. The memory trace holds the salient properties of the initially encoded information which is later retrieved. The salient properties or attributes of the encoded information are things that make up the TBR information or object. For a given item, the memory trace might be comprised of visual and/or verbal information. Accordingly, the memory trace contains visual/verbal cues provided at the time of study (encoding) and when these same visual/verbal cues (retrieval cues) are given at the time of test they are said to maximize recall and recognition performance, a concept known as the encoding specificity theory (Tulving & Thomson, 1973).

**Retrieval.** The organization or structure of information held in memory directly relates to how successfully the information can be retrieved. The completion of the
memory process ends at retrieval (Tulving, 1983). Retrieval occurs when certain conditions are fulfilled such as the availability of appropriate trace information and the presence of a relevant retrieval cue (Brown & Craik, 2000). The consequences of retrieval are an increased probability that the event can be recalled on a subsequent occasion. Ultimately, learning is a process that begins with perceiving an event to be encoded, moves to formation of a memory trace to hold the event, and ends with a recollective experience (Tulving, 1983). The act of remembering an experience is captured through an assessment of how well encoded information can either be recalled or recognized.

An understanding of how spoken/text words and pictures are processed in memory are at the core of multimedia learning. Elements of encoding, memory trace, and retrieval are just as relevant in defining multimedia learning as interpretation of how spoken/text words and pictures are processed in memory. The next section will define multimedia and discuss the assumptions of multimedia learning.

Multimedia

Media is the presentation of materials delivered either verbally or visually (Mayer, 2001). Multimedia refers to the method of presenting multiple forms of materials that are either verbal and/or visual (Mayer, 1999). The verbal forms can be represented in narration, music, or text, while the visual forms can be represented in still pictures, animation, or illustrations. This definition of media relates to the attribute that a given device produces. Media attributes are the properties that convey certain capabilities such as the ability to show printed words, show objects in motion, or project sound (Levie & Dickie, 1973).

The definition of multimedia, as it relates to attributes, can be described through its presentation format or the sensory modality that the student uses to receive the instructional message (Mayer, 1997). While presentation format categorizes media as words or pictures, the sensory modality format categorizes media as verbal and visual (see Figure 3 and 4). With respect to the process that occurs as instructional messages are delivered, the presentation of words (speech) are processed through the verbal channels (ears), while pictures are processed through the visuals channel (eyes).
The only discrepancy lies in the use of text (on paper or on-screen). The exception is that text is verbal information that is initially processed through the visual channel (see Figure 5). Information that is processed in one modality is often integrated to form the appropriate mental representation (visual or verbal).
The explanation of multimedia as it relates to sensory modality allows for its application to cognitive theories of learning (Levie & Dickie, 1973). It is hypothesized that information that is presented to two sensory channels is more likely to lead to meaningful learning than if presented in one (Mayer & Gallini, 1990). This notion is consistent with research such as the dual-code theory (Paivio, 1986) and multi-channel communication (Moore, et al. 1996). Understanding how media works can provide insight into the best possible strategies for its use in the instruction process. Multimedia is particularly in high demand in course development because the perception is that it increases the instructional value by adding bells and whistles to the content (Moreno & Mayer, 2000). Multimedia can add to a presentation to ensure that the learner is able to capture information through more than one sensory modality. However, adding too much media, not placing the media in the right place, or not presenting the corresponding media at the right time can amount to minimal retention or transfer of information (Mayer & Anderson, 1992; Mayer & Chandler, 2001; Mayer, Heiser, & Lonn, 2001; Moreno & Mayer, 1999).

The design of instruction for learners in a multimedia environment is critical to a successful learning experience. Many of the tenants that are fundamental to cognitive
learning theory also compose the framework for the cognitive theory of multimedia (Moreno & Mayer, 1999). There are three assumptions underlying the cognitive theory of multimedia learning: dual-coding, limited capacity, and active processing. The first assumption is that students' process information through two separate verbal and visual processing systems (Pavio, 1986). The second assumption is that the two processing systems have a limited capacity (Chandler & Sweller, 1991). Lastly, learning requires that the student is an active participant and selects relevant information, organizes the information, and makes connections between verbal information, visual information, and existing knowledge (see Figure 2) (Mayer, 1997).

**Dual Coding Theory**

The first assumption of the cognitive multimedia theory refers to two separate channels that aid in processing information from working memory to long-term memory (Mayer & Anderson, 1991). The auditory/verbal channel processes verbal information while the visual/pictorial channel processes visual information (Mayer & Moreno, 2003). Both the verbal and visual channels comprise what will be referred to as the dual-coding theory. The dual-coding theory states that there are "two distinct subsystems for the representation and processing of non-verbal and verbal events and objects" (Pavio, 1986, p. 53). These two subsystems are part of working memory and can function independently; thus one system can be active without the other or they can work together. According to the dual-coding theory, learning performance increases when information is presented as spoken words and pictures, based upon how information is processed (Sweller, van Merrienboer, & Pass, 1998). The dual-coding theory deals with the management of specific functions of the cognitive memory architecture:

- Human cognition is unique in that it has become specialized for dealing simultaneously with language and with nonverbal objects and events. Moreover, the language system is peculiar in that it deals directly with linguistic input and output (in the form of speech or writing) while at the same time serving a symbolic function with respect to nonverbal objects, events, and behaviors (Paivio, 1986, p. 53).
Based upon the dual-coding theory there are three connections that can be made in memory (a) verbal/verbal, (b) image/visual, and (c) verbal/visual (Mayer & Anderson, 1992). The first connection is between the verbal information that is presented at instruction and the learner’s verbal “representation of that information in memory (Mayer & Anderson, 1992, p. 444)”. The second connection is between various types of images (photographs, illustrations, animations) that are presented as instruction and the learner’s visual “representation of that information in memory” (Mayer & Anderson, 1992, p. 444). The third connection is the compatibility between the verbal/image that is presented at instruction and the learner’s verbal/visual “representation in memory” (Mayer & Anderson, 1992, p. 444).

Dual-coding theory is important in understanding how sensory data can be processed for higher learning performance. When both words and pictures are used the learner is able to build the appropriate referential connections and mental models (Mayer & Anderson, 1991). The use of dual-coding theory in designing instruction is only one aspect. If only one system, either visual or verbal is used during instruction it is possible that based upon the limited capacity of memory, potential learning is reduced (Sweller, van Merrienboer, & Pass, 1998). Subsequently, if too much verbal and visual information is provided at the time of instruction there is a possibility of redundancy (Mayer, Heiser, & Lonn, 2001) that also increases the load on working memory (Gellevij, Meij, Jong, & Pieters, 2002).

Cognitive Multimedia theory provides a basis for presenting instructional materials that take advantage of a dual-system of information processing. The appropriate use of verbal and visual information to form a symbiotic spoken word-image relationship fosters a more meaningful learning experience (Mann, 1995) than if verbal and visual information is presented alone (Mayer & Anderson, 1991). Subsequently, each system has been shown to have superior effects on retention respectively. Studies on picture and word triads manipulating the type of distraction have shown a greater recall of pictures (Burton, 1982; Burton & Bruning 1982; Pellegrino, et. al., 1975, 1976). Conversely, verbal presentations have resulted in higher recall than visual presentations in recall tasks (Penny, 1989; Tripp & Roby, 1996) and gaining attention (Bishop & Cates, 2001). Regardless of the position that a given researcher has chosen, studies on
both sides have accounted for strengthening theories of a dual-coding system and the use of a given modality’s effectiveness to promote learning. In most studies of visual and verbal presentations, when used in combination, the two fostered better retention and transfer than when used separately.

Cognitive Load Theory

The second assumption to the cognitive theory of multimedia has to do with the limited capacity of working memory. Cognitive load can be viewed as the amount of ‘mental energy’ that is imposed on the learner when performing a task (Cooper, 1990; Pass, Tuovinen, Tabbers, & Van Gerven, 2003; Sweller, van Merrienboer, & Pass, 1998). From the dual-coding theory we know that information can be processed by either a verbal channel or visual channel. Cognitive load theory considers the amount of information that is processed so that an individual channel is not over burdened (Sweller, van Merrienboer, & Pass, 1998). If too much information is presented to an individual channel at one time, the likelihood of information to be processed by working memory is reduced and learning decreases (Mayer & Moreno, 1998; McCrudden, Schraw, Hartley, & Kiewra, 2004). The use of cognitive load theory in multimedia learning attempts to account for the possibilities of cognitive processing overload. Ultimately, the design of instruction is said to play a critical role in reducing the threat of cognitive overload (Gellevij, Meij, Jong, & Pieters, 2002; Pass, et al., 2003).

The design of instruction can reduce cognitive load by developing instruction that considers what demands the presentation will have on cognitive processing and the individual differences of the learner. All together there are three different demands on cognitive load that make up working memory—intrinsic cognitive load, extraneous cognitive load, and germane cognitive load (Paas, Renkl, & Sweller, 2003).

Intrinsic load has to do with the difficulty of the learning material (Renkl & Atkinson, 2003) and also can be determined by the expertise of the learner. If the complexity of the instruction requires a high level of learner interactivity with the content this taxes working memory (Sweller, van Merrienboer, & Pass, 1998). The level of interactivity is determined by how parts of a given task interact in such a way that instructional materials have to be attended to simultaneously to be understood (Renkl &
Atkinson, 2003). This is the only aspect of the three tenants of cognitive load theory that is outside the control of the design of instruction (Doolittle, McNeill, Terry, & Scheer, 2005).

Extraneous load is based upon the mental energy that is consumed while processing learning material that does not contribute to the actual learning process (Renkl & Atkinson, 2003). Extraneous cognitive load is a function of poorly designed instruction (Sweller, van Merrienboer, & Pass, 1998). Instructional intervention however, can overcome the burden of extraneous cognitive load upon working memory. Finally, germane load is the demand placed on working memory that directly contributes to the actual learning process (Renkl & Atkinson, 2003).

If the demand of intrinsic cognitive load is low and the design of instruction minimizes extraneous cognitive load, then the unused working memory can be used towards germane cognitive load. The demand of germane cognitive load can be attributed directly to the instruction (Renkl & Atkinson, 2003). Germane cognitive load helps to select, organize, and integrate instructional materials (Mayer & Moreno, 2003). Through this active process, germane cognitive load can make sense of learning materials towards the goal of schema acquisition (Paas, Renkl, & Sweller, 2003).

Active Learning

The third and final assumption of the cognitive multimedia theory is that learners are constantly processing information and making decisions as to what he/she learns (Mayer, 2001; Rothkopf, 1996). The process of making individual decisions about learning involves the use of forming mental associations or making mental models, which in turn involves organizing and relating new knowledge based upon previously organized and learned information that can be retrieved (Mayer, 1997). Active learning involves the process of selecting, organizing, and integrating relevant material (Mayer, 2001).

The process of active learning is when relevant visual and/or verbal stimulus is presented to a learner. The learner would select (attends) relevant words or images from the multimedia presentation (Mayer, 1999). Then the learner organizes the information in a format that is based upon a "coherent representation" (Mayer, 1996b).
The learner would organize the selected words or pictures from the multimedia presentation (Mayer, 1999). Finally, the student integrates words and picture representations with prior knowledge (Mayer, 1999).

The three assumptions that comprise cognitive multimedia theory are considered to be interrelated and not work in isolation (Doolittle, et al. 2005; Mayer, 2001). Dual coding affects what type of sensory information is processed, limited capacity affects how much of that sensory information can be processed, and active processing is how the information is compiled into a mental model (Mayer, 2001). The three assumptions form the basis for cognitive process that at the core of multimedia learning. As a part of the active processing of memory the cognitive processes are selecting, organizing and integrating. Specifically, cognitive multimedia includes the following: (a) selecting relevant words from multimedia; (b) selecting relevant pictures from multimedia; (c) organizing the selected words; (d) organizing the selected pictures; (e) integrating the organized words and pictures into a coherent mental model (Mayer, 1999). The three assumptions of multimedia along with the core cognitive processes serve as the framework for nine principles of multimedia learning. The principles are a set of guidelines that have both a theoretical and empirical rationale. These principles grounded by research can help guide pedagogy. Many of the principles show evidence of either the three assumptions or five cognitive processes. The nine principles are (Mayer & Moreno, 2003): (a) multimedia principle; (b) modality principle; (c) contiguity principle (spatial-contiguity effect and temporal contiguity effect); (d) coherence principle; (e) redundancy principle; (f) segmentation principle; (g) pretraining principle; (h) signaling principle; (i) spatial ability principle.

**Principles of Multimedia Learning**

**Multimedia principle.** The multimedia principle is defined as words and pictures that are presented together during instruction (Mayer, 1999). The use of words and corresponding pictures are used opposed to using words alone for instruction. The rationale for using both words and pictures is that learners can more easily create visual and verbal mental models then creating links between them. If words are used alone the learner will create a verbal mental model. A number of studies have shown that recall
and transfer is greater when both words and pictures are used in conjunction with one another and learners do not necessarily have to attempt to create a mental image on their own (Mayer, 1999, 2001; Mayer & Gallini, 1990; Mayer & Sims, 1994).

Most easily and effectively, multimedia principle can be explained through the word-picture relationship. As the foundation for all the remaining principles, the multimedia principle describes the most basic premise of an increase in learning through the presentation of verbal and visual information. The principle rests upon foundational work such as the dual-code theory (Paivio, 1986) and multi-channel communication (Moore, et al. 1996). Although visual and verbal information are different in the manner in which they are delivered and received, they can complement one another. When conducting research on the sound attribute, Mann (1992) found that there is often a symbiotic and synergistic effect in the sound-picture relationship.

A study that had a similar premise examined the retention of a news broadcast transmitted by audiovisual, audio-only, and print with explanatory descriptions of figures (Gunter, Furnham, & Leese, 1986). The results were consistent with the multimedia principle, showing that audiovisual subjects were able to recall more information in the case of cued and multiple-choice recall than their audio-only counterparts. Subsequently, the subjects in the print with explanatory description of figures groups recalled significantly more information than both the audio-only and audiovisual group. This is consistent with studies that show that in short-term memory tasks, auditory information results in higher recall than visual information (Penny, 1989).

Although a number of variables can account for this rationale, auditory information is often able to convey visual imagery without the benefit of a visual referent. The ability to vividly describe a visual image through the use of auditory information can make the content more meaningful; thus a mental representation of the image can be more readily formed and the information can be better retained.

Several other studies have shown positive effects on retention and transfer performance using multimedia (Mautone, & Mayer, 2001; Mayer, 1997; Mayer & Anderson, 1991; Mayer & Sims 1994; Plass, Chun, Mayer, & Leutner, 1998; Pollock, Chandler, & Sweller, 2002). A variety of principles underlie the method for applying multimedia to instructional practice. The appropriate use of these principles, when
designing instruction, can account for the overall effectiveness of a learning experience. Although there are probably numerous other reasons that can account for differences in results, the general principles are the spatial contiguity, temporal contiguity, modality, and redundancy.

Modality principle. The modality principle is defined through the use of narration (the spoken word), and animation (moving pictures), presented together during instruction (Penney, 1989; Moreno & Mayer, 1999; Mousavi, Low, & Sweller, 1995). Narration in this case, would replace either printed or on-screen text. The rationale is that learners will be able to expand the limited capacity of memory by using the visual channel (animation) and the verbal channel (narration).
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*Figure 6. Dual processing model of multimedia learning.*

Although printed text is thought to be verbal information (words/text), it is processed visually. The modality principle explains the burden that is placed in working memory when animation/pictures and printed text are presented together. If working memory is required to process two presentations of the same modality, it can be
overloaded—while the auditory channel remains unused. Unlike visual information, verbal information can change modality without altering the content (Penney, 1989). The research shows that less cognitive resources are required to divide (split) attention between two concurrent presentations of information (verbal vs. visual).

Mayer and Moreno (1998) conducted a study to examine the modality principle. Extending research in the area of split-attention done by Mousavi, et. al. (1995) and conducted in a pencil-paper environment, this study found that geometry statements presented verbally, rather then as text, yielded better results in problem-solving. Participants in the Mayer and Moreno (1998) study, viewed an animation on a computer with either concurrent narration or on-screen text. The results were consistent with those of Mousavi, et al. (1995): students in the animation with narration performed better in retention, problem solving transfer, and visual-verbal matching.

Contiguity principle. The contiguity principle refers to the relative effectiveness of multimedia when printed text (verbal) and pictures (visual) are presented alongside or nearby one another in space or time instead of being isolated (Mayer & Anderson, 1992; Moreno & Mayer, 1999). The rationale is that learners do not have to use excessive cognitive resources to hold words or pictures in memory while they search/wait for the corresponding words or pictures that are physically or temporally separated. This principle can be expanded into two distinguishable effects.

The spatial-contiguity effect (also known as the split-attention effect) is based upon the proximity of printed/on-screen text and pictures, as in the case of printed text, explaining an example that is placed on a subsequent page. The spatial contiguity principle suggests that learning is more likely to occur when words and pictures are placed in greater proximity (space) to each other rather than far away (Moreno & Mayer, 1999). When words and pictures are placed in closer proximity, cognitive resources are not wasted in the attempt to find the corresponding materials (Mayer & Anderson, 1992).

A number of studies conducted on retention and transfer have shown positive results when verbal and visual information is integrated (Mayer, 1989; Mayer, Bove, Bryman, Mars, & Tapangco, 1996; Mousavi, et al., 1995). Moreno and Mayer (1999) conducted an experiment to test the spatial contiguity of text and pictures. Information
was on the subject of meteorology, presented to novice learners on a computer screen, either as text and pictures that were integrated, text and pictures that were separated, or an animation with concurrent narration. The results concluded that the proximity of the text-to-image relationship was both important and consistent with previous research in the area (Anderson & Mayer, 1992; Moreno & Mayer, 1999) of retention and transfer test (Chandler & Sweller, 1991): when on-screen text was spatially separated from pictures, students performed poorer.

The temporal contiguity effect is defined on the time sequence presentation of the verbal-visual relationship. The verbal information (text or spoken) is presented simultaneously with an animation rather than successively (Mayer & Anderson, 1992). In this case, it is the proximity of time between when the verbal and visual information is presented. Learning is more likely to occur when information is synchronized (Moreno & Mayer, 1999). Mayer and Anderson (1992) examined the retention and problem solving performance of participants who received concurrent versus successive presentations of animations and narration. Their results confirmed the effect of temporal contiguity. Participants who were presented with synchronized narration and animation had greater improvements between pre and post test. The conclusion was offered that by presenting words and pictures simultaneously, the learner does not burden short-term memory and can more readily build connections between the verbal and pictorial representations (Mayer & Anderson, 1992).

Coherence principle. The coherence principle can be defined as: (a) the use of irrelevant words and pictures added to multimedia impairs student learning, (b) the use of irrelevant sounds and music added to multimedia impairs student learning, (c) the deletion of unnecessary words from multimedia improves student learning (Moreno & Mayer, 2000). The rationale for the principle is that seductive details (irrelevant additional verbal or visual stimuli) in multimedia presentations often distract learners and can take attention away from the relevant content. The coherence principle explains the poor recall and transfer performance results when seductive details create an overload on available cognitive resources (Mayer, Bove, Bryman, Mars, & Tapangco, 1996; Mayer, Heiser, & Lonn, 2001; Moreno & Mayer, 2000).
The purpose of multimedia is to facilitate learning through the use of two delivery modes (visual and verbal). However, the lure of technology can lead to the overuse and abuse of multimedia in the development of instructional presentations. The case is often made that adding more of the same information by more paths provides the most desirable results (Mayer, Heiser, & Lonn, 2001). For example, consider a presentation that is delivered via animation, narration, on-screen text, and sound effects. This type of presentation, no matter how appealing, does not in itself automatically promote learning.

An argument for using this type of multi-multimedia presentation is based upon "arousal theory." This theory suggests that a fast pace presentation increases arousal and captures attention. Information that is presented to arouse is often entertaining, but irrelevant. The addition of this verbal or visual information is called "seductive details". Primarily, this has been shown to have only mild increases on retention and transfer in young children (Moreno & Mayer, 2000).

Consider a study conducted to test if the use of irrelevant words and pictures added to multimedia. In three out of four experiments, irrelevant details were added to the narration and video (Mayer, Heiser, & Lonn, 2001). The results, which were an extension of previous experiments in a paper-pencil environment, showed that adding seductive details in a computer-based environment will yield poorer results in both retention and transfer performance.

A second study tested the use of irrelevant sounds and/or music that were added to multimedia. The study was based upon the use of two different multimedia messages where irrelevant auditory material was added to an instructional multimedia message. Again, the results favored the coherence effect on retention and transfer (Moreno & Mayer, 2000).

A third study examined the use of concise summaries to improve learning. A text-picture multimedia presentation was given on the subject of meteorology. The treatments were a summary, summary + 50 word booklet, and summary + 500 word booklet. The results showed that, incrementally, the amount of information provided beyond the explanatory summary, the poorer the performance. Thus, the study concluded that the amount of information that is delivered, is not as important as the efficiency by which it is delivered.
Redundancy principle. The redundancy principle is the addition of on-screen text to a multimedia presentation featuring animation and narration (Mayer, Heiser, & Lonn, 2001). The rationale for the use of the redundancy principle is the additional burden that is placed in working memory when too much information is processed through one channel. Learners perform better on recall and transfer test when the load on each individualized channel (visual/verbal) is minimized (Mayer, Heiser, & Lonn, 2001).

Koroghlanian and Sullivan (1999) examined the use of three modes of presentation in a computer based environment. Subjects in the experiment were assigned to a full-text and picture group; full-text, full audio, and picture group; or lean-text, full audio, and picture group. The results of an achievement test were similar for each group and no significant difference was found. Although not mentioned in the study, the results of the tri-modal group could have been explained by the redundancy theory (Mayer, Heiser, & Lonn, 2001).

In four experiments, that also tested the coherence effect of a presentation explaining the formation of lighting, Mayer, Heiser, and Lonn (2001) examined the effect of adding concurrent on-screen text that either summarized or duplicated the narration. The addition of on screen text was justified by the notion that on-screen text is said to accommodate student's learning preference in what is called "learning preference hypothesis" (Mayer, 2001). Results of the two experiments, testing the redundancy principle, confirmed that students who received the addition of an on-screen summary or concurrent on-screen text, remembered significantly less on retention test, and transferred less information on the problem solving test.

Segmentation principle. The segmenting principle gives learners additional time to process information between consecutive segments of a given presentation. Using the segmenting principle a presentation is reduced into smaller more manageable segments. The rationale is if too much information is presented at one time the learner will not have an opportunity to process the information thus causing working memory to be overloaded. The strain on working memory can be reduced if information can be segmented into smaller chunks, which can be easier to understand, and later organized and integrated into, long term memory (Mayer & Moreno, 2003), which is part of the
active learning framework. The ability for students to perform better on transfer test, when they exercised control over the pace of a multimedia presentation (segmented), versus when they viewed the entire presentation without any learner control (non-segmented), provided support for the segmentation principle (Mayer & Chandler, 2001).

The conventional approach to a multimedia presentation is to show the entire sequence from the standpoint of not disrupting the learning process (Mayer & Chandler, 2001). This approach to viewing multimedia presentations was tested against individual segments that allow for increased learner control (Mayer & Chandler, 2001). Two groups of students were shown either the entire presentation (WW group) or parts of the presentation (PP group). Both groups were shown exactly the same presentation. The results of the study showed that students in the PP group performed significantly better on transfer test then those in the WW group. The study suggests that the cognitive load was decreased, as learners were able to build better mental models learning, when they can dedicate more cognitive resources.

The process of segmentation fits into a distance education model as this provides the user autonomy over his/her learning as described in the theory of transactional distance. Moreover, if multimedia presentations are better delivered through segmenting this, suggest that more consideration should be placed on the design of instruction.

**Pretraining principle.** The pretraining principle provides the learner with instruction prior to the upcoming learning experience (Mayer & Moreno, 2003). Thus, the pretraining principle functions similar to an advanced organizer (Ausubel, 1968), by providing the learner with preexisting knowledge of the subject matter in order to construct appropriate mental models. Other principles of cognitive multimedia learning have discussed, that how information is presented (type and design) to learners can play an important role in the amount of information that is learned. But, the pretraining principle is concerned with how learning is affected when the information that is presented is integrated with the learner’s preexisting knowledge? The rationale is that the role of the learner’s preexisting knowledge can have an affect on how much information is learned from a given presentation on a particular subject matter.
The pretraining effect supports the claim of active learning. Learners that are given pretraining are able to develop proper mental models that can be built upon during actual instruction (Mayer, Mathias, & Wetzell, 2002). This concept of pretraining is similar to that of an Advanced Organizer. The advanced organizer proposes to “explain, integrate, and interrelate the material in the learning task with previously learned material” (Ausubel, 1968, p. 148). Pretraining provides learners with knowledge in advance that will assist them when learning new material.

Three experiments were done to examine the effect of pretraining on learning in a multimedia environment. The initial experiment provided learners with pretraining through a worksheet that provided verbal (text) and diagrams. Two groups were established, one that received pretraining and another group that received no pretraining. Both groups were then given a multimedia instructional presentation on a car’s braking system followed by a retention and transfer test. The second experiment was similar to the first, with the exception of delivering the pretraining using multimedia. The third experiment was similar to the second experiment, however added a third participant group which was given the multimedia instructional presentation and then given post-training which was identical to the pretraining given in the other group.

The results in all three experiments concluded that there were no significant differences in the recall of the main points based upon pretraining. Subsequently, significance was found in learners who were pretrained versus those who were not on the basis of having a greater understanding (transfer test) in applying what they learned. Similar results were found when using isolated interacting elements (segmentation), versus interacting elements (presentation all at once), only prior to instruction with novice and advanced learners (Pollock, Chandler, & Sweller, 2002). Isolated interacting elements was said to provide learners with schema creation which aids in the greater understanding of complex information. Novice learners were found to perform better when pretrained using a segmented approach. As expected, the pretraining method had no significant effect on advanced learners since they already had developed appropriate schemas for learning the semi-new materials (Pollock, Chandler, & Sweller, 2002).

As with the segmentation experiments, design of instruction plays a critical role in facilitating the methods incorporated to deliver instruction. Both the pretraining and
segmentation affect suggest that designers must consider learning strategies that provide ample opportunity to develop mental models in order to increase learning performance.

**Signaling principle.** Signaling can be defined as a process whereas appropriate cues are provided to the learner to aid in learning new information. The importance of signaling is to focus attention or organize information that is viewed as particularly relevant (Mautone & Mayer, 2001). The rationale is that the learner is better able to discriminate between materials that are relevant and irrelevant when they can distinguish between these items easily. For example, techniques for text-based materials include titles, headings, font characteristics (e.g. color, size, bold, italics), and phrases (e.g. “this section will cover. . .”).

Although a number of studies have been conducted in support of the signaling effect none have looked at the use of multimedia (Mautone & Mayer, 2001). A challenge to the standard experimental approach to signaling used a cause-and-effect multimedia presentation on the subject of how airplanes achieve lift (Mautone & Mayer, 2001). Signaling was manipulated through a text only version, voice only version, and a narrated animation version (four varieties of signaling used) with retention and transfer being measured. The results found signaling to have a significant difference in transfer scores for all groups except animation signaling. The rationale that animation signaling was not found to have a significant difference was that the animation was not complex enough or learners are more adept at taking cues from text or voice cues (Mautone & Mayer, 2001).

**Spatial ability principle.** Spatial ability refers to the ability to create, hold, and transform visual images in memory from verbal presentations (Mayer, 2001). A learner with high spatial abilities is usually able to make connections between verbal and visual information to develop working mental images while a learner with low spatial ability is generally challenged. For example, when a learner is reading a “how-to” book, he/she should be able to visualize performing the given task. Moreover, the learner should be able to visualize changes to that image based upon additional information that alters the initial task. Spatial ability has increased application to multimedia presentations since learning occurs in both sensory modalities—verbal and visual. Since multimedia
presentations are both visual and verbal the rationale for spatial ability is that learners are able to generate, store, and manipulate mental images for recall or transfer.

The pedagogy, as suggested earlier, plays an important role in designing instruction to fit learners needs (Mautone & Mayer, 2001; Mayer & Chandler, 2001; Mayer, Mathias, & Wetzell, 2002; Mayer & Simms, 1994). A study on spatial ability can help researchers identify how best to design instruction that uses visual and verbal information. A subsequent experiment provided data on how low/high experienced, low/high spatial ability learners performed on retention and transfer test. The experimental manipulations were as follows: animation and narration simultaneously, animation followed by narration (temporal contiguity effect), and narration followed by animation (temporal contiguity effect), no instruction.

The results found that high spatial learners in the concurrent group significantly outperformed high-spatial learners in the successive groups. Low-spatial learners receiving the concurrent presentation performed similar to those in the successive. Overall, results from this study support the dual-coding hypothesis suggesting that appropriate connections be made between visual and verbal representations (Mayer & Simms, 1994).

Summary of Cognitive Theory of Multimedia

The nine principles related to cognitive multimedia learning provide suggested guidelines on how to design and develop instruction using multimedia. One of three assumptions that cognitive multimedia learning is based, defines the design function of instruction as critical to reducing cognitive load theory. Specifically, extraneous and germane cognitive load can be prevented through proper design. Another of the assumptions—dual coding theory, refer to the use of visual and verbal modalities as having a synergistic relationship. Recall and Transfer is said to increase when instruction is design employing strategies that employ both visual and verbal that complement one another. Lastly, learning is an active process of selecting, organizing and integrating. The design of instruction should facilitate active as opposed to dormant styles of learning.
The cognitive multimedia model defines the synergistic relationship between the separate functions of memory that make up one larger system that makes learning possible. A discussion of the components of the cognitive multimedia model of memory provides the basis for an understanding of human memory yet only scratches the surface. Details relating to how a perceived object can be encoded, stored as a memory trace, and later retrieved based upon a cue merits additional inquiry. The next section will review the theory of encoding specificity.

Table 1

*Nine Principles of Cognitive Theory of Multimedia*

<table>
<thead>
<tr>
<th>Principle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multimedia</td>
<td>Words and pictures that are presented together during instruction (Mayer, 1999).</td>
</tr>
<tr>
<td>Modality</td>
<td>Use of narration (the spoken word) and animation (moving pictures) presented together during instruction (Penney, 1989; Moreno &amp; Mayer, 1999; Mousavi, et. al., 1995).</td>
</tr>
<tr>
<td>Contiguity</td>
<td>Relative effectiveness of multimedia when printed text (verbal) and pictures (visual) are presented alongside or nearby one another in space or time instead of being isolated (Mayer &amp; Anderson, 1992; Moreno &amp; Mayer, 1999).</td>
</tr>
<tr>
<td>Coherence</td>
<td>The use of irrelevant words and pictures added to multimedia impairs student learning; the use of irrelevant sounds and music added to multimedia impairs student learning; and the deletion of unnecessary words from multimedia improves student learning (Moreno &amp; Mayer, 2000).</td>
</tr>
<tr>
<td>Redundancy</td>
<td>Addition of on-screen text to a multimedia presentation featuring animation and narration (Mayer, Heiser, Lonn, 2001).</td>
</tr>
<tr>
<td>Segmentation</td>
<td>Gives learners additional time to process information between consecutive segments of a given presentation. Using the segmenting principle a presentation is reduced into smaller more manageable segments.</td>
</tr>
<tr>
<td>Pretraining</td>
<td>Provides the learner with related instructional materials prior to the upcoming learning experience to help the learner build appropriate mental models (Mayer &amp; Moreno, 2003).</td>
</tr>
<tr>
<td>Signaling</td>
<td>A process whereas appropriate cues are provided to the learner to aid in learning new information. The importance of signaling is to focus attention or organize information that is viewed as particularly relevant (Mautone &amp; Mayer, 2001).</td>
</tr>
<tr>
<td>Spatial Ability</td>
<td>To create, hold, and transform visual images in memory from verbal presentations (Mayer, 2001).</td>
</tr>
</tbody>
</table>
Encoding and Retrieval Processes

How do we remember information? What about remembering information that has not been used for a long period of time? For instance, the taste of your grandmother’s apple pie, the sound of wave’s crashing down at your favorite beach, the look and feel of your first bicycle. Do you remember? Can you name that great restaurant where you stopped to eat while on vacation last year? While trying to recall this information you might believe that recollection is eminent, but you cannot quite verbalize the item. What if you were given cues? Would that help? Most likely if you were given the appropriate cue (whatever that might be) you would be able to come up with the correct response from memory.

This section is concerned with how information that is encoded is eventually recalled. Items that are available in memory cannot always easily be recalled unless appropriate retrieval cues are provided (Tulving & Thomson, 1973). These retrieval cues might be associative in nature, but mainly retrieval cues need to be relative to recreating the event that occurred at encoding or that which is similar to salient properties in the memory trace (Tulving, 1983). This is known, in part, as encoding specificity. Encoding specificity states “that only that can be retrieved that has been stored, and that how it can be retrieved depends on how it was stored” (Tulving & Thomson, 1973, p. 359).

Encoding Specificity

Encoding specificity outlines three basic functions of memory: elements of encoding, properties of memory trace, and elements of retrieval (Tulving, 1983). Encoding is part of the memory process beginning at the perception of an event and ends at the formation of a memory trace. The memory trace is the recorded properties of the encoded memory stored in long-term memory. Finally, retrieval is the process that begins with a retrieval cue that is perceived and ends with the confirmation of the recollective event.

The interaction between the conditions at encoding and retrieval are central to the conversation about encoding specificity. Recollection of an event is complete at the retrieval of the to-be-remembered (TBR) item, and begins with encoding the item into
the memory trace (Tulving & Thomson, 1973). Specifically, the encoding specificity principle states that

specific retrieval cues facilitate recall if and only if the information about them and about their relation to the TBR words is stored at the same time as the information about the membership of the TBR words in a given list. (Tulving & Osler, 1968, p. 599)

By definition, encoding specificity differed from other hypotheses that suggested that the strength of word associations plays a major role in the effectiveness of retrieval cues (Thomson & Tulving, 1970). A number of experiments demonstrated that associated strength of the cue with the TBR words will not be effective during retrieval unless the cue was specifically encoded at time of storage (Thomson & Tulving, 1970; Tulving & Osler, 1968; Tulving & Pearlstone, 1966; Tulving & Thomson, 1973).

One of the earliest studies done in this particular category of memory, storage and retrieval, sought to examine forgetting as the inability to find memory trace information from storage as opposed to the generally accepted position that the trace data were not available at all in memory (Tulving & Pearlstone, 1966). The study used list of words in various lengths, items organized by different levels of categories, and different conditions of recall to test 929 high school students. Subjects had to memorize a list of TBR words which were organized based upon a category level (i.e. – METALS: ALUMINUM, STEEL). The study found that higher recall was obtained under cued recall conditions (category names given) rather than non-cued recall conditions (no category names given). Moreover, the study suggests that “specific information” about the word must be available in memory trace in order for the word to be recalled even if the information is not accessible under a different set of recall conditions (Tulving & Pearlstone, 1966).

Questions about how information that was available in a memory trace only under certain conditions was the focus of another experiment that sought to clarify the effectiveness of retrieval cues (Tulving & Osler, 1968). A total of nineteen different combinations of experimental cues were derived from encoding and retrieval cues. The results showed that TBR words could be recalled at a higher rate by weakly-
associated cues that were presented at encoding versus non-cued recall. Research questions concerning the effectiveness of retrieval cues facilitating recall if present only at retrieval, and the effectiveness of two cues at encoding and retrieval on recall were found to be non-conclusive (Tulving & Osler, 1968). The study suggested that “a retrieval cue is effective only if the information about it and its relation to the TBR item is stored at the same time with the TBR” (Tulving & Osler, 1968, p. 600).

The effectiveness of a cue at retrieval still remained from the Tulving and Olser experiment (1968). When cues are given only at retrieval they are considered to be extralist cues as opposed to those that are given at both encoding and retrieval which are to be intralist cues. For example, any word given to the learner during retrieval or is based upon pre-experimental associations to the TBR word this is considered extralist. Those given during encoding (with the TBR word) is said to be intralist. The exception is when the learner is left to his or her own devices at study (no cue), he/she is said to attempt to encode based upon meaning or other salient properties of the word also known as the word’s associate (Tulving, 1983). This covert unobservable process of creating a relatable cue for the TBR word is known as subjective coding (Tulving, 1983). When a learner subjective codes a cue for the TBR word when no cue is presented at encoding, then that same word is presented as a cue during retrieval the cue functions as an intralist cue. Although the cue was not observable during encoding, the learner encoded the cue on his/her own in relationship to the TBR word making the cue an intralist cue, “namely, the to-be-remembered word was encoded with respect to it” (Tulving, 1983, p. 213).

An example would be the TBR word OCEAN. A learner with no given cue might automatically associate this with water and use it as a cue during retrieval. Essentially, water as it relates to OCEAN is a pre-experimental association that was not controlled for during the experiment. Therefore, there is no way of knowing if the learner was able to retrieve the TBR word OCEAN from the cue water that was given or based upon subjective coding if no control was considered. Subsequently, the claim of subjective coding altered the main emphasis of the encoding specificity principle which was modified to suggest that not only is the effectiveness of the retrieval cues important, but a key factor is also the interaction between encoding and retrieval (Tulving, 1983).
The modified version of encoding specificity theory sought to clarify the relationship between encoding and retrieval. Encoding specificity implied that no cue regardless of strength of association with the TBR word would be effective unless the cue was specifically encoded with the TBR word. This definition did not go without challenge as the encoding specificity theory was in contrast to the associative continuity hypothesis. The effectiveness of retrieval cues is also explained by the associative continuity hypothesis. The associative continuity hypothesis states that a pre-experimental association for each word event in a given list already exists. By definition the pre-experimental association that exist between word A and word B can serve as effective cues. Thus, word B can serve as an effective cue for word A and vice versa word A as a cue for word B. This association is said to exist regardless of what occurred at the time of the storage of the TBR item. The 1970 study by Thomson and Tulving considers the pre-experimental history important, but only slightly as it determines the encoding of a given TBR item at encoding. However, the effectiveness of cueing at retrieval is strongly determined by specific encoding of the TBR item at encoding, thus the pre-experimental history should have little affect on recall of an event (word is an event), even if the word is highly associative, “unless the encoding has influenced that event” (Thomson & Tulving, 1970, p. 256).

Since the question of association was still lingering, weak and strong cues were examined as these terms relate to the TBR word (Thomson & Tulving, 1970). Weak cues are words that have a lower frequency of eliciting the TBR word in a free associative test. Conversely, strong cues are words that would have a higher frequency of eliciting the TBR word in a free associative test. The purpose was to find out how both these types of associations, strong and weak work between the encoding and retrieval process. The experiment was set up similar to that of the Tulving and Olser 1968 study. There were three encoding conditions where words were (a) presented alone, (b) paired with a strong association or (c) paired with a weak association. The retrieval conditions were (a) non-cued recall, (b) recall of TBR word with weak retrieval cue, and (c) recall of TBR word with strong retrieval cue. When no word pairs were associated at study the TBR word presented at retrieval was said to be an extralist cue. Study of single words at study resulted in a greater recall probability under strong
associations then weak associations. However, when the weak associated word was paired with TBR word at encoding a greater recall probability was found when the cue was similar to weak then strong. The strong cue was not as effective during retrieval when a weak cue was encoded at study was paired with the TBR word (Thomson & Tulving, 1970). This provided more evidence for the encoding specificity hypothesis, which stated “among other things, no cue, however strongly associated with the TBR item or otherwise related to it, can be effective unless the TBR item is specifically encoded with respect to that cue at the time of its storage” (Thomson & Tulving, 1970, p. 255).

A replication of the weak/strong cued recall experiment (Thomson & Tulving, 1970) found a discrepancy in the original experimental design (Higham, 2002). Although the study was not to “undermine the general principle” of encoding specificity “the study found flaws in the method in which subjects were required to respond” (Higham, 2002, p. 67). The free-report retrieval method used in the original study was defined in Higham’s study (2002) as allowing non-responses to retrieval cues and was thought to have report bias and monitoring. Alternatively, using a signal detection model the effect of cue type (strong vs. weak) on retrieval could be determined along with accounting for report bias and monitoring (Higham, 2002, p. 70). The signal detection model uses the correct and incorrect reported responses from a free report and the correct and incorrect withheld responses from a forced report. The free report requires a response, but provides a reward for correct responses, a penalty for incorrect responses, and no penalty/reward for a blank response (monitoring). A forced report persuades the participant to provide a response to all test cues even if guessing is necessary (report bias). To estimate retrieval, report bias, and monitoring, a formula used response rates for both weak/strong cue types based upon the option to omit responses (free) versus not omit responses (forced).

The results found that retrieval was generally unaffected by free or forced response based upon cue type (Higham, 2002). Weak cues were unaffected by whether the participants had the option to withhold answers. Conversely, the retrieval of strong cues was not as good when participants had the option to withhold responses whereas they did better under the forced report condition. One of the main differences between
cue types can be illustrated by the potential correct responses using the free report condition. The weak cue type produced only 92% correct responses among participants in the free report condition compared to 28% correct responses from the strong cue type.

As expected, the data collected on free report retrieval, forced report retrieval, and cue type (strong/weak) reduced report bias and monitoring. Subsequently, the results still suggested encoding specificity, but considered a new procedure for collecting responses from subjects. Higham (2002) regarded the original study as providing weak evidence for the encoding specificity theory based upon flaws in research design. However, if memory researchers were to be surveyed the encoding specificity theory was thought to be one of the most important principles (Higham, 2002, p. 77).

Another aspect of encoding specificity that was discovered during an episodic memory task experiment was that of recognition failure of recallable words. Tulving and Thomson (1973) discovered that some TBR words that subjects could recall were not recognized. The definition of recognition failure of recallable words is “the phenomenon that previously studied items cannot be identified as ‘old’ although their names can be reproduced to other cues” (Tulving, 1983, p. 269). During the encoding process a unique memory trace is formed that consists of properties that correspond to the TBR word. The given properties of a TBR word are stored in the memory trace as cues for future retrieval. According to encoding specificity, the effectiveness of the retrieval cue depends on the relationship between the cue and the TBR word at encoding. As encoding specificity relates to recognition failure of recallable words, if a cue other than the word itself is used to facilitate the retrieval of the TBR word recall is said to occur. If the TBR word itself also known as a copy cue is used to facilitate retrieval then recognition is said to occur.

To test recall and recognition, participants were given three lists of word pairs. Two of the lists were to establish the participants in the process of encoding a TBR word with another word. The third list was used as the actual test of recall and recognition which consisted of 24 TBR words and weak cues. Participants either were given a recognition test then a recall test or the order of the test reversed. The
recognition test procedure was a free association task where participants were asked to write down at least four words for each of the cue words from the third list (Tulving & Thomson, 1973). From the list of words that the subjects developed the subject was to pick out the word that most likely was a TBR word. The recall test consisted of participants being given the cues from the same third list of 24 word pairs and then asked to write down the TBR word. Accordingly, the number of words that were recalled exceeded the number of words that were recognized by a ratio of 15 to 1 (Tulving & Thomson, 1973, p. 364). The rationale for such a counterintuitive claim was based upon the generality of the encoding specificity theory—“specific encoding operations performed on what is perceived determines what is stored, and what is stored determines what retrieval cues are effective in providing access to what is stored” (Tulving & Thomson, 1973, p. 369).

Although the encoding specificity theory was generally supported, there were still concerns over certain aspects of the theory. One specific challenge to the encoding specificity theory had to do with the controversial claim of recognition failure of recallable words. The challenge was not to directly dismiss the claim, but more so to clarify a contradiction made by the encoding specificity theory about another memory theory – generation-recognition theory (Martin, 1975).

The theory of generation-recognition states that if a TBR item is called upon for recall a person generates a set of possible candidates for which he/she then chooses upon the one that he/she recognizes as the most likely candidate (Martin, 1975). As another component of the encoding specificity theory experiment (Tulving & Thomson, 1973), a free-association task had participants attempt to generate or write 4 or 5 words thought to be the TBR words using strong extralist cues that were each associated with a TBR word, but not given as part of the original 24 paired list. From the words generated, the participants were then asked to attempt to recognize the TBR words from the list (similar to definition for generation-recognition theory). The participants were given a recall test using weak intralist cues either prior to or after the free-association recognition test. The results showed that the cued-recall words that were initially recalled (60% to 80%) were not readily recognized (20% to 30%).
The concern over the encoding specificity resulted from the claim of recognition failure of recallable words using two separate cues for recall and recognition test. According to the encoding specificity theory, how an item is stored during encoding is paramount to how that same item will be retrieved. Considering the semantic properties a TBR word could have multiple meanings, but only that for which is associated with the TBR word during encoding would be essential at retrieval based upon theory. Using a different cue for recognition is counter to providing a similar cue at encoding and retrieval and is similar to the argument of strong or weak cues. Even if the recognition test might result in the same TBR word being generated, the word carries a different meaning and is semantically not the same word (Martin, 1975). Drawing from the example used in the counterclaim, given the cue HEAD to return TBR word LIGHT (lamp) is distinctively different then if given the cue dark to return TBR word LIGHT (luminance) (Martin, 1975, p. 152). Therefore, since the cue provided in the free-association was not initially encoded with the TBR word it is possible that even if the exact TBR word was generated it would not be recognized because it is not compatible with what was originally encoded. Although the copy cue and the TBR word are identical, the specifically encoded trace of the item is different semantically (Tulving & Thomson, 1973; Wiseman & Tulving, 1976). The general argument was that encoding specificity theory did not actually demonstrate recognition failure of recallable words (Martin, 1975).

As a response, recognition failure of recallable words can be further explained when taking into account the total conditions in the cognitive environment at encoding (Tulving & Thomson, 1973). The TBR word is encoded based upon the context at study which produces a ‘unique trace’ (Wiseman & Tulving, 1976). Recognition failure occurs based upon the TBR word itself used as a cue not being appropriately matched to the ‘unique trace’ of the TBR word that was created at study (Wiseman & Tulving, 1976). The recall of the TBR word is based upon the retrieval cue that is successful at match with the encoded trace. The TBR word itself as a cue is placed in a different context then the list cue at recognition and thus can be considered as different then the original word (Wiseman & Tulving, 1976). Moreover, a more recent study confirmed that different factors affect recognition and recall (Hannon & Craik, 2001). For recall, the
factors appear to be the depth and semantic strength at encoding, the semantic significance between the encoding cue and the TBR word, and how the context is delivered at time of retrieval (Craik & Lockhart, 1972). On the other hand, for recognition, there needs to be similarity between the encoding and retrieval context as well as enough information about the semantic properties given during the encoding context (Hannon & Craik, 2001, p. 241).

The position of the encoding specificity theory has responded to matters relating to the encoding/retrieval paradigm. The encoding specificity theory claims: (a) specific information about a TBR word must be available in storage in order for the word to be recalled (Tulving & Pearlstone, 1966); (b) retrieval cues are effective if information about and the relation to the TBR word is encoded at the same time (Tulving & Osler, 1968); (c) weak cues would prevail over strong cues no matter how strong the association, if the weak cue was paired with the TBR word at encoding (Thomson & Tulving, 1970); and (d) words that were initially recalled might not be recognized (Tulving & Thomson, 1973).

Context Dependent Memory

The word-event experiments relating to encoding specificity have already alluded to context playing a role in the encoding/retrieval paradigm (Wiseman & Tulving, 1976). Related inquiries into encoding specificity sought to expand upon the verbal/written laboratory type experiments to environments that provide a more practical approach (Canelos, Taylor, Dwyer, & Belland, 1985). The context of a given event extends well beyond just verbal/written cues that are encoded. The context of a given event opens the door to a host of attributes/properties that could serve as appropriate cues towards successful recollection.

Context for the benefit of this review relates to the learning context. More specifically, context is defined as the interrelated conditions at time of encoding which can have an effect on how information is stored and ultimately retrieved (Dwyer & Dwyer, 1990). The learning context can also include various views of multimedia – delivery, presentation, and sensory (Mayer, 2001). The rationale is that the learning context (encoding) of information can be based upon how the encoded information is
delivered, how it is presented, or how it is sensed. Each of these views of multimedia, according to the encoding specificity theory, has a corresponding memory trace and retrieval is therefore dependent upon the appropriate cue.

A series of studies were designed to add to the plausibility of encoding specificity by considering various other modes for which learning occurs in non laboratory or more natural environments (Canelos, Taylor, & Dwyer, 1984; Canelos, et al., 1985; Dwyer, 1987; Dwyer & Dwyer, 1990; McNeal & Dwyer, 1999; Williams & Dwyer, 2004; Yu & Berliner, 1981). The purpose of these studies was to add to research in instructional technology by designing effective instructional models that have been field tested through an examination of the dynamics that occur between encoding, storage, and retrieval. The context of a standard classroom lecture and mediated instruction formats provide a backdrop for examining the validity of encoding specificity that would be more generalizable (Canelos, et al. 1984, p. 81).

Common to most classroom based instruction is the standard lecture format. The use encoding specificity in a lecture format would suggest that information that is encoded during lecture would be most effective in retrieval if specific cues from the lecture were used at time of retrieval (testing). Subsequently, within the context of a lecture, other strategies are also employed, such as using an outline or taking notes. Do these additional mathemagenic activities (behaviors that lead to learning) aid in providing a wealth of salient cues from the environment that can be paired with the to-be-learned information that is stored and later retrieved?

One such study examined the use of encoding in the context of a typical lecture, where students were split into treatment groups based upon different encoding contexts a) listened to the lecture only; b) listened to lecture with notes; c) listened to lecture with an outline; and d) listened to lectures with notes and an outline (Yu & Berliner, 1981). In addition to the levels of encoding, subjects were placed into an after-lecture review (no review vs. review) and before-test review (no review vs. review). The retrieval of information was assessed by using a recognition test (multiple choice) and a short answer test (recall).

The results found some evidence for encoding specificity based upon the recognition and recall test performance. The listening to a lecture with notes and an
outline condition produced superior scores on both recognition and recall test versus the other contexts (Yu & Berliner, 1981). However, there was no clear indication if the results were based upon reviewing the notes and lecture after-test or before-test. The results would have lent themselves to stronger support of encoding specificity if significance was found through a three way interaction between encoding with outline, after-lecture review, and before test review (Yu & Berliner, 1981).

Instruction that is provided to students is not always verbal in nature. Visual Instruction can also be provided to students (Canelos, et al., 1984). Instruction that relates to “equipment operations”, “specific procedures”, and provides examples of how something looks, can often be best explained with a visual aid. Subsequently, even when the instruction is given in a visual context the assessment of what is learned tends to be verbal (Canelos, et al., 1984). The encoding specificity theory would consider the difference between the encoded visual context and retrieval verbal context as a mismatch, whereas recall and recognition would be lower.

Experiments that concentrated on the dynamics of visual instruction and encoding specificity had varied results. One study that found support for encoding specificity, examined visual and verbal context within an applied learning situation (Canelos, et al., 1984). Separate visual and verbal instruction conditions were used to instruct and assess students on the parts and process of the human heart. Both the visual and verbal conditions were presented using a synchronized audio tape slide presentation that named and described various categories of the heart. However, the slides for visual condition were illustrations along with verbal identifying labels and the slides for the verbal condition were verbal identifying labels (no illustration). The testing conditions for the study were free recall, visually cued-recall and verbally cued recall. The free recall condition was required to list the parts of the heart. Participants were able to recall without additional cues. The visual test condition was required to view illustrations of various parts of the heart and write down the corresponding response (no verbal cue). The verbal testing condition was required to record the various parts of the heart after being given the heart category and the first three letters for the test (no visual cue). The final breakdown for the study was six treatment and testing conditions: (a)
visual-free, (b) visual-visual, (c) visual-verbal, (d) verbal-free, (e) verbal-visual, and (f) verbal-verbal.

The results found significant support for the encoding specificity in the visual-visual (13.68 of 21, 65.1%) and the verbal-verbal (15.1 of 21, 72.2%). In addition, visual-verbal (15.3 of 21, 72.8%) treatment and testing condition was also found to be significant (Canelos, et al., 1984). Conclusions from the study suggested that there are two different encoding patterns for encoding the visual context and verbal context. The rationale was that the visual context processed the TBR information in a visual and verbal memory trace and thus allowing for more variance in the type of cues for retrieval (Canelos, et al., 1984). Basically, the TBR information encoded and ultimately stored in the visual condition appears to have been both visual and verbal, therefore, allowing the possibility that a visual or verbal cue in the testing environment be a match. The recommendation was that cues provided in the instructional setting should be the same as cues provided at time of test. Moreover, if visuals are part of the instruction then they should also be part of the testing (Canelos, et al., 1984).

A similar effect on encoding specificity was also found in a study which focused on the effectiveness of visual and verbal testing when retrieving information from visual instruction with varied rehearsal strategies and students knowledge levels (Dwyer & Dwyer, 1990). The visual rehearsal strategy had students overtly interact with the instructional content functioned best for the visual retrieval test, but also similarly well for the verbal retrieval test (Dwyer & Dwyer, 1990; McNeal & Francis, 1999). Moreover, the success of the verbal retrieval test from a visual encoded referent was an indication that some verbal cues might have been provided during visual instruction. The support for the encoding specificity from the various visual rehearsal strategies was also said to provide more elaborate information for students to retrieve which could lend to the possibilities of depth of processing from visual information (Craik & Lockhart, 1972). Furthermore, when not using overt visual strategies, simply looking at an object is not always adequate enough to produce the kind of cue necessary for future retrieval (McNeal & Dwyer, 1999).

Since a typical classroom environment tests students verbally, visual instruction alone does not always provide sufficient cues for retrieval (Canelos, et al., 1984;
Canelos, et al., 1985; Dwyer & Dwyer, 1990; McNeal & Francis, 1999). According to encoding specificity theory and context the information that is provided at encoding is important in determining relative cues for retrieval. The research on encoding specificity and context were generally found in favor of the theory even in a limited capacity (Canelos, et al., 1984; Canelos, et al., 1985; Yu & Berliner, 1981). Conversely, there have been a few studies that have drawn concerns for the encoding specificity theory.

The common practice in most classrooms is towards written assessments even when the primary mode of delivery is speech (Whitt, 2000). According to encoding specificity the effectiveness of retrieval cues is based upon how information is initially encoded (Tulving, 1983). Therefore, if the context for which information is encoded is speech (typical lecture) a similar context at retrieval should be the most effective. Related to the context of encoding and retrieval is a study that examined the effects of speech cues on long-term memory (Whitt, 2000). Students listened to a one-minute narrated story and were randomly assigned to one of three retrieval conditions. The treatment versus testing conditions were: (a) same voice reading questions from story (same-voice vs. same-voice), (b) different voice reading questions from story (same-voice vs. different-voice), and (c) narrated story and text only questions (same-voice vs. text).

The results of the study found no significant difference in recall and recognition for any of the treatment and testing conditions. The application of voice in both learning and testing environments would generally lean in favor of encoding specificity. The effectiveness of the retrieval cue is generally thought to be a direct relationship to the context for which the cue is initially encoded. The matching voice or even the distinctness of an individual’s voice at both encoding and retrieval appears to be a function of encoding specificity. However, the finding of no significance does not support the encoding specificity claim. The results of the study suggest that there is not separate encoding for speech cues versus text cues. The relatedness of both speech cues and text cues given speech driven instruction were equally as effective (Whitt, 2000).

As noted earlier, written assessments are commonly used even when the instruction is delivered by speech (Whitt, 2000). But, what occurs when visual
instruction is paired with varied visual test formats? Does encoding specificity occur? Previous studies that focused on visual instruction, examined prior knowledge on retrieval; prior knowledge and test format; and visual and verbal test formats (Canelos, et al., 1984; Canelos, et al., 1985; Dwyer, 1987; Dwyer & Dwyer, 1990; McNeal & Dwyer, 1999). All of these studies primarily supported some form of encoding specificity. However, a study that examined the effect of visual instruction on varied visual test formats was unable to endorse the encoding specificity theory (Williams & Dwyer, 2004).

The Williams and Dwyer study (2004) differed from previous studies on visualized instruction by examining the effectiveness of visual test formats to retrieve information about certain educational objectives. Students were assigned to low and high prior knowledge groups based upon scores on a pre-assessment. Following the pre-assessment, students were given a multiple choice test to measure three educational objectives: facts, concepts, and procedures (Williams & Dwyer, 2004). The students in both high and low knowledge groups were then given visualized instruction that consisted of a self-paced booklet with detailed images of the physiology of the heart, labels on the parts of the heart, location of parts, and procedures during systolic/diastolic phases of the heart. Treatments consisted of (a) text only test, (b) visual simple test, (c) visual intermediate test, and (d) visual detailed test. The criterion for each test was to identify parts and position, define specific facts, and comprehend the function of various parts of heart based upon the position of another part.

The analysis revealed that the claims for encoding specificity were not substantiated. Previous considerations of rather weak support for encoding specificity that highlighted the possibility of a linkage with visual instruction with supplemental verbal components could not be found (Canelos, et al., 1985; Dwyer & Dwyer, 1990; McNeal & Francis, 1999). The poor results found that the visual instruction used "contained considerable superfluous stimuli", moreover the limited capacity of memory suggests an overload of the type of information that could be stored in memory and later retrieved during testing (Williams & Dwyer, 2004).

Limited capacity of memory can possibly overload what can be encoded and thus have a negative effect on what is retrieved. Another study that had negative results
supporting encoding specificity was one that examined a slightly different context than those studies previously mentioned. The study examined the sensory context of motor encoding/retrieval enactment and verbal encoding/retrieval. The purpose of the study was to explore the effect of retrieval enactment on recall of verbal commands following motor encoding or verbal encoding (Kormi-Nouri, NyBerg, & Nilsson, 1994). Motor encoding consisted of completing a specific task after being given a verbal noun-verb command phrase. The verbal encoding was only the noun-verb command phrase. The testing groups were either motor retrieval or verbal retrieval and matched/mismatched with the treatment groups. Students in the motor retrieval would have to enact the entire task after only being given the verb portion of the noun-verb command. Moreover, verbal retrieval was only a written test where students were given only the verb portion of the noun-verb command and would have to recall the noun portion.

Results show that retrieval enactment did not improve memory. Performance was higher for motor encoding followed by a verbal test (Kormi-Nouri, NyBerg, & Nilsson, 1994, p. 723). The results suggest that motor cues might not be effective because of what had been stored as verbal cues. “Enactment increases the efficiency of the cue not the match between storage and retrieval formats” (Kormi-Nouri, NyBerg, & Nilsson, 1994, p. 726). The motor items encoded (processing at encoding) are fundamentally different from those items available at retrieval. Moreover, encoding specificity would have been effective if the encoded info would have been stored in some sort of “‘motoric code’ then motor cues would have been effective and encoding specificity advantage would have been found” (Kormi-Nouri, NyBerg, & Nilsson, 1994, p. 727).

Shortcomings in support for encoding specificity might have been found if other cognitive theories of memory such as the redundancy principle (Mayer, Heiser, & Lonn, 2001) and extraneous cognitive load were used (Renkl & Atkinson, 2003). These two theories outline the inability of memory processes to function effectively if too much redundant information or irrelevant information is given at the time of study.

Context-dependent memory provides another viewpoint for examining encoding specificity theory. The use of context-dependent memory has wavered in support of encoding specificity (Whitt, 2000; Williams & Dwyer, 2004). Most of the studies in
context-dependent memory recognize the contribution of encoding specificity has made in memory research and still considers the question of matching context at study to context at test a significant research question to examine (McNeal & Dwyer, 1999).

*Mood and State Dependent Memory*

Variations on encoding specificity, other than those already mentioned, have also found support for the theory. Similar to context-dependent memory, studies on mood and state dependent memory have found that when a match occurs between either mood or state, recall and recognition performance is superior (Eich, Macaulay, & Ryan, 1994; Weingartner, Adefris, Eich, & Murphy, 1976). The measure of mood-dependent memory is fairly difficult to capture accurately (Eich, Macaulay, & Ryan, 1994). Mood dependent memory similar to context dependent memory is based upon matching the subject’s mood at study (encoding) and at test (retrieval). The concern for demonstrating mood dependence is that ‘mood’ as a trait is often unobservable and is rather challenging to affectively create the exact same mood at study and at test (Eich, Macaulay, & Ryan, 1994). State dependent memory is somewhat easier to control as a subject’s ‘emotional state’ is regulated and measured through the use of drugs (Weingartner, et al., 1976). The experiments in state dependent learning generally use alcohol as the drug of choice to examine if information that is encoded and stored during intoxication can be more effectively retrieved while the subject is in an intoxicated or sober state (Weingartner, et al., 1976).

A study examining the state dependent effects of alcohol on memory found that alcohol did not have an effect in the same state conditions (Duka, Weissenborn, & Dienes, 2001). Subjects in alcohol conditions as well as in sober conditions at both study and test had similar recall and familiarity scores. Early studies using alcohol have shown that while the overall scores of recall were not high, subjects performed better under matched state conditions as opposed to unmatched (Goodwin, Powel, Haskel, Hoine, & Stern, 1969; Weingartner, et al., 1976).

Despite the challenge of demonstrating mood dependence at study and at test, a number of experiments have shown mood related encoding specificity. Two experiments on extremely pleasant and extremely unpleasant moods found that
subjects were more likely to recall what was encoded several days earlier when moods matched (Eich, Macaulay, & Ryan, 1994). Another mood-dependent experiment examined learning at extremely stressful conditions such as that of skydiving (Thompson, Williams, L’Esperance, & Corenelius, 2001). Replicating the methodology of the classic scuba diving experiment (Godden & Baddeley, 1975), skydivers learned words in the air (high stress mood) and on land (low stress mood). Overall, extremely stressful conditions, even for experienced skydivers, did not merit the ability to learn well. However, under less stress conditions, recall was greatest when the context environments matched (Thompson, et al., 2001).

Much like context dependent memory studies on state/mood dependent learning have varying results on encoding specificity. Research examining state dependent memory during aerobic exercise and at rest found performance levels to be equivalent (Miles & Hardman, 1998). On the other hand, the use of fear-related state dependent memory (using spiders and snakes) was in support for matching (fear-fear/relax-relax) states at study and test “under the right set of conditions” (Lang, Craske, Brown, & Ghaneian, 2001, p. 702).

Mood and state dependent memory have been documented in the literature and have primarily shown support for encoding specificity. Although most of the general studies covering encoding specificity have been verbal/written and visual in nature, other sensory modalities have also been examined. One such study (three experiments) used ‘ambient’ odors that were pleasant (chocolate), unpleasant (mothballs), or no odor (control) paired with words stems at study and at test (Schab, 1990). According to the results, olfactory stimuli as a context cue was supported on the basis of encoding specificity in all three experiments (Schab, 1990, p. 654). “Once a clear association is developed, performance for odors can be equivalent to other modalities, but subsequent associations to the same odor are difficult to create” (Cann & Ross, 1989, p. 92).

Summary of Encoding and Retrieval Processes

The theory of encoding specificity has endured over three decades of scrutiny. Although there has been numerous concerns with regard to the methodology and validity of claims (Hannon & Craik, 2001; Kormi-Nouri, NyBerg, & Nilsson, 1994; Martin,
the basic premise is still considered invaluable to memory research and is fairly intuitive:

A TBR item is encoded with respect to the context in which it is studied, producing a unique trace which incorporates information from both target and context. For the TBR item to be retrieved, the cue information at the time of retrieval must appropriately match the trace of the item-in-context. (Wiseman & Tulving, 1976, p. 349-350).

Essentially, how one encodes information plays a role on our ability to recall or recognize what we have learned. However, several researchers have also eluded to the test (retrieval mechanism) being at the root of the problem and not necessarily what is learned (Canelos, et al., 1985; McNeal & Dwyer, 1999). Accordingly, the learner could have effectively learned all the TBR items, but the test could fail to provide the appropriate retrieval cues for the learner to recall or recognize.

The encoding specificity theory is fairly far reaching in scope. Thus far, experiments ranging from verbal, visual, smell, context, mood, and state have all shown support for encoding specificity (Dwyer & Dwyer, 1990; Eich, Macaulay, & Ryan, 1994; Schab, 1990; Tulving & Thomson, 1973). However, is encoding specificity a consideration when designing instruction and subsequent assessments? What does technology do to the development of appropriate instruction that takes advantage of being able to simulate most closely at both study and test? The interest of this theory will continue to be examined as researchers probe and explore how the human memory system works.

Summary

The literature review was designed to examine how students learn in multimedia environments. More specifically, the review was concerned with how information that is encoded into memory at study is effectively retrieved (the processes). The main topics covered in the review spanned memory, encoding specificity, and cognitive multimedia learning.

A plethora of research has been conducted on memory and as one author points out, no research has been as pivotal or recognized as that based upon the interaction
between encoding, storage, and retrieval; specifically that of encoding specificity (Higham, 2002, p. 77). The main body of research in this area has examined the use of verbal information to promote the match of information at study to that of test. The problem with much of the past research in encoding specificity, however was that learning tasks, learning materials, and presentation methods, employed in the experimental context, are too removed from typical instructional methods and classroom settings. This situation makes it difficult to apply these significant research results to the task of designing appropriate evaluation and testing methods that match instruction in terms of the basic memory elements of encoding, memory trace, and retrieval cues (Canelos, et al., 1984). Over time encoding specificity studies evolved to focus on elements such as visual, olfactory, context, mood, and state. The more recent studies, and perhaps the most relevant, also focused on creating environments that resembled actual learning situations which could be more generalizable. A number of the more recent studies conducted, also employed a multi-modal approach (visual and verbal) to learning. Unfortunately, these studies varied in support for encoding specificity. Some studies found that the matching of study and test modalities in support (visual-visual/verbal-verbal) and other studies found conflicting results between how information was encoded and thus retrieved using more than one modality. The results in these studies suggested that greater performance between mix-match modes at study and at test could be based upon the dual-coding theory or even depth of processing based upon the context.

The high volume of multimedia employed in the classroom whether face-to-face, stand-alone (self-paced), or at a distance lends itself well to reexamining the dilemma caused in earlier studies. The theory of cognitive multimedia learning provides nine principles that are guided by theories of learning which are ultimately grounded by the theories in memory. These principles of cognitive multimedia learning can outline best practices in designing instruction which can reduce cognitive load, which can block learning from occurring. Moreover, these principles can provide strategies for techniques using multiple modes at just the right dosages that optimize the possibilities for learning to occur.
A problem that can occur and often goes relatively unnoticed, is when learning occurs but the tool used to retrieve that for which is learned is ineffective. The problem is not the learner, but the tool for which the learning is assessed. Thus, the TBR information can not be recalled or recognized based upon the cues given at the time of testing. The function of the cognitive multimedia learning theory to drive design is limited to that of a single modality at the time of testing. An extension on both encoding specificity theory and cognitive multimedia theory would integrate the use of these two theories to determine if there is an optimal environment for which learning can be observed and measured.

Significance of the Study

The purpose of this study is to examine the effects of encoding specificity on learning in a multimedia environment. Encoding specificity theory states “that only that can be retrieved that has been stored, and that how it can be retrieved depends on how it was stored” (Tulving & Thompson, 1973, p. 359). Based upon the theory of encoding specificity there should be a relationship between the modality for which a learner encodes information into memory and the modality used to assess the learner’s knowledge. Modality attributes for purposes of this study included visual (animation) and verbal information (narration and text). The examination of these particular attributes is important to this study because it is designed to identify characteristics of electronic media presentations that contribute to learning. Learning was measured in two ways: retention of knowledge and transfer of knowledge.

Research Questions

The study explored the impact that encoding specificity has on learning. More specifically, this study examined how different presentation methods of instruction (i.e., animation and narration [AN]; animation and on-screen text [AT]; and text only [T]) impact participants’ recall and transfer scores based upon match/mismatched study and test environments. Subsequently, the study sought to answer the following questions:

1. What is the effect of encoding specificity on recall scores in a multimedia environment?
2. What is the effect of encoding specificity on transfer scores in a multimedia environment?

Hypotheses

The research questions presented were investigated through an experimental design. The study was designed to collect data and conduct analyses to test the following hypotheses:

H₁: There will be no mean difference in recall scores for participants that experience match or mismatch during study and test conditions based upon modality (i.e., AN, AT, T).

H₂: There will be no mean difference in transfer scores for participants that experience match or mismatch during study and test conditions based upon modality (i.e., AN, AT, T).
CHAPTER III

METHOD

Research Design
The study employed a 3 Encoding/Study (AN, AT, T) × 3 Retrieval/Test (AN, AT, T) full-factorial post-test only design (Wallen & Fraenkel, 2001).

Table 2

<table>
<thead>
<tr>
<th>Retrieval Modality (Recall and Transfer Assessment)</th>
<th>Animation Narration</th>
<th>Animation Text</th>
<th>Text Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoding Modality (Study)</td>
<td>Animation Narration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encoding Modality (Study)</td>
<td>Animation Text</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encoding Modality (Study)</td>
<td>Text Only</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The research design was constructed to assess the effects of matched and mismatched encoding and retrieval modalities. Assignment to a group was randomized with each group receiving one of nine different combinations of study and test modality based upon the three levels of the two independent variables. The dependent variables is distinguishable among two specific measures of learning, one for recall and one for transfer.

Participants
The participants were 228 undergraduate students enrolled at a large research university in the mid-Atlantic region of the U.S. The participants were enrolled in a 1000-level personal health class and provided course credit upon completion of the entire investigation. All participants that were used in the final analysis were classified as
having low-experience in meteorology on the basis of a pre-assessment questionnaire. Previous studies have indicated that modality effects were stronger for low-experience learners (Moreno & Mayer, 1999). Based upon the scores from the pre-experiment assessment 13 participants were removed from the study who were classified as having high-experience in meteorology. This resulted in a total number of 215 participants.

Of the participants that were used in the final analysis, 34% (n=73) were female and 66% (n=142) were male. The majority of the participants were White/Caucasian 80.00% (n=172). The ethnicity of the remaining participants were Asian 10.23% (n=22), Black/African-American 3.26% (n=7), other descents 2.33% (n=5), Multiracial 1.86% (n=4), Hispanic/Latino 1.40% (n=3), and American-Indian/Alaskan Native .93% (n=2). The average age of the participants was 19.75 (SD = 1.54) with a range from 17 – 27 years old. All participants were undergraduate students with 41.86% (n=90) seniors, 28.84% (n=62) freshman, 20.47% (n=44) juniors, 8.37% (n=18) sophomores, and .46% (n=1) undeclared.

Treatment Groups

Participants in this study were randomly assigned to one of nine treatment groups. The groups were based upon a matched or mismatched modality at study and test. The content for each group at study and test was exactly the same, the process of how lightning is formed; but the format that the content was delivered at study and test could vary. The total of nine groups were: AN/AN, AN/AT, AN/T, AT/AN, AT/AT, AT/T, T/AN, T/AT, and T/T. The combinations were based upon three different study and test conditions described as followed.

Study Groups

Animation-narration study group (AN). Participants randomly assigned to the animation-narration study group received a unit of instruction on lighting formation using animation with synchronized narration (see Appendix A). The participants viewed the animated unit of instruction while listening to narration spoken in a male voice illustrating key steps in lighting formation.

Animation-text study group (AT). Participants randomly assigned to the animation-text study group received the exact same content of instruction on lighting
formation as the AN group, but the animation-text study group received animation with synchronized on-screen text, rather than animation with synchronized narration. The text was the same as the narration (see Appendix B).

*Text-only study group (T).* The participants randomly assigned to the text only group received the exact same content of instruction on lighting formation as the AN and AT study groups minus the animation and narration. The text-only group only received on-screen text of the instruction on lighting formation. The text that the participants read was exactly the same as the text given to the animation-text study group (see Appendix C).

**Test Groups**

*Animation-narration test group (AN).* After completion of the instruction, participants randomly assigned to the animation-narration test group were given recall and transfer tests. Each recall and transfer question began with an *animated-narrated* clip of varying length on lighting formation followed by either a recall or a transfer question. The questions were delivered using narration. There were 10 recall questions and 4 transfer questions. The same male voice that was used in the animation-narration study group was used for the question narration. The recall test required the participants to type in the appropriate response to an animated-narrated question in a short-answer form (see Appendix E). The transfer test consisted of an animated-narrated segment from the instruction treatment followed by a corresponding narrated learning question (see Appendix F).

*Animation-text test group (AT).* After completion of the instruction, the participants randomly assigned to the animation-text test group received the exact same recall and transfer questions that were provided in the animation-narration test group except that the questions were all in the form of animation with accompanying on-screen text. Each question began with an *animated-text* clip of varying length on lighting formation followed by either a recall or a transfer question. There were 10 recall questions and 4 transfer questions. The recall test required the participants to type in the appropriate responses to a series of short-answer questions from reading text and
watching animation. Similarly, the transfer test consisted of an animated-text segment from the instruction followed by a corresponding on-screen text question.

**Text only test group (T).** After completion of the instruction, participants randomly assigned to the text-only group received the exact same recall and transfer questions that were provided in the other two test groups (AN, AT); however there were no accompanying narration or animation. The on-screen text was exactly the same as the AT test group. Each question began with text of varying length on lighting formation followed by either a recall or a transfer question. There were 10 recall questions and 4 transfer questions. The recall test required the participants to type in the appropriate response to a series of short-answer questions after reading the text. The transfer test consisted of a text segment from the instruction followed by a corresponding text question.

**Materials**

The materials used in this study included a pre-experiment questionnaire, three different modes of instruction, and three different modes of assessment. The pre-experiment questionnaire was also administered on a computer using a web-based form. The pre-experiment questionnaire only assesses the participants experience in meteorology and the score was not included in the final data analysis. The content for each study and test session were exactly the same, but delivered via animation-narration, animation-text, or text-only. The study and the test sessions were administered on a computer using Macromedia Flash™ with the aid of standard over-the-head audio headphones designed for everyday home/office use. The instruction is based upon a unit of instruction originally developed by Moreno and Mayer (1999) and adapted by Doolittle and Hicks (2005). The assessment questions for the recall test were adapted from the original study in order to accommodate the use of animation (see Appendix E). The assessment questions for the transfer test are verbatim from the Mayer study but were adapted to include the addition of animation-narration or animation-text (Moreno & Mayer, 1999).
Pre-Experiment Assessment

Prior to the onset of the actual experiment each participant was given a questionnaire to assess his or her knowledge of meteorology. Using a computer the participants were given a six-item knowledge checklist and a five-item self-assessment. The instructions for the six-item knowledge checklist explain that participants should “Place a check mark next to the item that applies to you” (Moreno & Mayer, 2000 p. 119). The six items were as follows:

- I regularly read the weather maps in the newspaper
- I know what a cold front is
- I can distinguish between cumulus and nimbus clouds
- I know what a low pressure system is
- I can explain what makes the wind blow
- I know what this symbol means

The five-item self assessment scale requires the participants to rate his or her knowledge of meteorology on a five point scale from 1 very little to 5 very much. The instructions for the self assessment asked the participant to “Please put a check mark indicating your knowledge of meteorology (weather) (Moreno & Mayer, 2000, p 119).”

- very little
- less than average
- average
- more than average
- very much

The pre-assessment filter test score was calculated by giving a point for every domain-related activity the participant checked from the checklist and adding that number to the number indicated by the participant in the self-assessment. The self assessment was scored by giving: 0 – very little, 1 – less than average, 2 – average, 3 – more than average, 4 – very much. Only participants with low-experience in meteorology as indicated by a score of 7 or less were included in the study. The criterion cut-off is based upon previous studies that used a similar pre-assessment filter test (Mayer & Moreno, 1998; Moreno & Mayer, 1999). Previous research on the
modality principle (using animation and narration presented together during instruction) suggest a stronger effect for low experience learners than for high experience learners (Mayer & Moreno, 1998; Moreno & Mayer, 1999). The results of the pre-experiment filter test was based solely on the meteorology checklist and self-assessment to obtain the participants level of experience (low or high) and not used in hypothesis testing.

**Instruction Instrument**

The unit of instruction was a 240-second segment on lighting formation created in Macromedia Flash™ and administered on a computer. The participant received no navigational controls and was not able to stop, pause, fast-forward, or rewind the presentation once it began. Three different versions of the instruction were used. Each version represented a slightly different mode of presentation to facilitate the instruction; animation-narration (AN), animation-text (AT), and text-only (T). The unit of instruction was viewed at a size of 800 mega pixels wide by 600 mega pixels high. The instructions for the animation-narration version prompted participants to wear headphones in order to hear the narration. The following text appeared on screen: “make sure you have, and are wearing, headphones. Click on ‘continue’ when you ready to begin” (see Appendix F). The instructions for both the animation-text version and text-only version were the same and informed the participant that he or she will not need the headphones that were sitting in front of them. The following text appeared on screen: “You do not need headphones for this tutorial. Click on ‘continue’ when you ready to begin”.

Once the participant clicked the continue button on any of the three versions, the unit of instruction on lightning formation began. After a duration of 240 seconds the unit of instruction was complete. The caption on the screen prompted the participant to click a button that took them to the assessment portion of the experiment.

**Recall Assessment**

To measure the effect of encoding specificity based upon modality, each participant was assessed in a specific modality, animation with narration (AN), animation with text (AT), or text only (T). Similar to the unit of instruction the assessment was also administered via a computer and viewed at 800 x 600. Recall is
defined as the ability to reproduce information that was previously presented (Mayer, 2001).

*Animation-narration recall assessment.* The instructions for the recall assessment for animation-narration began with a prompt to ensure that the participant had his or her headphones on in order to hear the narration (see Appendix G). The participant was given instructions relating to how to take the first part of the assessment. The following text appeared on-screen: “A short clip will be presented followed by a question, after hearing each question, type your response in the space provided. Click ‘continue’ when you are ready to begin”. The participants sequenced through each question one-by-one. They first watched and heard a short animated-narrated clip on lighting formation followed by a recall question. All AN recall questions were presented in narration format. Once the participants had answered the question by typing their responses in the appropriate text field they were prompted to proceed to the next question until they completed all ten questions.

For example, an instructional segment for scene 14 was presented in animation-narration format (regardless of what format the participant originally was given).

![Figure 7. Scene 14 on lighting formation.](image)

The corresponding narration was as follows: “Negatively charged particles then rush from the cloud to the ground along the path created by the leaders. It is not very bright”. A short pause will occur, the recall question will then be narrated to the participant: “When negative charges rush from the cloud to the ground, what happens?”
The correct response would be “positive charges rush from the ground to the cloud, forming lightning”.

*Animation-text recall assessment.* The animation-text assessment participants were given on-screen instructions prior to beginning of the assessment that they will not need headphones. The instructions for participants in the animation-text assessment were as follows: “A short clip will be presented followed by a question, after reading each question, type your response in the space provided. Click ‘continue’ when you are ready to begin”. The AT recall assessment used the exact same clips on lightning formation and was the same duration as the AN format. The only difference was that the short-clip and recall questions used on-screen text versus narration. The participants sequenced through each question one-by-one. They first watched and read a short animated-narrated clip on lighting formation followed by a recall question. All AT recall questions were presented in text format. Once the participants answered the question by typing their responses in the appropriate text field they were prompted to proceed to the next question until they completed all ten questions.

*Text-only recall assessment.* The instructions for the text-only assessment were as follows: “A short passage will be presented followed by a question, after reading each question, type your response in the space provided. Click ‘continue’ when you are ready to begin”. The T recall assessment used the exact same clips on lightning formation and was the same duration as the AN and T formats. The only difference was that the short-clip and recall questions were used only as on-screen text and there was no animation or narration. The participants sequenced through each question one-by-one. They first read a short animated-narrated clip on lighting formation followed by a recall question. All T recall questions were presented in text format. Once the participants answered the question by typing their responses in the appropriate text field they were prompted to proceed to the next question until they completed all ten questions.

*Transfer assessment.*

Transfer describes the ability to apply what was learned to problem solve (Mayer, 2001). A transfer assessment is able to gather “not only what the participants remember
but how they are able to apply what they have learned in a new situation, in other words measure the participants understanding (Mayer, 2001, p. 29). The transfer assessment was the same four questions used in the Mayer and Moreno (1998) study. The transfer questions were given in animation-narration, animation-text, or text-only formats and are as follows:

1. What could you do to decrease the intensity of lightning?
2. Suppose you see clouds in the sky, but no lightning. Why not?
3. What does air temperature have to do with lightning?
4. What causes lightning? or What do electrical charges have to do with lighting?

The presentation mode for the transfer questions corresponded to the recall questions; so, if the recall questions were in animation-text mode then the transfer questions were also in animation text mode. Moreover, all three presentation modes AN, AT, T were exactly the same duration.

Animation-narration transfer assessment. The animation-narration transfer assessment prompted the participant to wear his or her headphones before beginning. The next set of on-screen instructions were: “A short clip will be presented followed by a question, after hearing each question, type your response in the space provided. Click ‘continue’ when you are ready to begin”. The participant first viewed a short animation-narration segment from the animation-narration instruction on lighting formation followed by a transfer question (see Appendix G). The transfer question was presented in a narration format.

Animation-text transfer assessment. The animation-text transfer assessment informed the participants that his or her headphones are not necessary to complete the additional questions. The next set of on-screen instructions for the animation-text transfer assessment were: “A short clip will be presented followed by a question, after hearing each question, type your response in the space provided. Click ‘continue’ when you are ready to begin”. The participant viewed and read the animation-text segment followed by questions presented in a text format.

Text-only transfer assessment. After informing the participant that they do not need headphones the text-only transfer assessment instructions were: “A short passage
will be presented followed by a question, after reading each question, type your response in the space provided. Click ‘continue’ when you are ready to begin”. The participant read the text-only segment from the original instruction as verbal cues and then read the transfer questions that were presented as text (see Appendix G).

 Procedures

Undergraduates taking a 1000-level personal health course were solicited to take part in the study. Participants who are interested were required to go to a web site and register for the study. The compensation for partaking in the study was 15% of the participant’s final course grade for the personal health course. Participants who chose not to participate in the study were given the option of a weight change project worth the same 15% of the participant’s final course grade. As part of the online registration for the study, the participant provided some demographic information, completed a pre-experiment filter test, and scheduled a time to participate in the study. Prior to the registration process and the actual study, the protocol was approved by the university in accordance with the institution’s Institutional Review Board (IRB) that governs all research conducted using human subjects.

As part of the online registration, all participants were asked to read an electronic informed consent form which was designed to provide general information about the study, the purpose of the study, procedures, risks, contact information, confidentiality statement, and notation that participation in study is voluntary. Once the informed consent was read, the participant either selected if they agree or disagree to take part in the study. Participants that agreed to take part in the study automatically was sent a copy of the Informed Consent form by e-mail and preceded to the first section, the participant questionnaire.

The first section, the participant questionnaire, consisted of general demographic information (i.e., e-mail, age, gender, classification, ethnicity and major). Once the participant completed the demographic information he/she was given some basic instructions for the second section; the pre-experiment filter test. For the pre-experiment filter test the participant was asked to provide his/her e-mail, place a check mark next to the item that applies to his/her knowledge of meteorology (six-item checklist), and then
rate his/her knowledge of meteorology (five-item self-assessment). Once the online pre-
experiment filter test was completed; the six-item knowledge checklist and five-item self-
assessment scores were automatically calculated and compiled in a database along
with the demographic information. The third section, the scheduling page was designed
for the participant to schedule a time to physically come into the lab to partake in the
study. Once the participant’s submitted his/her schedule the registration process is
complete. The participant received an email confirmation that includes the date and time
that he/she had selected and further details regarding the study.

When each participant arrived to lab he/she was asked by the experimenter to sit
at one of the available computer workstations. Participants were tested individually in
groups of 1 to 6 per session. Once all of the participants arrived and were settled the
study began. First, the experimenter presented oral instructions regarding the
procedures for the study. The experimenter explained that the study will take
approximately 30 to 45 minutes to complete. After explaining the procedures the
participants were given ample time to ask questions.

Second, the participants were asked to login using the user information that
he/she used during the registration process. Once the participants have logged in
successfully, they were given on-screen instructions to wait for the experimenter before
proceeding. After the experimenter confirms that all participants have successfully
logged in the experimenter informed the participants that they can click the ‘next’ button
to begin the first part of the study.

Third, the participants were directed to the on-screen instructions for the unit on
“how lighting forms”. The first page of directions clearly outlined, in text format, the
series of events that began with an instructional unit followed by some questions. The
participants were prompted to click ‘next’ when they are ready to continue. The next set
of instructions prompted only those in the AN instructional treatment to put on
headphones. Participants in the AT and T instructional treatments were informed that
headphones were not needed. The participants clicked ‘continue’ when they were ready
to proceed. The 240 second instructional treatment was presented only once with no
opportunity to stop, pause, advance, or rewind. Upon completion of the instructional
treatment the participants were notified to “wait for instructions from the experimenter before clicking the ‘next’ button.

Once the experimenter acknowledges that all the participants have completed the instructional treatment the experimenter informed the participants to click the ‘next’ button to proceed. Participants in the AN assessment treatment only were prompted to put on headphones. Participants in the AT and T assessment treatments were told that headphones will not be needed. The relevance for these statements in both the instruction treatment and the assessment treatment is that some participants might be asked to wear headphones during the instructional treatment and not during the assessment treatment. Conversely, some participants who did not wear headphones during the instructional treatment may need to wear headphones for the assessment treatment. The participants clicked ‘continue’ when they were ready to proceed to the actual assessment starting with ten recall questions followed by four transfer questions.

Each recall question was presented one at a time, beginning with a short instructional segment from the instructional treatment followed by a question. The instructional segment always matched the modality of the assessment treatment. The AN recall questions were an animated-narrated segment, followed by a narrated question. The AT recall questions were an animated-text segment, followed by a text question. The T recall questions were a text only segment, followed by a text question. Each question regardless of format was exactly the same duration. Following the question, a text box appeared and the participant was asked to “type in the appropriate response and click ‘next’ to continue to the next question”. The participant was asked to click to the next question until he/she completes the tenth and final recall question and then he/she was asked to “wait for instructions from the experimenter before clicking the ‘next’ button.

Once the experimenter acknowledged that all the participants have completed the recall questions he/she informed the participants to click the ‘next’ button to proceed to the next part. The next part was the transfer questions. The modality (AN, AT, T) for the transfer questions and the recall questions was exactly the same for each participant. Moreover, the format for the transfer questions was similar. The AN transfer questions were an animated-narrated segment, followed by a narrated question. The AT
transfer questions were an animated-text segment, followed by a text question. The T
transfer questions were a text only segment, followed by a text question. Each question,
regardless of format, was exactly the same duration. Following the question a text box
appeared and the participant was asked to “type in the appropriate response and click
‘next’ to continue to the next question”. The participant was asked to click to the next
question until he/she completes the fourth and final transfer question and then he/she
was asked to “wait for instructions from the experimenter before clicking the ‘next’
button. The final screen thanked the participants for participating in the study. The
experimenter also thanked the participants for participating in the study and dismissed
the participants.

**Scoring.** The scoring for the recall and transfer test was done separately.
Scorers who were not aware of the individual treatment groups were given a rubric from
which to accurately score each test. Several formal training sessions were held to
discuss the recall and transfer rubrics. The training sessions covered specific examples
of acceptable and non-acceptable responses for recall/transfer and to practice scoring
responses according to the rubric. Only one scorer was used for the recall test since
there was only one possible correct response (see Appendix E). One point was given
for each correct response with a total of ten possible (see Appendix E). Since there was
more variability for responses to the four transfer questions two scorers were used. The
scorers were trained to increase the reliability of the transfer scores. The two scorers for
the transfer assessment determined whether the response to the questions were within
the acceptable answer range or unacceptable (see Appendix F). Comparisons between
the two scores were made to ensure agreement and any disagreements were
determined by consensus (Moreno and Mayer, 1999). Transfer scores were based upon
an acceptable response given with one point possible per correct acceptable response
and no points given for unacceptable responses. Since the transfer questions are open-
ended, the participants were given the opportunity to receive as many points per
problem as acceptable answers they provided (see Appendix F).
**Analysis of Data**

Data collected from the recall and transfer scores were quantitative. The first analysis was a between-groups analysis of variance (ANOVA) using the scores from the pre-experiment filter test. The analysis was done to determine if there are any differences in group means based upon the nine different treatment groups (AN-AN, AN-AT, AN-T, AT-AN, AT-AT, AT-T, T-AN, T-AT, T-T). This analysis was conducted to determine group equality, relative to meteorological knowledge, prior to experiencing the treatments.

The next set of analyses were two 3 x 3 between groups analyses of variance (ANOVA) based on recall and transfer scores. The procedure was used to determine if the factorial levels of the independent variable and the interaction between the factorial levels have an effect on the dependent variables (recall and transfer) that is statistically significant (Gall, Borg, & Gall, 1996). All analysis was conducted at an alpha level of .05.
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RESULTS

Introduction

The purpose of this study was to examine the effects of encoding specificity on learning in a multimedia environment. Based upon the theory of encoding specificity there should be a relationship between the modality for which a learner encodes information into memory and the modality used to assess the learner’s knowledge. Participants were randomly assigned to one of nine treatment groups. The groups were based upon a matched or mismatched modality at study and test. The content for each group at study and test was exactly the same, the process of how lightning is formed; but the modality that the content was delivered at study and test could vary. The nine groups, based on study modality/test modality were: animation-narration/animation-narration (AN-AN), animation-narration/animation-text (AN-AT), animation-narration/text-only (AN-T), animation-text/ animation-narration (AT-AN), animation-text/animation-text (AT-AT), animation-text/ text-only (AT-T), text-only/animation-narration (T-AN), text-only/animation-text (T-AT), and text-only/text-only (T-T), (see Table 2).

First, the study employed a between-groups analysis of variance on the scores from the pre-experiment filter test for each group. This design assessed if the participants in each group had relatively the same amount of meteorological knowledge prior to experiencing the treatments. Next, the study employed a 3 encoding (AN, AT, T) x 3 retrieval (AN, AT, T) full-factorial post-test only design for recall scores and then transfer scores (Wallen & Fraenkel, 2001). This design assessed the effect of matched encoding modality and retrieval modality to mismatched encoding modality and retrieval modality on participants’ recall and transfer scores.

Hypotheses

The research questions presented were investigated through an experimental design. The study was designed to collect data and conduct analyses to test the following hypotheses:
H₁: There will be no mean difference in recall scores for participants that experience match or mismatch during study and test conditions based upon modality (i.e., AN, AT, T).

Hₐ₁: There will be a mean difference in recall scores for participants that experience match or mismatch during study and test conditions based upon modality (i.e., AN, AT, T). Specifically, based upon the modality principle (participants learn better when words are spoken rather than on-screen in a multimedia presentation) there is an expectation that participants in the AN-AN group will demonstrate significantly higher recall scores (Mayer, 2001, p. 134).

H₂: There will be no mean difference in transfer scores for participants that experience match or mismatch during study and test conditions based upon modality (i.e., AN, AT, T).

Hₐ₂: There will be a mean difference in transfer scores for participants that experience match or mismatch during study and test conditions based upon modality (i.e., AN, AT, T). Specifically, based upon the modality principle there is an expectation that participants in the AN-AN group will demonstrate significantly higher recall scores.

Data Analysis

The data collected included a pre-experiment filter test, a post-test only score for recall and a post-test only score for transfer. The pre-experiment filter test consisted of a meteorological knowledge checklist and self-assessment worth 11 points (see Appendix D). The recall assessment consisted of ten short-answer questions designed for the participant to be able to reproduce information that was previously presented on lightning formation worth a maximum of 10 points (see Appendix E). A single independent rater scored the recall assessment (see Appendix E). The transfer assessment consisted of four short answer questions designed for the participant to be able to apply what was learned in a new situation within the subject of lightning formation worth a maximum of 8 points (see Appendix F). Two independent raters were trained to score the transfer assessment using a rubric (see Appendix F). The transfer
scores between the two scorers were compared to ensure that agreement and disagreements were determined by consensus. All data from the pre-experiment test, recall assessment, transfer assessment and demographic information were stored in a central database until the end of the study at which time the data were extracted, downloaded, and imported into SPSS for analysis.

**Pre-Experiment Filter Test**

The data collected for the pre-experiment filter test included a six-item knowledge checklist and a five-option self-assessment on meteorology (Moreno & Mayer, 2000 p. 119). Each item on the checklist was worth one point if checked for a possible of 6 points. The five-option, Likert-type scale, self assessment, (Please put a check mark indicating your knowledge of meteorology/weather), was scored from 1 (very little) to 5 (very much) points. The total potential score for the pre-experiment assessment ranged from 1 to 11 (see Appendix D). A one-way analysis of variance was conducted to determine pre-experimental group equality, relative to meteorological knowledge. The independent variable encoding/retrieval modality conditions included nine different groups (AN-AN, AN-AT, AN-T, AT-AN, AT-AT, AT-T, T-AN, T-AT, T-T). The dependent variable was the pre-experiment assessment score. In addition, a general descriptive analysis was performed that reported the means and standard deviations for each of the nine encoding-retrieval modality group conditions (see Table 3). The ANOVA was not significant, $F(8, 206) = 1.36, p = .21$, partial $\eta^2 = .05$ indicating no significant difference in pre-existing meteorological knowledge.
Table 3

*Descriptive statistics for pre-assessment data based upon the nine treatment groups*

<table>
<thead>
<tr>
<th>Retrieval Modality</th>
<th>Animation Narration</th>
<th>Animation Text</th>
<th>Text Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>M</td>
<td>SD</td>
<td>n</td>
</tr>
<tr>
<td>Animation Narration</td>
<td>24</td>
<td>3.79</td>
<td>1.93</td>
</tr>
<tr>
<td>Animation Text</td>
<td>21</td>
<td>3.57</td>
<td>1.40</td>
</tr>
<tr>
<td>Text Only</td>
<td>23</td>
<td>4.26</td>
<td>1.74</td>
</tr>
</tbody>
</table>

Max Score = 11, Low-Learner = 0 -7, High Learner = 8-11

**Hypothesis 1**

The data collected for the post-test only score for recall was based upon ten recall questions presented in either animation-narration, animation-text, or text-only with only one possible correct response. The total possible points for the recall score was 10. Since responses were based upon an objective test a single independent rater was trained to score the recall test questions using an assessment rubric (see Appendix E).

The first hypothesis measured the mean difference in **recall scores** for participants that experienced modality match (AN-AN, AT-AT, T-T) or mismatch (AN-AT, AN-T, AT-AN, AT-T, T-AN, T-AT) at study and test. The hypothesis was initially analyzed using a 3 x 3 between groups ANOVA. In addition, general descriptive analysis was performed that reported the means and standard deviations for each group condition for recall (see Table 4).
Table 4

**General Descriptive statistics for AN, AN, and T Encoding/Retrieval Groups Based on Recall Scores**

<table>
<thead>
<tr>
<th>Retrieval Modality</th>
<th>Animation Narration</th>
<th>Animation Text</th>
<th>Text Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>M</td>
<td>SD</td>
<td>n</td>
</tr>
<tr>
<td>Animation Narration</td>
<td>24</td>
<td>6.08</td>
<td>21</td>
</tr>
<tr>
<td>Animation Text</td>
<td>21</td>
<td>7.33</td>
<td>23</td>
</tr>
<tr>
<td>Text Only</td>
<td>20</td>
<td>5.57</td>
<td>34</td>
</tr>
<tr>
<td>Max Score = 10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The ANOVA revealed a significant difference in recall, $F(8, 206) = 6.88$, $p = .00$ partial $\eta^2 = .21$. Using the partial $\eta^2$ as the measure of association for the interaction between encoding modality and retrieval modality accounted for 21% of the total variability in the recall score. Given that significances were found in recall scores a series of single degree of freedom contrasts were used to determine specifically if matched versus mismatched groups were significantly different.

Follow-up test were conducted to evaluate pairwise differences among the means. Because the variances among the nine groups ranged from 2.03 to 10.23, this indicated that the variances might be different from each other and not homogeneous. Accordingly a Levene’s test was used to test if nine samples have equal variances. Based upon the finding of significance on the Levene’s test $F(8, 206) = 2.69$, $p = .008$ equal variances are not assumed therefore a post hoc procedure that does not require the population variances to be equal was confirmed (Green & Salkind, 2003). The Dunnett’s C post hoc procedure was used since this procedure does not assume equal variances across the multiple pairwise comparisons and controls for Type I error.
Since hypothesis 1 was concerned with the mean differences between matched and mismatched scores, not the overall mean levels of encoding modality with the mean levels of retrieval modality, a test of the main effects was not conducted. Instead, simple effect analysis were conducted to examine the effect of a specific level (matched encoding/retrieval modality) on another variable (mismatched encoding/retrieval modality).

The purpose of the single degree of freedom contrasts was to determine where the significant differences were among the matched and mismatched recall groups. The contrasts assessed the means of the three matched modality encoding and retrieval groups with the mean of the four associated mismatched groups (see Table 7). The mismatched groups were associated with the matched group if they shared a common modality in either encoding or retrieval (e.g. the matched AN-AN group would have the following mismatched groups AN-AT, AN-T, AT-AN, and T-AN). There was no significant difference in mean recall scores between the matched AN-AN group (M = 6.08, SD = 2.59) and the combined mean mismatched group (M = 6.00, SD = 2.47), see Table 7. However, there was a significant difference in recall scores found between the matched AT-AT group (M = 8.13, SD = 1.42) and the combined mean mismatched group, (M = 5.70, SD = 2.57), and between the T-T group (M = 3.90, SD = 2.94) and the combined mean mismatched group, (M = 5.19, SD = 2.18), for recall scores (see Table 5).

Table 5

Single Degree of Freedom Contrasts of Matched versus Mismatched Recall Groups

<table>
<thead>
<tr>
<th>Matched Modality</th>
<th>Mismatched Modality</th>
<th>t</th>
<th>df</th>
<th>p-value (2-tail)</th>
<th>Mean Difference</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>AN-AN</td>
<td>AN-AT, AN-T, AT-AN, T-AN</td>
<td>0.14</td>
<td>206</td>
<td>.88</td>
<td>.08</td>
<td>.54</td>
</tr>
<tr>
<td>AT-AT</td>
<td>AT-AN, AT-T, AN-AT, T-AT</td>
<td>4.49</td>
<td>206</td>
<td>.00*</td>
<td>2.43</td>
<td>.54</td>
</tr>
<tr>
<td>T-T</td>
<td>T-AN, T-AT, AN-T, AT-AT</td>
<td>-2.27</td>
<td>206</td>
<td>.02*</td>
<td>-1.29</td>
<td>.57</td>
</tr>
</tbody>
</table>

*α at p < .05
Hypothesis 2

The data collected for the post-test only score for transfer was based upon four transfer questions presented as either animation-narration, animation-text, or text-only with several possible correct responses. Transfer scores were based upon an acceptable response(s) given with one point possible per correct acceptable response and no points given for unacceptable responses, with a maximum of 2 points per question. Thus, the total possible points for the transfer score was 8. Since the responses of the transfer test were open-ended two independent raters were trained to score the transfer questions using an assessment rubric (see Appendix F). Inter-rater reliability (r) for the transfer data was .81.

The second hypothesis measured the mean difference in transfer scores for participants that experienced modality match (AN-AN, AT-AT, T-T) or mismatch (AN-AT, AN-T, AT-AN, AT-T, T-AN, T-AT) at study and test. The hypothesis was initially analyzed using a 3 x 3 between groups ANOVA. In addition, a general descriptive analysis was performed that reported the means and standard deviations for each group condition for recall (see Table 6).

Table 6
General Descriptive statistics for AN, AN, and T Encoding/Retrieval Groups Based on Transfer Scores.

<table>
<thead>
<tr>
<th>Retrieval Modality</th>
<th>Animation Narration</th>
<th>Animation Text</th>
<th>Text Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>M</td>
<td>SD</td>
<td>n</td>
</tr>
<tr>
<td>Animation Narration</td>
<td>24</td>
<td>2.42</td>
<td>.97</td>
</tr>
<tr>
<td>Animation Text</td>
<td>21</td>
<td>3.14</td>
<td>1.20</td>
</tr>
<tr>
<td>Text Only</td>
<td>23</td>
<td>2.65</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Max Score = 8

The ANOVA revealed a significant difference for main effects in transfer, $F(8, 206) = 3.58, p = .00$ partial $\eta^2 = .12$. Using the partial $\eta^2$ as the measure of association...
for the interaction between encoding modality and retrieval modality accounted for 12% of the total variability in the transfer score. Given that significance was found in transfer scores a series of single degree of freedom contrasts were conducted.

Since hypothesis 2 was concerned with the mean difference between matched and mismatched scores, not the overall mean levels of encoding modality with the mean levels of retrieval modality, a test of the main effect was not conducted. Instead, simple effects were conducted to examine the effect of a specific level (matched encoding/retrieval modality) on another variable (mismatched encoding/retrieval modality).

The purpose of the single degree of freedom contrasts was to determine where the significant differences were among the matched and mismatched transfer groups. The contrasts assessed the means of the three matched modality encoding and retrieval groups with the mean of the four associated mismatched groups (see Table 7). The mismatched groups were associated with the matched group if they shared a common modality in either encoding or retrieval (e.g. the matched AN-AN group would have the following mismatched groups AN-AT, AN-T, AT-AN, and T-AN). There was no significant difference in mean recall scores between the matched AN-AN group \( (M = 2.42, \ SD = .97) \) and the combined mean mismatched group \( (M = 2.46, \ SD = 1.36) \); matched AT-AT group \( (M = 2.70, \ SD = .97) \), and the combined mean mismatched group, \( (M = 2.30, \ SD = 1.22) \); and between the T-T group \( (M = 1.65, \ SD = 1.23) \) and the combined mean mismatched group, \( (M = 2.16, \ SD = 1.21) \), for recall scores (see Table 7).

Table 7

<table>
<thead>
<tr>
<th>Matched Modality</th>
<th>Mismatched Modality</th>
<th>t</th>
<th>df</th>
<th>p-value (2-tail)</th>
<th>Mean Difference</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>AN-AN</td>
<td>AN-AT, AN-T, AT-AN, T-AN</td>
<td>-.16</td>
<td>206</td>
<td>.87</td>
<td>-.04</td>
<td>.27</td>
</tr>
<tr>
<td>AT-AT</td>
<td>AT-AN, AT-T, AN-AT, T-AT</td>
<td>1.47</td>
<td>206</td>
<td>.14</td>
<td>.40</td>
<td>.27</td>
</tr>
<tr>
<td>T-T</td>
<td>T-AN, T-AT, AN-T, AT-T</td>
<td>-1.81</td>
<td>206</td>
<td>.07</td>
<td>.51</td>
<td>.28</td>
</tr>
</tbody>
</table>

* \( \alpha \) at \( p < .05 \)
CHAPTER V

DISCUSSION

The goal of this study was to explore the effect of encoding specificity on recall and transfer in a multimedia environment. The study utilized multimedia methods to present materials in same or different modalities at study and test. The design for the multimedia presentations were based upon cognitive multimedia lessons in meteorology (Mayer, 2001) and encoding specificity of matched groups performing differently then mismatched groups.

The overall effect of encoding specificity on multimedia learning was assessed through two tests. Specifically, the participants were tested on their ability to recall information on lightning formation that was previously presented and to apply what was learned to problem solve (transfer). The independent variables encoding/study modality (animation-narration [AN], animation-text [AT], and text-only [T]) and retrieval/test modality (animation-narration [AN], animation-text [AT], and text-only [T]) were manipulated in order to assess the recall or transfer of knowledge measures in the participants. The discussion of the findings are based on results from statistical analyses, while the discussion on extending the findings is based on several questions posed within the literature as the study pertains to encoding specificity (Tulving, 1983) and cognitive multimedia learning (Mayer, 2001).

Overview of Findings

The two hypotheses posed by this research were analyzed statistically to attempt to isolate the possible significance of the matched and mismatched modality conditions on participants’ multimedia learning.

The first hypothesis attempted to determine the effects of encoding specificity on participants’ recall of a short multimedia tutorial on lightning formation. The analysis found that there was a significant difference in recall scores and subsequent single degree of freedom contrasts revealed that there was significant difference between the matched AT-AT group and the AT mismatched group (AT-AN, AT-T, AN-AT, T-AT). This finding indicates that participants in the matched AT-AT group performed better (+2.43) on average then participants in the AT mismatched group. Specifically,
participants were able to score the highest on recall test when animation-text encoding matched with animation-text retrieval. The finding of this individual analysis would lean to support encoding specificity.

There was also a significant difference between the matched T-T group and the mismatched AT group (T-AN, T-AT, AN-T, AT-T). However, even though significance was found in the T-T match group, the mean difference was less than that for the mean of the mismatched groups. The findings indicate that participants in the matched T-T group performed worse (-1.29) on average then participants in the T-T mismatched group. Specifically, participants scored lower on recall test when text-only encoding matched with text-only retrieval. The lower mean scores for the matched group versus the higher scores for the mismatched group dampen the effect of support for encoding specificity.

The second hypothesis attempted to determine the effects of encoding specificity on participants’ performance on transfer. The analysis found that there was a significant difference in transfer between the nine groups (AN-AN, AN-AT, AN-T, AT-AN, AT-AT, AT-T, T-AN, T-AT, T-T). However the contrast analysis revealed that there were no significant differences between the matched and mismatched groups. The findings indicate that none of the matched treatment groups versus mismatched treatment groups had an effect on transfer scores. Participants scores did not appear to be affected either higher or lower by the fluctuation between similar or different encoding and retrieval conditions. Therefore, it can be concluded that encoding specificity based upon modality was not supported.

Subsequently, many of the mean scores tended to pile up toward the low end (floor effect) where there is not much variation based upon the lowest possible score. The assumption of a possible floor effect is based upon the measurement device actually measuring transfer effectively. According to the definition of transfer participants should not only remember new material but, are expected to apply what they learned to a new situation (Mayer, 2001, p. 29). The four transfer questions required participants to infer from what they learned to display a higher level of comprehension. The possible outcome was that the transfer questions were too challenging based upon what participants encoded. The low performance on the transfer test could have possibly
been reflective of a flaw in the test design. The use of different types of transfer assessments or the possibility of different levels of depth of knowledge to assess transfer merits revisiting.

Overall, there was little support for an encoding specificity multimedia principle. The use of modality to support encoding specificity was only found in 1 out of the 6 contrast analysis. The findings suggest that modality did not have an effect on participants’ recall or transfer scores. The overall findings of lack of support for encoding specificity might not contribute drastically to the literature on encoding specificity; however, the findings do appear to have implications that can be inferred on the topic of cognitive multimedia learning.

Relationship of the Findings to Prior Research

The present study extended research in encoding specificity and multimedia learning by examining a blend of verbal/visual information in both the learning and testing environments; however, the study did not find much to support the claim of encoding specificity based upon modality. The use of modality in both encoding and retrieval condition to support encoding specificity was found only in the AT-AT matched recall group versus the mismatched groups. Although significance was found in the T-T matched group versus the mismatched groups the mismatched groups did significantly better than matched group and thus does not support the encoding specificity claim. Furthermore, significance was not found in any of the matched/mismatched transfer conditions.

Encoding Specificity

According to the theory of encoding specificity, what is encoded is a necessary condition of learning (Tulving, 1983). Subsequently, the “retrieval environment is just as paramount to learning as the encoding environment” (Whitt, 2000, p. 69). Encoding specificity suggests that there is an interaction between the conditions at encoding and retrieval thus, the to-be-remembered item will not be as effectively remembered during retrieval unless the cue was specifically encoded at time of storage (Thomson & Tulving, 1970; Tulving & Thomson, 1973). A number of studies have corroborated encoding specificity by demonstrating through word-event, context-dependent, state-
dependent and mood-dependent studies (Canelos, Taylor, & Dwyer, 1984; Godden & Baddeley, 1975; Thompson, Williams, L'Esperance, & Corenelius, 2001; Tulving & Thomson, 1973;). Moreover, the support of encoding specificity has also been found when using olfactory stimuli as a context cue in both encoding and retrieval conditions (Schab, 1990).

On the other hand, a number of studies did not find encoding specificity. Similar to Whitt (2000) the current study found no difference between recall and transfer scores when either aural or text cues were used following animated-narrated instruction. When a contrast analysis was done comparing matched AN-AN retrieval versus AN-AT, AN-T, AT-AN, T-AN there was only .07 mean difference in recall scores and .04 mean difference in transfer scores which was not significant. This implies that for recall the type of retrieval method (AN, AT, T) for animation-narration instruction does not make a difference and that encoding specificity was not supported.

The results of the current study are similar to other encoding specificity studies that found conflicting results between matched/mismatched modalities at study and test (Canelos, Taylor, & Dwyer, 1984; Whitt, 2000). Overall, the finding of no difference between modality encoding and retrieval conditions was evident and will not greatly impact research on encoding specificity. The results did provide however, some interesting revelations concerning cognitive multimedia learning.

**Cognitive Multimedia Learning**

The current study utilized the research on cognitive multimedia to attempt to manipulate the types of encoding and retrieval conditions that were designed. Although not much was found to suggest encoding specificity the findings have implications for research on cognitive multimedia learning.

The theory of cognitive multimedia learning is based upon the assumptions of dual-coding, limited capacity, and active processing and provides a framework for the principles of multimedia learning (Mayer, 2001). Numerous studies have been conducted in support of the principles of cognitive multimedia learning. The design of the current study used the exact same lesson on lightning formation used in previous studies (Mayer & Moreno, 1998; Moreno & Mayer, 1999). Specifically, the lesson was
based upon the use of principles such as the multimedia principle, modality principle, and coherence principle. The multimedia principle considers the use of printed words and pictures presented together during instruction. The modality principle factors the use of animation and narration over animation and text during instruction. Finally, the coherence principle creates a more precise learning experience by excluding irrelevant printed/spoken words, sounds, and pictures during instruction.

The finding of significance for matched AT-AT recall group versus mismatched AT recall group contradicted the modality principle of cognitive multimedia learning. Moreover, the overall mean score for AT was higher (8.13, See table 4) then all eight of the other groups. The modality principle clearly suggests that replacing text with narration eliminates competing verbal and nonverbal visual inputs and increases recall and transfer performance (Moreno & Mayer, 1999). Off-loading words as narration reduces the processing demands of the visual channel from an animated and on-screen text presentation (Mayer & Moreno, 2003). Moreover, an extensive review of research on auditory and visual modalities used for instruction concluded that working memory can be increased by using both the auditory and visual channels which supports the dual-coding theory (Penny, 1989). The current findings do not support the modality principle when using the same modality at both study and test.

One indication from the literature to support the counterintuitive findings in favor of animation-text is based upon the information delivery theory (Mayer, & Moreno, 2002: Mayer, 2001). According to this view, the computer is a method for delivering information. The information can be distributed from the computer to learner’s as on-screen text, spoken words, pictures, or animation. One component of the theory defines a single mode of presentation just as effective in learning as a multimedia presentation. However, the theory also considers individual differences of the learner. Thus, another component of the theory considers multimedia presentations effective since the learner can choose the processing channel (visual/verbal) they prefer (Mayer & Moreno, 2002).

An observation that appears to support cognitive multimedia learning is the low scores for the T-T matched group in both recall and transfer. The use of text-only as a method of delivery at both encoding and testing yielded the lowest scores overall in both recall and transfer tests (see Table 8). The multimedia principle considers performance
to be greater when words and pictures are presented together rather than just text (Mayer, 1999, 2001). The use of a visual image (animation/illustration) helps the learner to focus attention, build internal connections, and reinforce/compliment text that is often difficult to understand by making the material more meaningful (Mayer, 1989).

Table 8

*Rank Mean Scores for Recall and Transfer Groups*

<table>
<thead>
<tr>
<th>#</th>
<th>Encoding/Retrieval Group</th>
<th>Recall Scores mean</th>
<th>Encoding/Retrieval Group</th>
<th>Transfer Scores mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AT-AT</td>
<td>8.13</td>
<td>AT-AN</td>
<td>3.14</td>
</tr>
<tr>
<td>2</td>
<td>AT-AN</td>
<td>7.33</td>
<td>AT-AT</td>
<td>2.70</td>
</tr>
<tr>
<td>3</td>
<td>AN-AN</td>
<td>6.08</td>
<td>T-AN</td>
<td>2.65</td>
</tr>
<tr>
<td>4</td>
<td>AN-AT</td>
<td>5.67</td>
<td>AN-AN</td>
<td>2.42</td>
</tr>
<tr>
<td>5</td>
<td>T-AN</td>
<td>5.57</td>
<td>AN-AT</td>
<td>2.05</td>
</tr>
<tr>
<td>6</td>
<td>AN-T</td>
<td>5.46</td>
<td>AT-T</td>
<td>2.04</td>
</tr>
<tr>
<td>7</td>
<td>AT-T</td>
<td>4.93</td>
<td>AN-T</td>
<td>2.00</td>
</tr>
<tr>
<td>8</td>
<td>T-AT</td>
<td>4.85</td>
<td>T-AT</td>
<td>1.97</td>
</tr>
<tr>
<td>9</td>
<td>T-T</td>
<td>3.90</td>
<td>T-T</td>
<td>1.65</td>
</tr>
</tbody>
</table>

Recall scores based upon a maximum of 10 and transfer scores based upon a maximum of 8. T-T matched group represented by shaded area, T mismatched group represented by dotted line.

The results of previous studies on the multimedia principle (Mayer & Gillini, 1990; Mayer & Simms, 1992) coupled with the mean descriptive results from this study casually provide an indication that the addition of animation/picture at either study or test could improve recall and transfer scores (see Table 8). The importance of this observation is based upon the common practice of text-only instruction and assessment in traditional and online environments. The implications of simply adding some type of animation/picture to either the instruction or assessment to improve learning deserves further investigation.

The current research was able to use the results to explore in more detail encoding specificity and cognitive multimedia. The lack of no real significant difference
based upon modality provides pause for further investigation into encoding specificity on this topic. However, the counterintuitive superior recall score for the animation-text matched group appears to be open for additional inquiry into research on cognitive multimedia learning.

Implications for Future Theory or Practice

Based upon the findings of this study and the already existing body of research on cognitive multimedia learning, there exists potential to examine individual differences to explain the phenomenon between how individual encode information and how they retrieve information in a multimedia environment.

A variation to the current study is to do a within-subjects design where each participant will view one of the three levels for the factor of encoding (e.g. – animation-narration), and then assessed on all levels of the factor retrieval (e.g. – animation-narration, animation-text, text-only). The purpose would be to examine if there are any individual differences in a particular type of assessment modality based upon recall/transfer scores. Subsequently, a twist to this variation is to have each participant view all levels of encoding while only being tested on one of the three levels of retrieval. The application of this type of experiment would require that each participant be exposed to three different multimedia presentations to drown out several threats to internal validity.

The current research was based upon a 240 second multimedia cause-and-effect presentation conducted in a lab. Future research can be conducted in an actual multimedia classroom that has numerous opportunities for presenting materials and testing in different modalities over the course of a semester. The study could allow students to choose or be randomly assigned to various modality groups for study and test with the opportunity to drop several of the lowest test scores. This type of study would provide ecological validity as the results are more generalizable. Results could also have immediate implications for best practices in designing multimedia instruction.

The current research only examined the effect of encoding specificity and multimedia learning and did not find much in the way of significant differences. However, it is possible that there are individual differences that attribute to a difference
in encoding and retrieval conditions. Other variations of a similar study could examine individual differences on factors such as gender, age, reading ability, knowledge, type of instructional content, and field dependence. This would encourage the design and development of learning that is more meaningful to the learner through customization.

Summary

The dominant technology employed in instruction today is still the traditional lecture method (oratory instruction from teacher to student in a single classroom setting), but, that to is changing. The growing rate of technologies to supplement face-to-face instruction as well as instruction at a distance demands a paradigm shift in teaching and learning methodologies. Proper instructional design is essential to blend the theory of teaching and learning with practice.

The present study examined the relationship between the modality for which a learner encodes information into memory with the modality used to assess the learner's knowledge in a multimedia environment. Although the findings do not provide conclusions towards one modality that is best suited for instruction and assessment it does suggest that a multiple approach could accommodate different learner preferences. Typically, society has always fallen into the trap of a one-size fits all no-child left behind. We all learn differently and we should examine different methods of instruction and assessment that best meet the needs of the learner.
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APPENDIX A: LIGHTNING FORMATION, ANIMATION + NARRATION

Duration: 240 seconds

**Scene 1**: Cool moist air moves over a warmer surface and become heated.

**Scene 2**: Warmed moist air near the earth's surface then rises rapidly.

**Scene 3**: As the air in this updraft cools, water vapor condenses into water droplets and forms a cloud.

**Scene 4**: The cloud's top extends above the freezing level, so the upper portion of the cloud is composed of tiny crystals.

**Scene 5**: Eventually, the water droplets and ice crystals become too large to be suspended by the updrafts.

**Scene 6**: As raindrops and ice crystals fall through the cloud, they drag some of the air in the cloud downward, producing downdrafts.

URL: http://edpsych.clahs.vt.edu/mayer/treatments/G2.html
Scene 7: When downdrafts strike the ground, they spread out in all directions, producing the gusts of cool wind people feel just before the start of rain.

Scene 8: Within the cloud, the rising and falling air currents cause electrical charges to build.

Scene 9: The charge results from the collision of the cloud's rising water droplets against heavier, falling pieces of ice.

Scene 10: The negatively charged particles fall to the bottom of the cloud, and most of the positively charged particles rise to the top.

Scene 11: A stepped leader of negative charges moves downward in a series of steps. It nears the ground.

Scene 12: A positively charged leader travels up from such objects as trees and buildings.

URL: http://edpsych.clahs.vt.edu/mayer/treatments/G2.html
Scene 13: The two leaders generally meet about 165-feet above the ground.

Scene 14: Negatively charged particles then rush from the cloud to the ground along the path created by the leaders. It is not very bright.

Scene 15: As the leader stroke nears the ground, it induces an opposite charge, so positively charged particles from the ground rush upward along the same path.

Scene 16: This upward motion of the current is the return stroke. It produces the bright light that people notice as a flash of lightning.

URL: http://edpsych.clahs.vt.edu/mayer/treatments/G2.html
APPENDIX B: LIGHTNING FORMATION, ANIMATION + TEXT

Duration: 240 seconds

Scene 1

Scene 2

Scene 3

Scene 4

Scene 5

Scene 6

URL: http://edpsych.clahs.vt.edu/mayer/treatments/G2.html
APPENDIX B: LIGHTNING FORMATION, ANIMATION + TEXT (continued)

Scene 7

Scene 8

Scene 9

Scene 10

Scene 11

Scene 12

URL: http://edpsych.clahs.vt.edu/mayer/treatments/G2.html
APPENDIX B: LIGHTNING FORMATION, ANIMATION + TEXT (continued)

Scene 13

The two leaders generally meet about 165 feet above the ground.

Scene 14

Negatively charged particles then rush from the cloud to the ground along the path created by the leaders. It is not very bright.

Scene 15

As the leader strikes near the ground, it induce an opposite charge, so positively charged particles from the ground rush upward along the same path.

Scene 16

As the leader strikes near the ground, it induce an opposite charge, so positively charged particles from the ground rush upward along the same path.

URL: http://edpsych clahs.vt.edu/mayer/treatments/G2.html
Duration: 240 seconds

<table>
<thead>
<tr>
<th>Scene</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cool moist air moves over a warmer surface and become heated.</td>
</tr>
<tr>
<td>2</td>
<td>Warmed moist air near the earth’s surface then rises rapidly.</td>
</tr>
<tr>
<td>3</td>
<td>As the air in this updraft cools, water vapor condenses into water droplets and forms a cloud.</td>
</tr>
<tr>
<td>4</td>
<td>The cloud’s top extends above the freezing level, so the upper portion of the cloud is composed of tiny crystals.</td>
</tr>
<tr>
<td>5</td>
<td>Eventually, the water droplets and ice crystals become too large to be suspended by the updrafts.</td>
</tr>
<tr>
<td>6</td>
<td>As raindroplets and ice crystals fall through the cloud, they drag some of the air in the cloud downward, producing downdrafts.</td>
</tr>
<tr>
<td>7</td>
<td>When downdrafts strike the ground, they spread out in all directions, producing the gusts of cool wind people feel just before the start of rain.</td>
</tr>
<tr>
<td>8</td>
<td>Within the cloud, the rising and falling air currents cause electrical charges to build.</td>
</tr>
<tr>
<td>9</td>
<td>The charge results from the collision of the cloud’s rising water droplets against heavier, falling pieces of ice.</td>
</tr>
<tr>
<td>10</td>
<td>The negatively charged particles fall to the bottom of the cloud, and most of the positively charged particles rise to the top.</td>
</tr>
<tr>
<td>11</td>
<td>A stepped leader of negative charges moves downward in a series of steps. It nears the ground.</td>
</tr>
<tr>
<td>12</td>
<td>A positively charged leader travels up from such objects as trees and buildings.</td>
</tr>
<tr>
<td>13</td>
<td>The two leaders generally meet about 165-feet above the ground.</td>
</tr>
<tr>
<td>14</td>
<td>Negatively charged particles then rush from the cloud to the ground along the path created by the leaders. It is not very bright.</td>
</tr>
<tr>
<td>15</td>
<td>As the leader stroke nears the ground, it induces an opposite charge, so positively charged particles from the ground rush upward along the same path.</td>
</tr>
<tr>
<td>16</td>
<td>This upward motion of the current is the return stroke. It produces the bright light that people notice as a flash of lightning.</td>
</tr>
</tbody>
</table>
APPENDIX D: PRE-EXPERIMENT FILTER TEST

Place a check mark next to the item that applies to you

- [ ] I regularly read the weather maps in the newspaper
- [ ] I know what a cold front is
- [ ] I can distinguish between cumulus and nimbus clouds
- [ ] I know what a low pressure system is
- [ ] I can explain what makes the wind blow
- [ ] I know what this symbol means

Please put a check mark indicating your knowledge of meteorology (weather)

very little    less than average    average    more than average    very much

1 2 3 4 5
Scene 1: Cool moist air moves over a warmer surface and become heated.

Question 1  When cool moist air moves over a warmer surface, what happens?
Answer  air becomes heated and *the air rises*

Scene 2: Warmed moist air near the earth's surface then rises rapidly.

Scene 3: As the air in this updraft cools.

Question 2  As the air in the updraft cools, what happens?
Answer  water vapor condenses and *a cloud forms*
Scene 3: As the air in this updraft cools, water vapor condenses into water droplets and forms a cloud.

Scene 4: The cloud’s top extends above the freezing level.

Question 3  As the cloud’s top extends above the freezing level, what happens?

Answer  ice crystals form
APPENDIX E: RECALL QUESTIONS (continued)

**Scene 4**: The cloud’s top extends above the freezing level, so the upper portion of the cloud is composed of tiny crystals.

**Scene 5**: Eventually, the water droplets and ice crystals become too large to be suspended by the updrafts.

**Scene 6**: The raindrops and ice crystals fall through the cloud,

**Question 4**  As raindrops and ice crystals fall through the cloud, what happens?

**Answer**  air is dragged down producing a *downdraft*
APPENDIX E: RECALL QUESTIONS (continued)

Scene 6: As raindrops and ice crystals fall through the cloud, they drag some of the air in the cloud downward, producing downdrafts.

Question 5  When downdrafts strike the ground, what happens?
Answer  the air spreads out in all directions producing a cool wind

Scene 7: When downdrafts strike the ground, they spread out in all directions, producing the gusts of cool wind people feel just before the start of rain.

Question 6  When the air currents in the cloud begin to rise and fall, what happens?
Answer  electrical charges build

Scene 8: The air currents rise and fall within the cloud.
Scene 8: Within the cloud, the rising and falling air currents cause electrical charges to build.

Scene 9: The charge results from the collision of the cloud’s rising water droplets against heavier, falling pieces of ice.

Question 7  As charged particles in the cloud begin to form, what happens?
Answer  negative charges fall to the bottom, positive charges rise to the top

Scene 10: The negatively charged particles fall to the bottom of the cloud, and most of the positively charged particles rise to the top.

Scene 11: A stepped leader of negative charges moves downward in a series of steps. It nears the ground.

Question 8  As a stepped leader of negative charges move downward toward the ground, what happens?
Answer  a positively charged leader travels up from the ground
Scene 11: A stepped leader of negative charges moves downward in a series of steps. It nears the ground.

Scene 12: A positively charged leader travels up from such objects as trees and buildings.

Scene 13: The two leaders generally meet about 165-feet above the ground.

**Question 9**  When the negative and positive leaders meet, what happens?

**Answer**  negative charges rush from the cloud to the ground
Scene 14: Negatively charged particles then rush from the cloud to the ground along the path created by the leaders. It is not very bright.

Question 10  When negative charges rush from the cloud to the ground, what happens?

Answer  positive charges rush from the ground to the cloud, forming lightning
APPENDIX F: TRANSFER QUESTIONS

1. What could you do to decrease the intensity of lightning?
   
   **Acceptable Answers**: removing positive ions from the ground or reducing the temperature difference between the ocean and the earth
   **Unacceptable Answers**: removing trees and tall objects from the ground

   **Scene 15**: As the leader stroke nears the ground, it induces an opposite charge, so positively charged particles from the ground rush upward along the same path.

2. Suppose you see clouds in the sky, but no lightning. Why not?
   
   **Acceptable Answers**: tops of the clouds might not be high enough to freeze or that positive and negative charges might not have built up yet
   **Unacceptable Answers**: stating that the cloud was not a rain cloud

   **Scene 4**: The cloud’s top extends above the freezing level, so the upper portion of the cloud is composed of tiny crystals.
3. What does air temperature have to do with lightning?

**Acceptable Answers:** air must be cooler than the ground or that the temperature has to be low enough for the cloud’s top to freeze

**Unacceptable Answers:** stating that warm air rises

Scene 1: Cool moist air moves over a warmer surface and become heated.

Scene 2: Warmed moist air near the earth’s surface then rises rapidly.

Scene 3: As the air in this updraft cools, water vapor condenses into water droplets and forms a cloud.

Scene 4: The cloud’s top extends above the freezing level, so the upper portion of the cloud is composed of tiny crystals.
4. What causes lightning? or What do electrical charges have to do with lighting?  

Acceptable Answers: difference in electrical charges in the cloud or the difference in temperature between the top and the bottom of the cloud

Unacceptable Answers: describing the animation step by step without specifying that the difference in charges or temperature were the actual cause

Scene 2: Warmed moist air near the earth's surface then rises rapidly.

Scene 3: As the air in this updraft cools, water vapor condenses into water droplets and forms a cloud.

Scene 4: The cloud's top extends above the freezing level, so the upper portion of the cloud is composed of tiny crystals.
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