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Interference in ad hoc wireless networks causes the performance of traditional networking protocols to suffer. However, some user applications in ad hoc networks demand high throughput and low end-user delay. In the literature, the backpressure policy, i.e. queue backlog differential-based joint routing and scheduling, is known to be throughput-optimal with robust support for traffic load fluctuations [1]. Unfortunately, many backpressure-based algorithms cannot be implemented due to high end-user delay, inaccurate assumptions for interference, and high control overhead in distributed scenarios. We develop new backpressure based approaches to address these issues. We first propose a heuristic packet forwarding scheme that solves the issue of high end-user delay and still provides near-optimal throughput. Next we develop a novel interference model that provides simple yet accurate interference relationships among users. Such a model is helpful in designing a simple backpressure scheduling algorithm that does not violate realistic interference constraints. Finally we develop distributed backpressure algorithms based on our proposed ideas. Our distributed algorithms provide throughput performance close to the optimal and have low control overhead and simple implementation.
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Chapter 1

Introduction

1.1 Motivation

With the popularity of wireless networks and the introduction of faster processors, new user applications require higher data rate and low end-user delay. The next-generation wireless networks must support these requirements as multimedia applications become indispensable. Many existing wireless protocols are designed for infrastructure based networks, and their utility in ad hoc networks without infrastructure is questionable. Ad hoc wireless networks are the most common example of infrastructure-less networks. In ad hoc wireless networks, a source node relies on the help of intermediate nodes to forward its traffic to the destination. The nodes in a wireless ad hoc network share the same wireless medium. If two transmitting nodes are geographically close and on the same channel, the transmission from one node could interfere with the other node’s transmission. In this case, only one of them can transmit at a time. If every node makes its medium access decision independently, then interference will occur. If there are many collisions in the network, a packet may take a long time to be delivered to the destination, resulting in low throughput. Thus the protocols supporting high data rate applications in infrastructure-based networks may fail to support the same applications in ad hoc networks. However, ad hoc wireless networks are
needed in critical applications such as disasters where installing infrastructure is not feasible. These applications may require voice conversations, image sharing and real-time video. Such real-time applications require high data rate and low end-user delay. Thus we need better protocols for ad hoc wireless networks. These new network protocols should have the following basic features:

1. The network protocols should help users achieve maximum throughput.

2. The protocols should maintain end-to-end delay within tolerable limits. Note that maximizing throughput does not imply minimizing the end-to-end delay.

3. The protocols should make network decisions based on realistic interference conditions because interference is the main performance limiting factor in ad hoc networks.

4. The protocols should be distributed in order to be implemented in ad hoc networks.

5. The protocols should be “traffic aware” and robust to traffic fluctuations to accommodate the demands of every user.

6. The protocols should be simple to implement in real systems.

7. The protocols should be dynamic and scalable so that they can be implemented in mobile and large-sized networks.

Feature 2 suggests that such protocols must affect the network and transport layer design, while feature 3 requires the protocol to affect the link layer. Thus we require network routing and MAC protocols whose objective is to maximize the network throughput while minimizing delay. A class of network protocols, commonly known as backpressure-based protocols match with our basic criteria. The backpressure-based protocols are known to be throughput-optimal and do MAC-based scheduling and network routing jointly. Unfortunately, backpressure-based protocols do not satisfy all the criteria completely and have their own design challenges. Despite these shortcomings, backpressure-based protocols are
the best example of protocols that come close to meeting our objective. Our main goal is to get basic ideas from the backpressure protocols and develop a prototype algorithm that overcomes some of the shortcomings.

1.2 Background on Backpressure-based Protocols

A network policy determines medium access control and the traffic forwarding decisions in order to accomplish certain objectives. The capacity region of the network is defined as the set of all end-to-end traffic load matrices that can be stably supported under some network control policy. The stability means that all queues in the network have finite backlog. The capacity region of the network should be distinguished from the capacity region of a specific policy. The latter being the collection of all traffic load matrices that are sustainable by the specific policy. The larger the capacity region the better the performance will be, since the network will be stable for a wider range of traffic loads. The capacity region of the network is the union of the individual policy capacity regions over all possible control policies. A network policy is called *throughput-optimal* if its capacity region coincides with the network capacity region. In other words, a throughput-optimal policy can stably support every end-to-end traffic load matrix in the network capacity region. The throughput would never increase if a node injects traffic at a rate that is outside the capacity region. In that case, the queues at intermediate nodes will overflow and the packets will be dropped before they reach the destination. As we will see later in this section, implementing a throughput-optimal policy may not be feasible in real systems. Also, the end-to-end delay might become high when a throughput-optimal policy supports a traffic load matrix close to the boundary of capacity region [2]. That is known as throughput-delay trade-off in wireless networks. Due to these constraints, it might be advisable to settle on a sub-optimal policy with a throughput region smaller than the network capacity region but that has tolerable end-to-end delay. However, the selected sub-optimal policy may be implemented in practice and may have lower end-to-end delay.
Before we discuss the details of backpressure policy, i.e. a joint routing and scheduling, let us briefly describe scheduling and routing and how to make them traffic aware to achieve higher throughput. Generally, a wireless medium is shared by multiple users whose simultaneous transmissions may interfere with each other. High interference among users can severely affect the system throughput. Thus it is important to decide which users should be allowed to transmit simultaneously in the network. A scheduling policy takes this decision. Its design is critical in achieving higher network throughput. The users or nodes with higher traffic should be given more chances to transmit. If all users were given equal chance to transmit, a user with negligible load may interfere with a heavily loaded user, causing resources to be wasted the throughput to suffer. A scheduling policy must account for the traffic loads to achieve higher throughput.

Routing between two nodes that are not in the transmission range of each other brings another set of challenges. Classically, a single shortest route between two users is selected to deliver the traffic in minimum amount of time. This strategy works if the traffic load is low and only a few flows are present in the network. But if a large number of flows exist and the traffic load is high, the shortest paths might be over-utilized and congested. Then queues of the intermediate nodes on the shortest path may build up quickly and the queuing delay may become high, increasing end-to-end delay. In those scenarios, it might be a good idea to explore longer but less congested routes to speed up packet-delivery and increase throughput.

Next we introduce the backpressure policy as originally presented in [1,3]. These policies are later generalized for mobile ad hoc wireless networks [2,4–6]. A backpressure policy gives forwarding priority to the traffic with higher backlog differentials. It discourages transmitting to congested nodes. This effectively sends the congestion notification to intermediate nodes and ultimately to the source. In that manner the source and intermediate nodes can make better forwarding and scheduling decisions. The backpressure policy consists of the following components: Define $V$ as a set of nodes forming the network. Every node $a \in V$ has separate queue $Q_a^c$ for each destination $c \in V \setminus \{a\}$ that it is serving. The notation $Q_a^c(t)$
indicates the length of queue $Q_a^c$ at time $t$. A neighbor of node $a$ is another node that can be reached in a single hop.

1. **Destination Selection:** At time $t$, node $a$ first calculates the maximum difference of queue backlogs $Q_{ab}^*$ for each of its neighbors $b$ as follows

   $$c_{ab}^*(t) = \arg \max_{c \in V \setminus \{a\}} \{Q_a^c(t) - Q_b^c(t)\}$$

   $$Q_{ab}^*(t) = \max \{Q_{a}^{c_{ab}^*(t)}(t) - Q_{b}^{c_{ab}^*(t)}(t), 0\} \quad (1.1)$$

   Node $a$ selects the destination $c_{ab}^*(t)$ for forwarding on link $(a, b)$ if link $(a, b)$ is activated in step 2.

2. **Scheduling:** Define a binary activation variable $x_{ab}$ for link $(a, b)$ as follows

   $$x_{ab}(t) = \begin{cases} 1 & \text{if link } (a, b) \text{ is scheduled at time } t \\ 0 & \text{Otherwise} \end{cases}$$

   Let $X$ is a vector representing a combination of activation variables for all links and $\Pi$ be a set containing all possible links schedules. Let $r_{ab}(X, t)$ be the link rate. Choose an optimum schedule $X^*(t)$ such that

   $$X^*(t) = \arg \max_{X \in \Pi} \sum_{(a,b)} Q_{ab}^*(t)r_{ab}(X, t)x_{ab}(t) \quad (1.2)$$

   Note that link rate depends upon the interference experienced by that link, which is itself determined in part by which other links are scheduled in $X(t)$. A backpressure scheduling algorithm determines the schedule based on the knowledge of queue backlog differential and the interference for every link in the network. These two inputs i.e. maximum queue backlog differential and the interference are the key inputs to backpressure scheduling algorithm.

3. **Traffic Forwarding/Routing:** If $x_{ab}(t) = 1$, node $a$ will forward the traffic of destination $c_{ab}^*(t)$ to node $b$ at time $t$. The traffic forwarding rate is $r_{ab}(X^*(t), t)$. Thus, the routes are determined on the basis of differential queue backlog.
The structure of backpressure policy exhibits a cross-layer design and requires interaction between MAC and network layer. All three components of backpressure have contribution in the achieving the network capacity. The routing and destination-selection component are straightforward to realize in practice. However, the scheduling component is not easy to implement. The optimization problem in (1.2) has to consider a large number of feasible activation vectors; in fact, the number of feasible activation vectors is of exponential order with respect to number of nodes [1]. Thus, the optimization problem in (1.2) is intractable to solve online for large networks, although there are many existing approximation and heuristic algorithms in the literature. We will overview them in section 1.4.

1.3 Challenges for Backpressure Policies

As presented in the previous section, a backpressure policy makes packet forwarding decisions based on the differential queue backlog only. Backpressure routing utilizes all possible paths between source and destination to avoid congestion on any single path. Though this property is instrumental in achieving higher throughput when traffic load is high, backpressure routing will use longer routes and even looping routes when the traffic load is light. This leads to large unnecessary end-to-end packet delay. Moreover, using longer routes in such cases wastes network resources. Routing-loop formation is another drawback of backpressure routing. In many real time applications like voice and video, high end-to-end packet delay is unacceptable. Often in such applications, a packet received with high delay is no better than packet loss. We could prevent high end-to-end delay in backpressure routing by not forwarding the packets on longer paths. But we still want to maintain the sufficient routes for any source-destination pair to provide adequate load balancing in case of high traffic load. Generally, these two objectives conflict with each other because few short routes exist in the network.

A second problem in many backpressure schemes is the assumption of a simplistic interference model. As stated before, the scheduling algorithm heavily depends upon the interference model.
ence. Most past work exploits graph-theoretic techniques to design a scheduling algorithm. A major advantage of graph theoretic techniques is that a graph abstraction of the network is quite useful for higher layer protocol design. However, previous graph-theoretic scheduling approaches works adopt a disk-based interference model which assumes that interference ends abruptly at some boundary and does not propagate further. This model underestimates interference by ignoring the accumulative interference due to far away transmissions. Sometimes, it overestimates the interference as well by not allowing close-by links [7]. Thus the claimed performance of a scheduling policy using disk based interference model is questionable. The signal to interference and noise ratio (SINR) model is more accurate, but it is complex to design a scheduling policy for such model.

Implementing backpressure in a distributed way is another challenge. Backpressure scheduling is the main bottleneck as all nodes have to make the scheduling decisions jointly and they need to share a lot of information to reach a final schedule. Some distributed backpressure scheduling algorithms are proposed in the literature. Unfortunately, they are complex to implement and have high overhead. It is a big challenge to implement distributed backpressure scheduling which is simple and has low control overhead.

Backpressure routing utilizes multiple routes simultaneously to deliver packets to the destination. Due to this phenomenon, packets at the destination may be received out of sequence. Transport layer protocols like TCP originally designed for wired networks see this out-of-order delivery as a sign of congestion and ask the source node to perform flow control. This is known as the packet reordering problem. Thus if backpressure routing (or any load-balancing routing) is used along with TCP, we must ensure that packet reordering doesn’t take place or mitigate TCP response to out-of-order packet delivery.

1.4 Related Work

Tssailus and Ephermides originally proposed the backpressure scheduling policies in [1, 3]. Since then the scheduling policies have been an active area of research. The original schedul-
ing policy schedules the maximum weighted independent set of all links in the network and is an NP-complete problem. Thus suboptimal but simpler designs of scheduling policies have been widely investigated. Among them, the most popular is a greedy scheduling policy which sequentially admits links to a schedule in a greedy fashion. The research in this area can be categorized in two broad classes: First, some research is focused on finding the guaranteed fraction of the capacity region that a scheduling algorithm can achieve. [8–11] proved that a greedy scheduling policy attains at least half of the capacity region. [12] showed that greedy scheduling attains the full capacity region in several different networks. [13–15] showed that greedy scheduling policies \textit{empirically} perform nearly as well as an optimal scheduling policy. All these schemes assume an omniscient centralized controller which makes scheduling decisions. This is an unrealistic assumption in ad hoc networks where nodes make their network decisions autonomously. The second class of research in scheduling policies addresses this issue and presents designs of distributed scheduling algorithm. Distributed versions of greedy scheduling policies are presented in [16–19]. Tsailis in [20] provided randomized scheduling schemes that attain the maximum throughput region, which can be implemented in fully distributed manner using gossip-based algorithms [21]. Unfortunately, these schemes have large control overhead as all nodes require substantial amount of information exchange among each other. Recently [22] proposed a CSMA based distributed backpressure scheduling that requires no information exchange among nodes. However, the proposed algorithm utilizes learning-based mechanism to converge to an optimal schedule after reasonable amount of time. Under varying traffic conditions, such algorithm may not converge to a favorable schedule.

Neely presented a generalized version of backpressure policy which takes routing and scheduling decisions jointly [4, 23]. Though he presented the policy as a joint routing and power control technique, the power control technique can be seen as a generalized version of scheduling. He also proposed a backpressure policy which does joint rate control, routing, and scheduling [24]. There have been numerous versions of backpressure policies which do rate control, routing, scheduling, and power control jointly or in an independent man-
Some notable works that do not talk about backpressure specifically but have similar objectives and can be extended to backpressure policies [31–33]. Most of these techniques utilize convex optimization to find the resource allocation solutions. A good tutorial on these techniques can be found in [34].

After the idea of backpressure routing is proposed, the issue of high end-to-end delay is recognized and addressed in some later works. A few previous works deal with combining shortest path routing with backpressure routing [35, 36]. [35] presents a heuristic algorithm which uses a combined metric of differential queue backlog (to be defined later) and hop count to determine the next hop. [36] presents an algorithm which provably minimizes the average length of routes used for packet forwarding. Though both of these algorithms are throughput optimal, they may still choose longer paths to forward the packets when there is a traffic burst for a small time interval. Thus, their routing scheme may suffer from high delay in some realistic scenarios. Most works in backpressure policies so far rely on standard mathematical techniques in optimization and control systems and are difficult to apply to practical systems directly. Recently, there have been some efforts to adapt backpressure policies for practical wireless networks. Some practical implementation of backpressure schemes (joint routing and rate control) have been proposed recently [37–39]. These works focus on achieving throughput-optimality; delay is not their main concern.

As discussed before, most works in scheduling policies assume a simplified disk-based model which is unrealistic. There are few works which consider scheduling in the SINR model. Some initial works adopt linear and non-linear programming approaches [40–42] that are not computationally efficient even for moderate-sized networks. Recently, there has been significant interest in the design of efficient scheduling policies satisfying SINR constraints [43–45]. The work in [44] assumes slow load variations in the network. Their policy learns the traffic patterns and then carries out optimal scheduling decisions every frame until the pattern changes again. But the traffic fluctuations may not be slow in some networks. Also, in case of arbitrary, bursty traffic arrivals, such scheduling policy may take a long time to converge. The authors in [45] present a frame-based heuristic scheduling policy over
an SINR-based interference graph which can be extended to slot based scheduling. In the interference graph, each node has a weighted edge to every other node in the network. A weight represents the amount of power one node receives from another. An approach similar to interference graph is presented in [42]. The scheduling in an interference graph requires global information to add or remove a single link from the schedule. Thus despite its features like accuracy, the interference graph approach is not attractive for practical implementation. A binary conflict graph is more expedient than an interference graph from a protocol design point of view as it paves the way to distributed design.

Finally, the issue of packet reordering caused by load-balancing routing, such as is utilized in backpressure, is addressed in a few past works. [46] provides a good tutorial on this issue. [47,48] propose an interesting strategy which uses the bursty nature of TCP to avoid packet reordering. Some other approaches to address this problem can be found in [49–51].

1.5 Our Contribution

We examine three major issues in backpressure-based policies mentioned in section 1.3: High end-to-end delay in backpressure routing, realistic but graph-based interference models for backpressure scheduling, and the design of a simple and fully distributed backpressure policy. First, we propose a new packet forwarding strategy to address high end-to-end delay in backpressure routing. The proposed idea is to restrict the packet forwarding to shorter routes while still using the backpressure approach. We use a generic additive metric-based routing protocol for route discovery. In most cases, our packet forwarding strategy achieves a throughput close to original backpressure routing with good end-to-end delay performance. The end-to-end delay performance of our modified backpressure policy is very good. Using our strategy, a backpressure policy can achieve near-optimal throughput performance with fairly low end-to-end delay. Our strategy does not make assumptions regarding underlying routing protocol and any routing mechanism (distance vector, link state routing) can be combined with our scheme. Our approach is novel and simple to implement. We show
through simulation results that forwarding packets to longer routes is of limited benefit.

Next we examine the design of a realistic interference model that can take advantage of graph-theoretic scheduling techniques. We propose a novel interference model that facilitates simple scheduling policies while meeting realistic SINR constraints. Our main contribution is the design of a binary conflict graph that satisfies SINR constraints in both the uniform and non-uniform power cases. To the best of our knowledge, ours is the first effort of this kind, although we leverage the technique in [43] for the power control case. We perform backpressure scheduling over the conflict graph to maximize the network throughput while guaranteeing that the SINR of each scheduled link is greater than the required threshold. We simulate the performance of this backpressure scheduling policy over proposed conflict graphs and compare them with other popular interference models. The simulated performance of policies based on our conflict graph should match well with their performance in realistic scenarios.

Finally, we examine the design of distributed backpressure scheduling and combine it with our modified backpressure policy. Our distributed backpressure scheme performs quite well when compared to an optimal centralized policy. We also propose a distributed scheduling scheme with realistic interference constraints and analyze its performance. Our distributed backpressure policy has considerably less overhead as compared to existing policies and is simple to implement. We sketch possible extensions of our work to multichannel networks, e.g. cognitive radio networks, and present guidelines for a multichannel backpressure policy. While many resource allocation policies in the literature make assumptions on network topology and traffic statistics, our results hold true for arbitrary topologies and arbitrary traffic arrival statistics.

1.6 Outline

This thesis is divided into the following chapters: Chapter 2 discusses our backpressure-based packet forwarding scheme, which does significantly better in delay performance than
the original backpressure policy, and presents related simulation results. The backpressure- 
scheduling policy for the SINR model and related simulation results are presented in chapter 
3. Chapter 4 presents the design and simulation results of a distributed backpressure policy. 
Chapter 5 presents guidelines for designing a backpressure policy for multichannel networks 
and concludes the thesis.
Chapter 2

Backpressure Based Packet Forwarding Scheme

As we discussed in the chapter, backpressure routing combined with backpressure scheduling is throughput-optimal in multi-hop ad hoc networks. Under backpressure routing scheme, a node forwards packets to those next-hop neighbors which have shorter queues. But a forwarding node does not care about how many extra hops may be required to deliver the packet to the destination. This is why, though this property helps avoid the congestion, it does not account for the delay accrued in forwarding packets on long routes when the traffic load is lower. This is shown in Figure 2.1. The end-to-end delay under light traffic load is unnecessarily high as compared to shortest path routing.

The performance of backpressure with low traffic makes it unattractive to implement in realistic wireless networks. We address this issue by making modifications to the original backpressure routing scheme. Minimum hop routing is a good choice with low traffic while backpressure routing should be chosen for high traffic scenarios. We combine both of them in an effort to leverage the benefits of both. In our modified scheme, we try to ensure that under light traffic, only shortest paths are utilized; as traffic load increases, we also start using longer paths. But we never use long paths as we will show in this chapter that
forwarding traffic on longer routes gives little extra gain. We will see later in the chapter that our modified scheme achieves network capacity quite close to what is achieved under original, throughput-optimal backpressure scheme. The rest of the chapter is organized as follows: In section 2.1 we formally describe our network model. We introduce our proposed schemes and underlying optimization framework in section 2.2. The simulation model and results are discussed in section 2.3 followed by the conclusion. Our work can also be found in [52].

2.1 Network Model

Define a graph $G = (V, E)$ representing the network. $V$ is the set of nodes and $E$ is the set of undirected links in the network. For the sake of simplicity, we consider the primary interference model where all disjoint links in the network can be activated simultaneously. This further implies that a node cannot transmit to or receive from more than one node at a time. This interference model is sometimes referred as node exclusive interference.
model. Every node maintains an internal queue for every known destination in the network to facilitate backpressure-based routing. The complexity of this queuing architecture can be reduced by using suggestions given in [53]. Time is divided into equal slots. All links have equal rate of one packet per slot. Most of these assumptions are for the sake of clarity and ease of the simulation and are not restrictions on our proposed technique.

2.2 Backpressure Routing Schemes

As discussed before, an optimal scheduling algorithm is computationally intractable for large networks but its approximation exists. For example, it is empirically observed that greedy scheduling performs nearly as well as an optimal scheduling policy [14]. According to greedy backpressure scheduling scheme, we first activate a link with the highest value of maximum differential queue backlog and put it into a schedule. All other links conflicting to this link (which are all adjacent links under primary interference model) are not activated and are removed from the link set. We continue this iterative process until the link set is empty. Though greedy scheduling is centralized and impractical to implement in distributed systems, it serves our purpose well as the focus of our chapter is on backpressure routing, not scheduling. Though many solutions for distributed scheduling exist in the literature [16–19], they are beyond the scope of this chapter.

Our scheme uses a generic routing protocol for route discovery which can accommodate any additive routing metric. We modify original backpressure (Pure BP) approach and propose a scheme where a node forwards a packet to those next hops only which are either on the shortest paths or are equally far from the destination as the forwarding node. Let us denote later type of paths by extended path (EP). We call our scheme modified backpressure (Modified BP). For the sake of exposition, we will consider hop-count based routing, a special case of generic routing. Though the basic idea is to restrict packet forwarding to shorter routes, using the shortest routes only may not be sufficient. Often, the shortest paths for a given source-destination pair may be small in number, and the load balancing obtained
using the shortest paths might not be effective. But the number of extended paths might be large enough to provide sufficient load balancing. This is the main idea behind modified BP. This idea is supported in Figure 2.2 which shows the the shortest and extended paths for a source-destination pair in a random topology. The total number of shortest and extended paths is significantly larger than the number of shortest paths alone. As we can see in the figure, the extended paths allow more node-disjoint routes to be used which is particularly beneficial from a load balancing point of view.

The implementation of Modified BP scheme is straightforward. A node runs an additive metric-based routing protocol (the metric is hop count in our case) and fills in the routing table. Backpressure-based packet forwarding algorithm first selects a destination with the
highest differential queue backlog, and then it selects a next-hop from routing table to forward packets of that destination. We reiterate that Modified BP can work with any additive metric based routing and hop-count based routing is a special case.

2.3 Simulation Results and Analysis

We simulate a time slotted system. The simulation is performed for 15000 slots. We select two source-destination pairs randomly from the network and create flows for them. The traffic is modeled as poisson process. The transmission rate of every link is normalized to 1 packet/slot. In addition to Pure BP, we consider two more routing schemes for comparison purposes. In current systems, most of the routing schemes utilize only a single shortest path which is kept fixed throughout the routing operation until this path gets broken. Thus it is worthwhile to compare the performance of the proposed scheme with single path routing schemes. Assuming time-invariant channel conditions throughout the simulation period, we consider a routing scheme which arbitrarily selects a shortest path from the list of available shortest paths and always sticks to it during the whole simulation period. We refer to this scheme as single path (SP) routing scheme. In all three schemes (Pure BP, Modified BP and SP), we run greedy scheduling for medium access operation. The last scheme is based on single path routing but it uses Aloha-type medium access. We call it pure single path routing (Pure SP) since it is the closest version of routing/sheduling schemes seen in current systems today. We compute average queue backlog performance, which is analogous to throughput performance, and end-to-end delay performance of these four schemes for different popular network topologies. Note that even though the presented results are specific to a given topology, they represent a common trend among various sample topologies we tested in our simulation.
2.3.1 Average Queue Backlog Performance

First, let us consider the 20 node random topology shown in Figure 2.3, where the nodes are randomly distributed in 3000 x 3000 m square plane. Figure 2.4 presents the average queue backlog performances of given schemes in this network. The traffic load on the x-axis is presented in terms of number of packets per second per flow i.e. the average number of packets each source generates in every second. The average queue backlog performance represents the traffic load which a network can support with no queue leading to infinity. At low traffic load, queue lengths in the network are small. But as the traffic load increases, more unserved packets accumulate in the queues and the average queue length rises. After some critical load, it becomes impossible to serve any higher load and the average queue length shoots to infinity. This critical load marks the capacity of a network under given scheme. It can be easily observed that Modified BP performs as well as Pure BP because both of them achieve almost the same network capacity. SP pays the penalty of using a fixed single path and its performance is moderate. As expected, Pure SP shows the worst performance and gets saturated under light traffic loads, primarily because it does not use backpressure.
Figure 2.4: Average queue backlog performance-comparison for 20 node random topology scheduling and multiple routes for load balancing. We reiterate that these results present a common trend among most of the sample topologies we considered in simulation.

Next, we consider the 20 node grid topology shown in Figure 2.5. Note that in a grid topology, extended paths do not exist due to the structure of this topology. Thus Modified BP can use only shortest paths in this case. Figure 2.6 presents average queue backlog performance of these schemes in the given grid topology. The performance of Pure BP is superior to Modified BP, which is primarily due to the absence of extended paths. But still, Modified BP performs significantly better than the SP and Pure SP routing scheme. The behavior of other schemes in the grid topology is consistent with the results for random topologies.

In simulation results, we see that Modified BP performs as well as Pure BP for random topologies. The intuitive reason behind this trend is that if we have sufficient number of shorter paths, using long paths does not provide any significant benefits, even when the shorter paths are congested. Consider an example where we have a sufficient number of shorter routes for a source-destination pair. Let us assume that all of them get congested and source starts forwarding the traffic on longer routes. Assuming the same traffic conditions as before, it can be easily understood that the traffic load which saturated shorter routes...
Figure 2.5: Sample grid topology

Figure 2.6: Average queue backlog performance-comparison for 20 node grid topology
before, would congest longer routes sooner or later. Thus most of the packets on long routes would remain in the network for a long time. In the mean time, due to faster service time of shorter routes, some shorter routes would become available to serve new packets. Thus long routes provide little overall benefit. But the routes which are slightly longer than shortest paths e.g. the extended paths, can still help to alleviate the congestion because delay on such routes is comparable to the delay on the shortest paths. Thus if such routes are sufficient in number, we don’t need to forward traffic on much longer paths like Pure BP case. We have already shown that generally, the total sum of the shortest paths and extended paths is sufficiently large in a random topology. This explains the good performance of proposed scheme in the random topology. This also explains its moderate performance in the grid topology as it could only use the shortest paths which were small in number.

As a side note, when a network is uniformly loaded, using even extended paths does not provide much gain. We illustrate this through the performance plots in Figure 2.7. We simulate a scenario in a random topology where every node has some traffic for every other node in the network. We still use Modified BP but disable all extended paths and forward traffic on the shortest paths only. Let us call it Modified BP with shortest paths for the sake of this discussion and compare it with Pure BP and SP schemes. We see that utilizing the shortest paths only provides the performance as well as Pure BP in this scenario. The same trends are seen as when we simulated a grid topology. These results suggest that when a node uses a longer path, it may create the congestion for other flows using that path as their shortest path already. This may force these flows to switch to other longer paths which might be the shortest path for the original flow. Thus in this ‘tit for tat’ scenario the original flow gets no gain from using longer paths. (In fact, the situation worsens from the delay point of view.) But Modified BP with shortest paths still achieves load balancing gain due to multiple shortest paths compared to the SP scheme because SP scheme shows poor performance when compared to it.
2.3.2 End-to-End Delay Performance

Though the average queue backlog plots give some insight into delay properties of the network, the average end-to-end delay performance is still not clear. To plot end-to-end delay performance, we generate traffic for 15000 slots and run the simulation until all packets in the network have been served. Figure 2.8 presents the end-to-end delay performance of above-mentioned schemes in the random topology. At low traffic loads when end-to-end delay due to path traversal supersedes the queuing delay, Pure BP has unnecessary high end-to-end delay because it sends many packets on long routes even when a single shortest path is able to accommodate the traffic load. Other schemes including Modified BP have almost negligible delay in light load conditions because they always use the shortest or slightly longer paths. At higher traffic loads, queueing delay dominates over path traversal delay. Thus, SP and Pure SP have poor delay performance when compared with Pure BP because the queues under these scheme saturate at much less load when compared to Pure BP. But Modified BP manages to perform as well as Pure BP at high traffic loads. The reason can be explained on the basis of average queue length performance of Modified BP. At high traffic loads, the queues in Modified BP scheme have almost the same average length that they do in Pure BP.
Thus the queuing delay in both cases remains almost the same and approximately equal to the average end-to-end delay under high traffic load. Thus across all traffic loads, modified BP has superior end-to-end delay performance compared to other schemes. Under light load it outperforms Pure BP, while under high load it outperforms SP and Pure SP and performs close to Pure BP.

In addition to average delay performance, it is worth looking into end-to-end delay distribution of packets under Pure BP and Modified BP scheme. These results are presented in Figure 2.9. The distribution for Pure BP has to be truncated as few packets experience an end-to-end delay of more than 2000 slots. Nevertheless, it is clear from the figure that the delay distribution for Pure BP has much longer tail than what is seen in Modified BP case. Most of the packets in Pure BP have an end-to-end delay between 20 and 200 slots, while in Modified BP most of the packets experience an end-to-end delay of no more than 20 slots.

Our final observation is about the relationship between topology control and the throughput obtained by BP algorithm. Generally, dense topologies may have more shorter paths for a source-destination pair when compared with sparse topologies. Thus the throughput performance in dense topologies might be better than sparse topologies. This gives an insight
Figure 2.9: End-to-end delay distribution of packets for Pure BP. Traffic rate is 0.5 packets/user-slot.
into the topology control problem: one should try to obtain a dense topology if one wants to maximize the throughput by using a scheme similar to backpressure. This is an interesting observation and is a subject to our future study.

2.4 Conclusion

We discussed delay-related issues in throughput-optimal classical backpressure routing. We targeted these issues and proposed a scheme which uses backpressure for packet forwarding while route discovery is taken care by a generic routing protocol. Our approach uses routes from two categories: The shortest paths and the extended paths. Results show that our approach performs close to classical backpressure routing in throughput region while the delay performance. The delay performance of our scheme is significantly superior than classical backpressure scheme. Overall, our proposed scheme performs well enough in most cases of practical interest. We also show that under uniform traffic load scenarios, forwarding packets on longer routes does not give any tangible benefit and utilizing only the shortest paths is best strategy.

There are still some practical issues which remain unaddressed in this chapter. Under light traffic load when utilizing a shortest path is sufficient, our scheme may still choose an extended path to forward the traffic. Though, less delay penalty has to be paid in utilizing the extended paths, using them only when required would be a further enhancement of our scheme. Another issue is the estimation of differential queue backlog with respect to all one hop neighbors. In our simulation, the instantaneous value of differential queue backlog is assumed to be accurately known in every time slot. In practice, due to messaging overheads, it may not be advisable to update the differential queue backlog frequently.
Chapter 3

Backpressure Scheduling in Realistic Interference Model

A scheduling algorithm makes medium access decision for a node. The performance of a scheduling algorithm strongly depends upon the interference model chosen. An interference model dictates the interference relationship between any two nodes in the network. There are three most common interference models used: The hop-based model, the disk-based model and the standard physical model, also referred as the signal to noise ratio (SINR) model. A $K$-hop-based interference model assumes no interference after $K$-hops. Thus all the transmitting nodes who are away from a node by more than $K$-hops, do not interfere the node under this model. The disk-based models are a variation over hop-based models. A disk-based interference model defines an interference range for a node. A transmitter does not interfere with a node if it lies outside the interference range of the transmitter. These models inherently assume that interference ends abruptly at some boundary and does not propagate further. This model underestimates the interference by ignoring the accumulative interference due to far away transmissions. Thus, the actual performance of any general policy (including scheduling) using these interference model may be poorer than its claimed performance [54]. The third interference model, the SINR model captures more realistic
properties of interference than previous two interference models discussed. (Though it ignores other effects such as shadowing and fading.) This model accounts for every possible interferer and assumes a successful transmission only when SINR at the receiver is greater than some threshold.

Past works on scheduling exploit graph-theoretic techniques in scheduling policy design e.g. [8,10,17]. They model the scheduling problem as finding maximum weighted independent set (MWIS) of a binary conflict graph. The binary conflict graph represents a binary interference relationship among all links in the network and suggests whether any link pair in the network can be activated simultaneously or not. Abstracting a network as a binary conflict graph is useful for simple protocol design for higher layers. Most of the past scheduling works adopt either a hop-based or a disk-based interference models for conflict graph approach, but these models have their own disadvantages as discussed before. The scheduling works dealing with SINR model adopt linear and non-linear programming approaches [40–42] which are not computationally efficient even for moderate size networks. However, the SINR model is not adopted for binary conflict graph based scheduling. Though graph-level abstraction of a network under SINR model is possible using interference graph approach [42, 45]. In the interference graph, each node has a weighted edge to every other node in the network. The weight represents the amount of power one node receives from the other. Scheduling in an interference graph requires information from all the links while adding or removing a single link in schedule. Besides this drawback, the scheduling complexity, i.e. schedule computation time, in the interference graph is substantially higher than in a binary conflict graph. Unfortunately, establishing binary conflict relationship between link pairs is not straightforward in the SINR model; it is not even clear that it is possible, except trivially. This is one reason why past scheduling policies in the SINR model do not utilize the well-developed class of powerful graph-theoretic techniques that apply to the conflict graph-based interference model. Thus the hop-based or disk-based and the SINR model both have their own benefits from scheduling point of view. In order to gain the advantages of both models, it would be ideal to capture SINR properties in the binary conflict graph. This chapter is
based on the same idea. We propose a synthetic interference model that keeps backpressure scheduling design simple and also accounts for the realistic interference. We show how to construct a binary conflict graph satisfying SINR constraints in the uniform and non-uniform power assignment cases. Scheduling policies relying on the SINR-based conflict graph could be fast, simple, and have provable SINR guarantees. These policies also have potential to be implemented in a distributed manner. This work is also presented in [55].

The rest of this chapter is organized as follows. In section 3.1, we formally describe our network model. Sections 3.2 and 3.3 explain the construction of a conflict graph in power control and uniform power settings respectively. Section 3.4 proves the validity of the obtained schedule. The simulation model and results are discussed in section 3.5. Finally, we conclude the chapter. Note that we deal with two different network graphs in the chapter: the communication graph and conflict graph. To avoid any confusion, we will refer to nodes and links for the communication graph while referring to vertices and edges for the conflict graph. A vertex in the conflict graph represents a link in the communication graph. An edge between two vertices implies that the corresponding links conflict with each other.

### 3.1 Network Model

Let \( N \) be the set of \( n \) transceivers or nodes distributed arbitrarily in the plane. Let \( d_{ab} \) be the Euclidean distance between nodes \( a \) and \( b \). Suppose, node \( a \) is transmitting to the node \( b \) with transmit power \( P_a \). Then, the received signal power at node \( b \) due to node \( a \) is \( P_{ab} = P_a/d_{ab}^\alpha \) according to the exponential path loss model where \( \alpha \) is the path loss exponent, assumed to be greater than 2. Let us define a link \( e = (a, b) \) if and only if \( P_{ab}/N_0 \geq \beta \) where \( N_0 \) is the ambient noise level and \( \beta \) is the SINR threshold. For rest of the chapter, the transmitter and receiver of a link \( e_i \) will be denoted by \( a_i \) and \( b_i \) respectively. Assuming that initially every node transmits with its maximum power, define \( E \) as the set of all links present in the network. Define \( G = (N, E) \), a directed communication graph, and assume that \( G \) is connected. Consider \( S = \{a_1, a_2, \ldots a_k\} \) as a set of transmitters active at the time
when node $a$ is transmitting to node $b$. The SINR at $b$ can be given as

$$\text{SINR}_{ab} = \frac{P_{ab}}{N_0 + \sum_{a_i \in S, a_i \neq a} P_{a_i b}}$$

The transmission from $a$ is received correctly at $b$ if $\text{SINR}_{ab} \geq \beta$. Given the uncertain nature of wireless link, acknowledgement (ACK) from a receiver to transmitter is usually required to provide reliable link layer operation. We assume that a packet sent by node $a$ is successfully received by node $b$ if and only if the packet is correctly received by $b$ and the ACK sent by node $b$ is correctly received by node $a$. The role of this assumption will be clear later in section 3.2. We also assume that a node cannot transmit and receive simultaneously, the so-called self-interference constraint. Neither can a node receive from or transmit to more than one node at a time.

### 3.2 Constructing Conflict Graph with Power Control

As mentioned before, we assume bi-directional links and hence consider the interference due to ACK transmission by receivers also. Thus, for a transmission on $q = (x, y)$ that is concurrent with the transmission on $p = (a, b)$, we account for the interference both from node $x$’s data packet and from node $y$’s ACK. Since only one of $x$ and $y$ transmits at a time but their data and ACK packets could both overlap with either the data packet or the ACK along $p = (a, b)$, we have to choose the maximum of the interferences from $x$ and $y$ when accounting for the effective interferences at $a$ and $b$. Note that which of the two ($x$ or $y$) contributes the maximum interference could be different at $a$ and $b$. Thus to determine the conflict between $p$ and $q$, distances between four pairs must be considered: $(a, x), (a, y), (b, x),$ and $(b, y)$. Let us define the term link distance, somewhat strangely, as the minimum distance among all four pairs.

**Definition 1.** Given two links $p = (a, b)$ and $q = (x, y)$, link distance $D_{pq}$ is defined as minimum of all node pairs excluding the node pairs which constitute the links themselves. Hence, $D_{pq} = \min\{d_{ax}, d_{ay}, d_{bx}, d_{by}\}$
First, we describe our idea of forming a conflict graph in the SINR model. We say that two links \( e_i \) and \( e_j \) conflict with each other if \( D_{e_ie_j} \) is less than \( R_{ij} \). As shown later in the section 3.2.2, \( R_{ij} \) is a function of link lengths denoted by \( l_i \) and \( l_j \). We will show if \( D_{e_ie_j} \) is at least \( R_{ij} \), the transmission on both links \( e_i, e_j \) would be successful. After determining the conflict relationship between link pairs, we can construct a binary conflict graph for \( G \).

### 3.2.1 Set Partitioning

We partition the set \( E \) into subsets based on the link lengths. This partition carries importance in determining the power levels as shown later in the power control part. Let us define \( \delta = d_{\text{max}}/d_{\text{min}} \) where \( d_{\text{max}} \) and \( d_{\text{min}} \) are the maximum and minimum link lengths in the network. The \textit{SetPartition} algorithm, algorithm 1 partitions \( E \) into at most \( \lceil \log \delta \rceil + 1 \) disjoint sets. A set \( B_m \) contains every link \( e_i \in E \) such that \( 2^m \leq l_i < 2^{m+1} \) for \( m = \{0, 1, \ldots, \lceil \log \delta \rceil \} \). After initial partitioning of the links into sets, all empty link sets are removed and remaining sets are arranged in the descending order of the link lengths (line 3). Let \( \tau_i \) denote the \textit{length class} of link \( e_i \). That is if \( e_i \in B_m \) then \( \tau_i = m \) (line 7).

---

**Algorithm 1: SetPartition**

**Input:** \( G = (N, E) \)

**Output:** A partition \( B \) of \( E \).

1. Partition the set \( E \) into sets \( B = \{B_0, B_1, \ldots, B_{\lceil \log \delta \rceil} \} \) such that \( B_m = \{e_i : e_i \in E \text{ and } 2^m \leq l_i < 2^{m+1} \} \)
2. If \( B_m \) is empty, remove \( B_m \). Rename set \( B \) such that \( B_m \) is the \( m^{th} \) non-empty set in \textit{decreasing} order of the link lengths
   
   \( // \text{ set index of link } e_i \text{ as set index } m \)
3. for each \( e_i \in B_m \), assign \( \tau_i = m \)
3.2.2 Conflict Graph Formation and Power Control

The ConstructConflictGraph algorithm, algorithm 2, picks one link pair \((e_i, e_j)\) at a time. From section 3.1, the self-interference property implies that adjacent links cannot be active simultaneously. Thus, if \(e_i\) and \(e_j\) are adjacent (line 4), they conflict with each other. If they are not adjacent, we need to check further if they conflict. If \(e_i\) and \(e_j\) are from the same length class i.e. \(\tau_i = \tau_j\), \(R_{ij}\) is given by (line 9)

\[
R_{ij} = \mu \min\{l_i, l_j\}
\]  \hspace{1cm} (3.1)

The value of \(\mu\) is given in ConstructConflictGraph (line 1). If \(\tau_i\) and \(\tau_j\) are different, then \(R_{ij}\) is defined as (line 11)

\[
R_{ij} = \max\{l_i, l_j\}(3n\beta)^{|\tau_i - \tau_j|+1}/\alpha
\]  \hspace{1cm} (3.2)

Finally, we calculate \(D_{ij}\) and if it is less than \(R_{ij}\), we say that \(e_i\) and \(e_j\) conflict with each other. In case of conflict, we join the corresponding vertices of a link pair by an edge in the conflict graph \(K\). After enumerating all link pairs, we get our final conflict graph.

Power control is the last stage. The power level assigned to both nodes \(a_i\) and \(b_i\) of a scheduled link \(e_i\) is \(P_{e_i} = P_{a_i} = P_{b_i} = 4N_0(3n\beta)^{\tau_i}l_i^\alpha\). This would give us power allocation vector for the given schedule. Though, power control appears separate from the conflict graph formation, there is a close relationship between the given value of \(R_{ij}\) in ConstructConflictGraph and assigned power level for any link. As the power allocation strategy suggests, the links of smaller lengths might be allocated higher power as compared to the links of bigger lengths. This enables the smaller links to cope with potentially higher interference from bigger links. A similar power control scheme is used in [56]. However, their algorithm can only schedule links from the same length class.
Algorithm 2: ConstructConflictGraph

Input: $G = (N, E), B$

Output: A conflict graph $K$

1. $\mu = 2^{\frac{2}{\alpha}} + 2^{\beta(\alpha - 1)} \cdot \frac{1}{\alpha}$

2. for $i = 1$ to $|E|$ do

3.  for $j = 1$ to $i - 1$ do

4.   // Self-interference constraints

5.      if $a_i = a_j$ or $b_i = b_j$ or $a_i = b_j$ or $b_i = a_j$ then

6.         $e_i$ and $e_j$ conflicts

7.   else

8.     // Determining if links $i$ & $j$ conflicts

9.      if $\tau_i = \tau_j$ then

10.         $R_{ij} = \mu \min\{l_i, l_j\}$

11.      else

12.         $R_{ij} = \max\{l_i, l_j\} \cdot (3n\beta)^{(|\tau_i - \tau_j| + 1)/\alpha}$

13.     $D_{ij} = \min\{d_{a_i\tau_i}, d_{a_i, b_j}, d_{b_i, a_j}, d_{b_i, b_j}\}$

14.    if $D_{ij} < R_{ij}$ then

15.       $e_i$ and $e_j$ conflicts

16. end

17 end
3.3 Constructing a Conflict Graph with Uniform Power

Section 3.2 considers power control to construct a conflict graph. In this section, we discuss the binary conflict graph formation in uniform power settings. The basic approach is similar to what is used in the above section i.e. if two links are sufficiently far apart, they can be scheduled simultaneously.

The idea is to follow the same SetPartition procedure given in section 3.2.1. Then, applying the constraints given in ConstructConflictGraph (lines 4 and 7), the links from different length classes can be scheduled. Precisely, any two links \(i,j\) can be scheduled if \(D_{ij}\) is greater than \(\mu \max\{l_i, l_j\}\). Otherwise, they conflict with each other. The algorithm is presented in procedure UniPowConflictGraph. A similar scheme was recently presented in [57] but that scheme is used to prove the NP-hard nature of scheduling in the SINR model and not used for conflict graph formation.

Algorithm 3: UniPowConflictGraph()

<table>
<thead>
<tr>
<th>Input:</th>
<th>(G = (V, E), B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>A conflict graph (K)</td>
</tr>
<tr>
<td>(\mu = 2^{\frac{2}{\alpha}} + 2^{\frac{\sqrt{3(\alpha - 1)}}{\alpha - 2}})</td>
<td></td>
</tr>
<tr>
<td>for (i = 1) to (</td>
<td>E</td>
</tr>
<tr>
<td>for (j = 1) to (i - 1) do</td>
<td></td>
</tr>
<tr>
<td>if (a_i = a_j) or (b_i = b_j) or (a_i = b_j) or (b_i = a_j) or (\tau_i \neq \tau_j) then</td>
<td></td>
</tr>
<tr>
<td>(e_i) and (e_j) conflicts</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>(D_{ij} = \min{d_{a_i,a_j}, d_{a_i,b_j}, d_{b_i,a_j}, d_{b_i,b_j}})</td>
<td></td>
</tr>
<tr>
<td>if (D_{ij} &lt; \mu \min{l_i, l_j}) then</td>
<td></td>
</tr>
<tr>
<td>(e_i) and (e_j) conflicts</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
</tbody>
</table>
3.4 Analysis of Policies

3.4.1 Power Control Approach

We prove that all transmissions on a set of links will be successful provided that the chosen set of links is an independent set with respect to the conflict graph, i.e. there are no pairwise conflicts within the set. The proofs use similar methods to those in [43]. The outline of the proof is as follows: In Lemma 1 and Lemma 2, we bound the interference generated by simultaneous active links of different length classes. In Lemma 3, we bound the interference due to simultaneous active links of the same length class. Finally, using these lemmas in theorem 1, we get the upper bound on the total interference accrued at any node of a link and prove that that the resulting SINR is always less than $\beta$. Before presenting proofs, let $I^i_s$ be the interference experienced at link $e_s$ due to link $e_i$. We define $I^i_s$ as follows:

$$I^i_s \leq \max\{P_{aia_s}, P_{bia_s}, P_{aib_s}, P_{bib_s}\}$$

$$= P_{e_i}/D_{e_i e_s}$$

**Lemma 1.** Consider a link $e_s$ scheduled in a time slot $t$. Let $e_i$ be a simultaneously scheduled link with $\tau_i < \tau_s$, then

$$I^i_s \leq \nu(3n\beta)^{\tau_s-1}$$

**Proof.** For $\tau_i < \tau_s$, $D_{e_i e_s} \geq (3n\beta)^{(\tau_s-\tau_i+1)/\alpha l_i}$. Thus

$$I^i_s \leq \frac{\nu(3n\beta)^{\tau_i l_i}}{(3n\beta)^{(\tau_s-\tau_i+1)/\alpha l_i}} l_i^\alpha$$

$$\leq \frac{\nu(3n\beta)^{\tau_i l_i}}{l_i^\alpha}$$

$$= \nu(3n\beta)^{\tau_i}$$

$$\leq \nu(3n\beta)^{\tau_s-1}$$

$\square$
Lemma 2. Consider a link $e_s$ scheduled in a time slot $t$. Let $e_i$ be any simultaneously scheduled link with $\tau_i > \tau_s$, then

$$I_s^i \leq \nu(3n\beta)^{\tau_s-1}$$

Proof. Given $\tau_i > \tau_s$, $D_{e_i e_s} \geq (3n\beta)^{\tau_i - \tau_s + 1}/\alpha_i$. Thus

$$I_s^i \leq \nu(3n\beta)^{\tau_i - \tau_s + 1}/\alpha_i\leq \nu(3n\beta)^{\tau_s-1}$$

\[\square\]

Lemma 3. Consider a link $e_s = (a_s, b_s)$ scheduled in a time slot $t$. Let $I'_s$ be total interference due to all simultaneously active links of the same length class, then

$$I'_s \leq 48\nu(3n\beta)^{\tau_s}2^\alpha \frac{\lambda^\alpha - \mu^\alpha}{\lambda^\alpha - \mu^\alpha}$$

Proof. Two links $l_i, l_s$ of same length class would be scheduled only if $D_{e_i e_s} \geq \mu \min\{l_i, l_s\}$. Since $l_i$ and $l_s$ belong to same length class, $D_{e_i e_s} \geq \mu l_s/2$ irrespective of which is bigger, $l_i$ or $l_s$. Assume a set $S'$ containing all activated links of same length class. So, all transmitting nodes in $S'$ must be far from $b_s$ at least by $\mu l_s/2$. Thus, the disks of radius $\mu l_s/4$ centered at all transmitting nodes do not overlap. Next, to calculate the total interference at $b_s$ due to set $S'$, we partition the plane into rings $R_\lambda$ centered at $b_s$ and of width $\mu l_s/\lambda$ for $\lambda = 1, 2, \ldots$. $R_\lambda$ contains all transmitters for which $\lambda \mu l_s \leq d_{b_s a_i} < (\lambda + 1)\mu l_s$. The area of a ring $R_\lambda$ can be calculated as

$$A(R_\lambda) = \pi[((\lambda + 1)\mu l_s)^2 - (\lambda \mu l_s)^2]$$
$$= \pi \mu^2 (2\lambda + 1)l_s^2$$
$$\leq 3\pi \lambda \mu^2 l_s^2$$

Calculating total number of transmitting nodes in $R_\lambda$

$$\frac{3\pi \lambda \mu^2 l_s^2}{\pi \mu^2 l_s^2/16} \leq 48\lambda \quad (3.3)$$
The maximum possible transmit power of any node in $S'$ can be $\nu(3n\beta)^{\tau_s}(2l_s)^{\alpha}$. Thus, the cumulative interference at $b_s$ due to transmitters in $R_\lambda$

$$I_\lambda \leq 48\lambda \frac{\nu(3n\beta)^{\tau_s}(2l_s)^{\alpha}}{(\lambda \mu l_s)^{\alpha}}$$

$$\leq \frac{48\nu(3n\beta)^{\tau_s}(2)^{\alpha}}{\lambda^{\alpha-1}\mu^{\alpha}}$$

Summing up the total interference due to transmitters in $R_\lambda$ for every $\lambda$

$$\sum_{\lambda=1}^{\infty} I_\lambda = \frac{48\nu(3n\beta)^{\tau_s}(2)^{\alpha}}{\mu^{\alpha}} \sum_{\lambda=1}^{\infty} \frac{1}{\lambda^{\alpha-1}}$$

$$< \nu n^{\tau_s}(3\beta)^{\tau_s-1} \quad (3.4)$$

The last inequality follows from the definition of $\mu$ and the result $\sum_{\lambda=1}^{\infty} 1/\lambda^{\alpha-1} = (\alpha-1)/(\alpha-2)$ for $\alpha > 2$.

Next we prove in the following theorem that all links in a schedule satisfies SINR constraint.

**Theorem 1.** If any set of links forming an independent set in the conflict graph is activated simultaneously, then each link in the set will satisfy its SINR requirement.

**Proof.** For any receiver on a link, at most $n-2$ nodes can interfere. Thus, from Lemma 1 and Lemma 2, maximum total interference from the links of different length classes can be given as

$$I_{diff} = (n-2)\nu(3n\beta)^{\tau_s-1} \leq n\nu(3n\beta)^{\tau_s-1}$$

From Lemma 3, the total interference caused by all active links from the same link class as link $s$ is bounded by $\nu n^{\tau_s}(3\beta)^{\tau_s-1}$. By summing up the these interference values, we can get the bound on total interference accrued at the receiver

$$\sum_i I_s^i < \frac{2\nu}{3} \beta^{(\tau_s-1)}(3n)^{\tau_s} \quad (3.5)$$
From (3.5), the SINR experienced at receiver $b_s$ of link $e_s$ will be at least

$$\text{SINR}_{b_s} > \frac{4N_0(3n\beta)^{\tau_s}}{N_0 + \frac{2\nu}{3}\beta^{(\tau_s-1)}(3n)^{\tau_s}}$$

$$= \frac{4(3n\beta)^{\tau_s}}{1 + \frac{8}{3}\beta^{(\tau_s-1)}(3n)^{\tau_s}}$$

$$\geq \frac{4(3n\beta)^{\tau_s}}{\frac{11}{3}\beta^{(\tau_s-1)}(3n)^{\tau_s}} > \beta$$

The second inequality is obtained by putting $\nu = 4N_0$ and third inequality follows from the fact that $n, \beta > 1$. This holds for every link in the independent set. Thus, if a set of links from an independent set in the conflict graph is activated simultaneously, then the transmission over each link in the set will always be successful. This proves our theorem. \[\Box\]

### 3.4.2 Uniform Power Approach

Next, we prove that under uniform power assignment, the SINR constraint for any link in the obtained schedule will always be satisfied.

**Theorem 2.** If any set of links forming an independent set in the conflict graph is activated simultaneously in uniform power case, then each link in the set will satisfy its SINR requirement.

**Proof.** We can construct the proof using intermediate results obtained in Lemma 3. Suppose, we activate a link from length class $m$ i.e. for any link $e$ in class $m$, $2^m \leq l_e < 2^{m+1}$. Let the transmit power of any node is $P$. Consider the worst case scenario when all interferers are at the least possible distance from the receiver $b_s$ i.e. $2^m$. Using similar arguments as in Lemma 3, maximum possible interference due to all interfering nodes can be bounded as

$$I < \frac{3P}{2^{2m}l_s^3 \beta} \quad (3.6)$$

Next, we calculate the worst-case SINR for link $l_s$. The worst-case SINR is given as

$$\text{SINR}_{b_s} = \frac{P/l_s^\alpha}{N_0 + 3P/2^{2m}l_s^3 \beta} \quad (3.7)$$
If we assume $l_s$ to be less than or equal to $[P(1 - 3/2^{2\alpha})/\beta N_0]^{1/\alpha}$, SINR is always greater than $\beta$. This should be a fair assumption as it suggests that under worst-case interference, a link has to increase its power by $(1 - 3/2^{2\alpha})^{1/\alpha}$, a small value for any value of $\alpha \geq 2$. Finally, as explained above, the SINR at both nodes of every link will always be higher than $\beta$. Thus, schedule over the obtained conflict graph will always be valid.

3.5 Simulation Model and Results

Nodes are randomly distributed in 3000 x 3000 m plane. The transmitter power for uniform power level is 10 dBm and $N_0$ is -90 dBm. The values of path loss exponent $\alpha$ and threshold $\beta$ are taken as 3 and 10 dB respectively. The simulation is performed for 50000 slots. In every slot, packets are generated at every node as a poisson random process and destination is assigned randomly among all nodes uniformly. The rate of every link is normalized to 1 packet/slot. Backpressure routing is used.

3.5.1 Baseline Interference Models

In the literature, there are two popular graph based interference models: the two-hop interference model and the physical interference graph. Two-hop interference model is commonly used for IEEE 802.11 type of wireless networks because it is a good model of the functioning of the RTS/CTS mechanism. Under two-hop interference model, each link conflicts with all of its two-hop neighboring links. Further, greedy scheduling can be applied over this conflict graph. On the other hand, while applying greedy scheduling over interference graph, a link with highest backlog is selected first. It is put into the schedule by removing its transmitter and receiver node from the interference graph and adding incurred interference to all other nodes. Next, a new link is scheduled from the modified interference graph, only if 1) it does not cause the SINR of prescheduled links to go below $\beta$ and b) SINR at this link is not less than $\beta$. This continues until no vertices remain in the physical interference graph.
We compare the performances of our proposed approaches with the performances of scheduling in two-hop model (Ideal Two Hop), and physical interference graph (Interference Graph). We refer to our power control based scheduling and uniform power based scheduling as Power Control and Uniform Power respectively. Though comparison between power control and uniform power approach is not fair, the performance of power control approach gives insight into the gain one can achieve after applying power control. The performance of greedy scheduling in physical interference graph might be seen as optimal performance for Uniform Power case as it is empirically seen that centralized greedy scheduling performs as well as optimum scheduling. We also compute the actual performance of two-hop interference model and compare it with others for illustration purpose. This is done by removing those links from the obtained schedule whose SINR is less than $\beta$. We simulate the performances of policies for various arbitrary topologies and present our result for one sample topology as the trends in the results for all taken topologies are similar.

### 3.5.2 Simulation Results

Fig 3.1 shows the sample topology for which we present our performance results. The performance plot of above discussed policies is given in fig 3.2. The y-axis represents average queue length of node in the network. As we increase the traffic rate for every user simultaneously, the average queue length also increases. But, at some traffic rate, the average queue length jumps to infinity, instantaneously. This traffic rate will mark the network capacity. Since we do our simulation for the limited number of slots, we have to use some threshold for average queue length rather than infinite average queue length as our queue length criteria. In our simulation, we set the threshold equal to 50. Note that we explore one dimension of capacity region only i.e. all nodes have same traffic arrival rates. As expected, the performance of Ideal Two Hop is superior to all other policies. Though, the real performance of two hop model (Real Two Hop) is worst than any other policy and is quite close to zero. This shows that maximizing the number of scheduled links in two-hop model yields poor performance.
Figure 3.1: Sample network topology

Figure 3.2: Network capacity performance of policies
Of course, the performance of Real Two Hop depends heavily on the selection of path loss exponent value. Though, the performance of Uniform Power is not close to Interference Graph, it achieves a performance ratio of around 0.7 with respect to Interference Graph as observed in various topologies. The performance of Power Control is close to or slightly better than Interference Graph in many cases. Though it is unclear how much better an optimal algorithm for power control case can perform. Note that our main motivation is to present efficient graph based scheduling policies guarantying SINR constraints and there is a good scope to refine these policies to achieve higher throughput further.

Another advantage of SINR based binary conflict graph is proving performance guarantees of policies. In SINR model, it is hard to provide any kind of performance guarantee for any suggested policy. It can be shown that greedy scheduling can perform at least $1/\Delta_{\text{max}}$ of the optimal policy for any arbitrary topology where $\Delta_{\text{max}}$ is the maximum vertex degree of a given conflict graph. These results have been reported in many past scheduling policy based works e.g. [58].

3.6 Conclusion

In this chapter, we presented techniques to construct a SINR-based binary conflict graph using power control and uniform power assignment. The scheduling policy applied over the constructed conflict graphs guarantees that SINR constraints will be met. This work combines the advantages of conflict graph-based scheduling policies with SINR guarantees. The performance of a scheduling policy over proposed conflict graphs is evaluated and compared with other approaches.

The most important issue not discussed in this chapter is the implementation of distributed scheduling policies based on similar ideas. We will discuss the same in the next chapter.
Chapter 4

Distributed Design of Backpressure and Routing Algorithm

In previous chapters, we discussed new designs of backpressure scheduling and routing mechanisms. Chapter 2 proposed some modifications to backpressure routing, while Chapter 3 presented a novel interference model that can be used for backpressure scheduling. The proposed designs are centralized — some omniscient controller takes all the scheduling and routing decisions. These designs cannot be implemented in ad hoc networks in which every node makes decisions by itself with limited knowledge. Thus it is non-trivial to develop distributed algorithms from our centralized designs. We present a distributed design for a backpressure policy for both graph based and SINR-based interference models in this chapter. We simulate these designs and analyze their performance.

4.1 Challenges for Distributed Backpressure Design

Due to the fact that nodes do not have direct knowledge of the queue lengths at their neighbors, scheduling is the major challenge in the design of a distributed backpressure scheme.
Thus a node with light traffic load may block a congested neighboring from transmitting, violating the basic spirit of backpressure. This is against the basic spirit of backpressure. The centralized greedy scheduling selects a node with the highest differential queue backlog first and thus gives higher priority to a congested node for transmission. To implement the similar scheme in distributed and random access based fashion, a node with higher differential queue backlog should be allowed to access the medium with higher probability.

4.2 Distributed Backpressure Algorithm for One-hop Interference Model

We adopt a slotted-Aloha system. First we present distributed backpressure algorithm for one-hop interference model and later extend it to the SINR model. In the one-hop interference model, first introduced in Chapter 2, all disjoint links can be scheduled simultaneously. To exchange queue backlog information with one hop neighbors, we adopt a technique similar to the technique used in [39]. When a packet is transmitted to any destination, the transmitting node piggybacks its queue length for that destination onto the packet. All one-hop neighbors overhear this transmission and update their queue length values for the node-destination pair accordingly.

4.2.1 Neighbor and Destination Selection

We assume an additive metric based generic routing scheme. As in Chapter 2, we use the shortest and the extended paths for packet forwarding. The extended paths are longer than the shortest paths and should be used only when the shortest paths cannot accommodate the current traffic load. Thus, we first use the shortest paths and then, if the current traffic cannot be supported by the shortest paths, we also use the extended paths. For each destination, the node checks the queue length. If the queue length is below a threshold,
QThreshold, the node computes the queue backlog for each neighbors that can reach the destination via a shortest path. If the queue length is above QThreshold, then the node computes the queue backlog for each neighbor that can reach the destination through a shortest or extended path. For all destination-neighbor pairs for which the queue backlog was computed, the node selects the destination-neighbor pair with the highest differential queue backlog. The pseudo-code is presented in Algorithm 4: DistributedBP.

4.2.2 Backpressure Based Random Access Scheduling

Once node $a$ selects an optimal neighbor-destination pair $(b^*, c^*)$ and $Q_a^*$ is known, it computes its transmission probability $P_a$ as follows:

$$ P_a = 1 - e^{-Q_a^*} \quad (4.1) $$

In practice, $P_a$ can be adapted by changing the contention window size, AIFS values in IEEE 802.11 radios. Though we use the continuous values of $P_a$ in our simulation, the discrete and quantified values can be used for practical systems.

4.2.3 Simulation Model and Results

We simulate our algorithm for Slotted Aloha type system i.e. a time slotted system with random access based MAC. The simulation is performed for 15000 slots. We consider a 40-node random topology where nodes are distributed uniformly in 5000 x 5000 m plane. We select two source-destination pairs randomly from the network and create flows for them. The traffic is modeled as poisson process. The transmission rate of every link is normalized to 1 packet/slot. We have other parameters for our distributed design such as QThreshold. The value of QThreshold is chosen to be 10. It was found that increasing the value of QThreshold to 10 or even 20 did not make any significant impact on the performance. One should choose the high value of QThreshold so that a node should not start using extended
Algorithm 4: DistributedBP()

Input: RoutingTable, ActiveRoutingTable, QThreshold

Output: Transmission probability for the node, say node $a$

if $Q^c$.Len < $QThreshold$ then

// Find the list of neighbors $N_a$, lying on the shortest paths for all destinations
$N_a = \text{RoutingTable}.\text{GetShortestPathNeighbors}()$

else

// Find the list of neighbors $N_a$, lying on the shortest paths or extended paths for all destinations
$N_a = \text{RoutingTable}.\text{GetExtendedPathNeighbors}()$

end

$(c_{\text{selected}}, b_{\text{selected}}, DQ^*_a) = \text{GetPacketSchedule}(N_a, \text{ActiveRoutingTable})$

// Find the optimal neighbor-destination pair $(b^*, c^*)$ with maximum differential backlog

$b^* = \arg \max_{b \in N_a} \{Q^c_a - Q^c_b\}, \quad \forall c \in V \setminus \{a\}$

$c^* = \arg \max_{c \in V \setminus \{a\}} \{Q^c_a - Q^c_b^*\}$

$DQ^*_a = Q^c_{a}^* - Q^c_{b^*}$

// Calculating the probability of transmission

$P_a = 1 - e^{-DQ^*_a}$
paths so early. The higher value of \( Q \text{Threshold} \) will also discourage frequent route switching. The link rate is kept as 1 packet/slot. We simulate two other algorithms to compare with our distributed Backpressure algorithms: Traditional shortest path routing (Pure SP) and centralized backpressure algorithm, both presented in chapter 2 (Modified BP). In Pure SP, all nodes access the medium with same transmission probability and use only one shortest path throughout the whole period of simulation. We compute the average queue backlog and the end-to-end delay performance. The results presented are typical of what we saw over a large number of topologies.

### 4.2.4 Performance Comparison

Figure 4.1 shows a sample 40-node topology. Figure 4.2 compares the average queue backlog performance of aforementioned backpressure algorithms for the same topology. Not surprisingly, Traditional SP performs quite poorly. But our distributed algorithm performs well and achieves nearly 80% performance of Centralized BP. The loss in performance is expected due to the possibility of random access collisions in Distributed BP; nevertheless, these results are encouraging. Next we compare the Distributed BP with Centralized SP algorithm in Figure 4.3. Centralized SP enjoys backpressure based greedy scheduling algorithm but forwards the packet on the shortest paths only and never uses extended paths. In most cases, Distributed BP outperforms Centralized SP. This clearly shows the benefits of forwarding the traffic on extended paths.

Figure 4.4 presents the delay performance-comparison of Distributed BP, Centralized BP and Pure BP. We do not compare them with Traditional SP because it always perform quite poorly. As expected, Distributed BP outperforms Pure BP at light traffic load because it uses shorter routes only as opposed to Pure BP. Of course, Distributed BP cannot support as much traffic as Pure BP and saturates sooner under high traffic conditions. In Figure 4.4, it may appear that Distributed BP and Centralized BP have same end-to-end delay performance. However, Distributed BP is slightly worse than Centralized BP algorithm.
Figure 4.1: A sample uniform random network topology

Figure 4.2: Performance-comparison of backpressure algorithms for sample random topology
Figure 4.3: Comparison of distributed backpressure algorithm with centralized algorithms

Figure 4.4: End-to-end delay performance-comparison of backpressure algorithms
A closer comparison between Distributed BP and Centralized BP is provided in Figure 4.5. The end-to-end delay in Distributed BP is always higher than Centralized BP. This is mainly contributed by higher queuing delay in Distributed BP. The reason being that Distributed BP does not change its route frequently. Thus when some packets stuck into a bad route, they have to wait for longer route time as compared to Centralized BP.

4.3 Distributed Backpressure Algorithm for SINR Model

In the previous section, we presented a design for one-hop interference model. However, as discussed in chapter 3, the SINR interference model is much more realistic than one-hop or even two-hop interference models. We extend our distributed backpressure algorithm from previous section to the SINR model. We assume a Slotted Aloha system and that each node knows its distance from each of its neighbors. An alternative assumption would be that
every node knows the received power level of its transmitted signal at every neighboring receiver. A node can obtain this knowledge by getting feedback from its neighbors. The core part of algorithm is same as before. However, we add extra functionality for SINR measurements into it. This allows a node to determine whether its transmission would be successfully received or not. The basic design of algorithm is as follows:

1. Each node $a$ computes the maximum differential queue backlog and selects the optimal neighbor-destination pair using the procedure $DistributedBP$ in section 4.2. It also computes its transmission probability $P_a$.

2. Then each transmitter sends a control signal to its receiver with probability $P_a$.

3. Every receiver measures the power level during this period and broadcasts this information after control signal period. The control signal period should be sufficiently long so that power fluctuations can be averaged out. But it should not be too long either, otherwise it would have adverse impact on the throughput.

4. Every transmitter listens back to its receiver and gets the total power sensed at the receiver. If a transmitter doesn’t hear a broadcast message for a sufficiently long period, it assumes the receiver acting as a transmitter of some other link and does not do anything further. Otherwise, the transmitter computes knowing interference experienced at the receiver. The interference is calculated by by subtracting the known received power from the total measured power. It further calculates the SINR at the receiver. If SINR is greater than $\beta$, it transmits a packet to the receiver. Please note the packet is from the queue of selected destination. If SINR fails to be larger than $\beta$, it does not do anything further and wait for next slot.

The control signaling for this algorithm is presented in Figure 4.6.
Figure 4.6: Signaling diagram in SINR based distributed backpressure algorithm

4.3.1 Simulation Model and Results

A 40-node uniform random topology in 5000 x 5000m plane is considered. The transmitter power of a node is 10 dBm. The path loss exponent is taken as 3 and the SINR threshold is 10 dB. The noise power is assumed to be -90 dBm. The rest of the simulation parameters remain the same as in the previous section. We compare our proposed algorithm with three centralized algorithms: Interference Graph, Power Control and Uniform Power. The last two algorithms were proposed in the chapter 3.

Figure 4.7 shows the average queue backlog performance of the aforementioned algorithms. The Interference Graph approach performs better than all other schemes. But the performance of our distributed algorithm is quite close to the Interference Graph approach. For most of the sample topologies taken, our distributed algorithm performs around 90% of the Interference Graph approach. An interesting observation is that our distributed algorithm does slightly better than uniform and power controlled approaches. The reason is that centralized approaches are conservative while evaluating the risk of interference.
4.4 Conclusion

We proposed distributed backpressure algorithms for one-hop and the SINR interference models. The distributed algorithms are built on the framework we developed in the previous chapters. The algorithms are fully distributed and requires only one-hop information. They also provide good competition to their corresponding centralized designs. The algorithms require minimum control signaling overhead and are simple to implement in realistic scenarios. Though it is clear that our distributed algorithms perform quite well, it would be interesting to simulate and analyze their performance in a standard real network simulator such as OPNET Modeler and OMNeT++. This would also help us to analyze the impact of signaling overhead present in the SINR based distributed backpressure algorithm. This is the goal of our future work.
Chapter 5

Future Directions and Conclusion

5.1 Multichannel Backpressure Algorithm

In previous chapters, we considered the single channel scenario — only one channel is present in the network and nodes that transmitting simultaneously interfere with each other if they are sufficiently close. Though single channel networks are common, multichannel networks are becoming increasingly popular, particularly with the advances in frequency-agile radios. Multi-channel multi-radio ad hoc wireless networks recently received a substantial amount of interest, especially under the context of wireless mesh networks [59]. Using multiple channels per node can increase the overall network throughput because interfering nodes can be assigned to different frequencies and can have simultaneous successful transmissions. But using multiple channels could be a restricted dynamic spectrum access scenario in which licensed users, also called primary users, have priority in spectrum access and the unlicensed or secondary users can only utilize unoccupied frequency bands. Since spectrum utilization among secondary nodes is contingent upon primary users, location and activity, different sets of frequencies available to use. In such cases, dealing with multichannel scenarios becomes a necessity. Such multi-channel multi-radio networks present a challenging resource allocation problem:
1. **Channel-assignment**: What are the set of channels that each link should operate on?

2. **Scheduling**: When should a link be activated on each channel?

3. **Routing**: How to select route for each source-destination pair that minimize interference and increase throughput?

A multichannel backpressure based algorithm can solve this problem. Some previous works address the issue of designing control protocols for multi-channel multi-radio ad hoc networks [60–66]. But either they are centralized designs or they are too complex to be implemented in real systems. This motivates our single-channel-based backpressure design to be adapted in multichannel networks.

We assume every node has multiple radios and multiple channels are present at every node with the possibility that nodes have different sets of available channels. For our design purposes, we assume that network topology has been formed initially. Though we assume that a network topology has already been initialized, possibly using so-called rendezvous techniques [67–69]. Every node utilizes all the radios it has, to maximize the number of neighbors. We can use generalized routing in this case. The generalized routing may use a combined metric of hop-count, channel switching delay, interference cost etc. Some examples of routing metrics in multi-channel case are given in [70, 71]. After running the generalized routing algorithm, the nodes update their routing tables with extended paths and shortest paths. To share queue information with neighbors, a node piggybacks the queue length information on data packets as described in Chapter 4. Based on the queue information, the nodes prefer shortest paths; if the queue length for any destination are larger than a predefined threshold, then extended paths are also utilized.

Unlike the single channel scenario, there is another dimension of optimization possible in multichannel backpressure algorithm: One can modify or adapt the topology in such a way that the backpressure algorithm can accommodate higher traffic load with new topology. For instance, the nodes can try to re-organize the network topology to provide high capacity routes for the congested flows. The topology adaptation can be performed by doing channel
assignment in distributed fashion. The CARD algorithm provides one example of such an optimization [72].

5.2 Conclusion

In our work, we have focused on a class of throughput-optimal network policies called back-pressure policies. These policies use cross-layer optimization and do scheduling and routing jointly. Though these policies were proposed about twenty years ago, they are still not suitable for many practical applications, particularly for wireless ad hoc networks. In this work, we address three main problems with backpressure-based techniques. First, there is a design deficiency in backpressure routing which causes long and looping routes to be over-utilized and resulting in long delays. Second, many works on backpressure technique make some simplistic assumptions about scheduling and interference in wireless networks resulting in unrealistic scheduling decisions. Finally, it is challenging to implement backpressure policies in a practical, distributed manner.

The first issue is discussed in Chapter 2. We proposed a new technique for backpressure routing which address the problem of high end-to-end delay in routing. Our solution achieves nearly the same throughput region as the capacity region achieved by the optimal backpressure policy. Our packet forwarding scheme can be implemented with any generic routing protocol. In Chapter 3, we presented a novel technique that provides an SINR-based binary conflict graph. By using such conflict graph, the backpressure scheduling policy can utilize well-known graph-based scheduling algorithms while still satisfying realistic interference constraints. We finally presented distributed schemes in Chapter 4 that are based on our centralized designs. The distributed schemes require only one hop information and are easy to implement in the wireless ad hoc networks. We hope that our solutions will aid in future implementations of backpressure-based protocols in wireless ad hoc networks.
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