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The Brjuno numbers play a fundamental role in the study of the 1-dimensional Complex Dynamics Theory. In this work we examine the proof of the Brjuno theorem by using elements of Number Theory. We also examine the topological version of the proof given by J. Yoccoz and his renormalization principle.

If $\alpha \in \mathbb{R} \setminus \mathbb{Q}$, we also describe how the existence of a Siegel disk at the origin for the polynomial $P(z) = \exp(2\pi i \alpha) \cdot (z - z^2)$ implies the linearization of any germ of the form $f(z) = \exp(2\pi i \alpha) \cdot z + O(z^2)$. 
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Chapter 1

Introduction

The study of the dynamics of analytic germs in one complex variable in a neighborhood of a fixed point had been the motivation of several works during the twentieth century. The central problem is to describe the structure of the conjugacy classes in the group $G$ of the analytic germs that leaves the point $z = 0$ fixed. In other words, given an analytic germ $f(z) = \lambda z + \mathcal{O}(z^2)$ with $\lambda \in \mathbb{C}^*$, is there an analytic function $h_f$ defined in some open neighborhood of $0 \in \mathbb{C}$, satisfying $h_f(0) = 0$, $h'_f(0) = 1$ and $f(h_f(z)) = h_f(\lambda z)$?

For the case $|\lambda| \neq 1$, the answer is affirmative. It was shown by G. Koenigs in 1884, who also proved that for $0 < |\lambda| < 1$ the fixed point is an attracting point while for $|\lambda| > 1$ the fixed point is a repelling point (see L. Carleson-T.W.Gamelin[7], A.F. Beardon[3]). But, if $\lambda$ is a root of unity, i.e. $\lambda = \exp(2\pi i p/q)$ with $p/q \in \mathbb{Q}$, the answer for the question above can be negative; however Ecalle[14] and Voronin[31] have done a complete classification which guarantees whether $h_f$ exists or not.

The most interesting case happens when $|\lambda| = 1$ and $\lambda$ is not a root of unity. This means that $\lambda = \exp(2\pi i \alpha)$, where $\alpha \in \mathbb{R} \setminus \mathbb{Q}$. In order to prove that $h_f$ can be an analytic function in some neighborhood at the origin, for the case $\lambda = \exp(2\pi i \alpha)$, $\alpha \in \mathbb{R} \setminus \mathbb{Q}$, we can assume (formally) that $h_f$ has a power series representation at the origin. By the formulas in question, it is possible to determine the coefficients of the formal power series of $h_f$; the denominators of these coefficients can be written as products of the form $(\lambda^n - \lambda)$ for $n \geq 2$, since $\alpha$ is an irrational number these products could be very small, which implies that $h_f$ may not converge.

The first significant result, although negative, was given by H.Cremer[10] who considering the sequence of continued fractions $(p_n/q_n)_{n \geq 0}$ associated to $\alpha$, proved that the arithmetical condition

$$\sup_{n \geq 0} \frac{\log(q_{n+1})}{q_n} = +\infty$$

causes the divergence of $h_f$. 
The first positive result was given by Carl Ludwig Siegel[29] in 1942, who proved in a historical article that the formal series of \( h_f \) around the origin has positive radius of convergence (which means that \( h_f \) is analytic in some neighborhood at 0) when the irrational number \( \alpha \) satisfies a diophantine condition, i.e. if there exist \( c > 0 \) and \( \mu > 2 \) such that

\[
\left| \alpha - \frac{p}{q} \right| \geq \frac{c}{q^\mu}
\]

then the radius of convergence of \( h_f \) is positive. In the original proof of Siegel[29], he provided direct estimates for the coefficients of \( h_f \), but in this paper we present a different approach. Part of the organization of the proof given here has been taken from two books, A.F. Beardon[3] and L. Carleson-T.W.Gamelin[7].

In 1965, following the same ideas of the proof given by C.L. Siegel, A.D. Brjuno[4] improved the arithmetical condition using some properties of the continued fractions (see Appendix D). He proved that the arithmetical condition

\[
\sum_{n \geq 0} \frac{\log(q_{n+1})}{q_n} < +\infty
\]

implies the analyticity of \( h_f \) in some open neighborhood of the origin.

In this paper we present two different proofs of the Brjuno theorem. In Chapter 2, our attention is focused on the proof of the Siegel theorem and the first version of the Brjuno theorem. This first version has been taken from S. Marmi[24] who used two strong results that significantly shorten the original proof given by Brjuno. These two of results are the Davie Lemma and the famous Bieberbach Theorem which was proven by L. De Branges[5] in 1984. Basically, this version is focused on direct estimates for the coefficients of the formal power series of \( h_f \).

In Chapter 3, we are focused on the second version of the proof of the Brjuno theorem. We follow the same techniques used by J.Yoccoz in [30] and X.Buff and A.Chéritat in [6]; however, we introduce some definitions given by S. Marmi in [24]. In Section 3.2, for any \( f(z) = \lambda z + \mathcal{O}(z^2) \) univalent on the open unit disk \( \mathbb{D} \), with \( |\lambda| \leq 1 \), we introduce the definition of stability at 0. The point \( 0 \in \mathbb{C} \) is called stable for the map \( f \) if and only if 0 belongs to the interior of the set \( K_f = \bigcap_{n \geq 0} f^{-n}(\mathbb{D}) \). In Section 3.2, we also prove that if \( f(z) = \lambda z + \mathcal{O}(z^2) \) is univalent on the open unit disk \( \mathbb{D} \), with \( |\lambda| \leq 1 \), then

\[
0 \text{ is stable } \iff h_f \text{ is analytic at 0.}
\]

If \( f(z) = \lambda z + \mathcal{O}(z^2) \) is univalent on the open unit disk \( \mathbb{D} \), where \( \lambda = \exp(2\pi i \alpha) \) and \( \alpha \in (0, 1) \setminus \mathbb{Q} \), then \( f \) lifts to a map \( F : \mathbb{H} \to \mathbb{C} \) by using the map \( E : \mathbb{H} \to \mathbb{D}^\ast \) defined by \( E(Z) = \exp(2\pi i Z) \); such a map \( F \) is univalent, \( \mathbb{Z} \)-periodic and satisfies

\[
\lim_{|Z| \to +\infty} (F(Z) - Z) = \alpha.
\]

For this reason, we define \( \mathcal{F}(\alpha) \) as the collection of all mappings \( F \) as in the previous sentence. In Section 3.5, using the renormalization technique of Yoccoz (developed in Section
3.3 and Section 3.4) we prove that if $F \in \mathcal{F}(\alpha)$ and $\alpha$ satisfies the Brjuno condition, there exists $C > 0$ such that

$$F^{\circ m}(Z) \in \mathbb{H}$$

for all $Z \in \mathbb{H}$ with $\Im(Z) > C$. As a consequence the open disk $E\{Z \in \mathbb{H} : \Im(Z) > C\}$, which contains 0, is contained in $K_f$. This means that 0 is an interior point for $K_f$ and therefore 0 is stable. So, by the equivalence between stability of 0 and the analyticity of $h_f$, given in Section 3.2, we conclude that the radius of convergence of $h_f$ is positive. The crucial fact in this second version is that we prove the analyticity of $h_f$ without computing any estimates on the coefficients of the formal power series $h_f$.

From the definition of the set $K_f$ given above (see also Section 3.2), we define a Siegel disk at 0 as the connected component of the interior of $K_f$ which contains zero. In Section 3.2, we also prove that stability of $f$ at 0 is equivalent to the existence of a Siegel disk at 0.

In Chapter 4, our attention is focused on the Quadratic Polynomial Theorem which states that the stability at 0 for the quadratic polynomial $P_\lambda(z) = \lambda(z - z^2)$, where $\lambda = E(\alpha)$ and $\alpha \in \mathbb{R} \setminus \mathbb{Q}$, is enough to guarantee the stability at 0 for every germ of the form $f(z) = \lambda z + O(z^2)$. This result was first given by Jean Yoccoz in 1985. In this paper we provide the proof of the Quadratic Polynomial Theorem with more specific details. In Section 4.1, for any univalent map $f(z) = \lambda z + O(z^2)$ defined on the open unit disk $\mathbb{D}$ with $\lambda = E(\alpha)$ and $\alpha \in \mathbb{R} \setminus \mathbb{Q}$, we apply the same technique used in the Straightening Theorem for polynomial-like mappings (of degree 2) given by A. Douady and J. Hubbard in [12] and prove that there exists $a_0 \in (0,1]$ such that for all $a \in (0,a_0]$ and $b \in \mathbb{C}$ with $|b| = 10$, the map $f_{a,b}(z) = a^{-1} f(az) + bz^2$ is quasiconformally conjugate to the quadratic polynomial $\lambda z + bz^2$. This means that there exist a quasiconformal map $\phi \equiv \phi_{f_{a,b}}$ such that

$$f_{a,b}(\phi(z)) = \phi(\lambda z + bz^2)$$

for all $a \in (0,a_0]$ and $b \in \mathbb{C}$ with $|b| = 10$. As an immediate consequence, $f_{a,b}$ is quasiconformally conjugate to the polynomial $\lambda(z - z^2)$. Since a quasiconformal map is in particular a homeomorphism, the existence of a Siegel disk at 0 for the quadratic polynomial $P_\lambda$ implies the existence of a Siegel disk at 0 for the mappings $f_{a,b}$ and therefore the analyticity of the mappings $h_{f_{a,b}}$. In Section 4.2 we describe how the analyticity of the mappings $h_{f_{a,b}}$ for $a \in (0,a_0]$, $b \in \mathbb{C}$ with $|b| = 10$ implies the analyticity of the map $h_{f_{a,0}}$ near the origin, and therefore the existence of a Siegel disk at 0 for the map $f(z) = \lambda z + O(z^2)$. 
Chapter 2

From Siegel to Brjuno

In this chapter we are going to prove one of the most interesting results in 1-dimensional Complex Dynamics Theory, the Brjuno theorem. A weak version of this theorem was first proven by Carl Ludwig Siegel in 1942 by using elements of Number Theory such as Diophantine numbers. The first three sections of this chapter are focused on this particular case. In the fourth section we give the definition and some properties of continued fractions which are used in the proof of Davie’s Lemma[11]. Finally, in the fifth section we prove the Brjuno theorem by using Davie’s Lemma and the Bieberbach theorem[9].

2.1 Small Divisors

Consider the analytic map \( f \) given by \( f(z) = 3z - 4z^3 \).
Is there an analytic function \( h \) defined in some open neighborhood of \( 0 \in \mathbb{C} \), such that \( h(0) = 0, h'(0) = 1 \) and \( f(h(z)) = h(f'(0)z) \)? Well, in this case the answer is affirmative because \( h(z) = \sin(z) \) satisfies all of the conditions required above. So given an analytic germ \( f \) at the origin \( 0 \in \mathbb{C} \) with \( f(0) = 0, f'(0) = \lambda \in \mathbb{C}^* \), the next natural question would be: Is there an analytic function \( h \) defined in some open neighborhood of \( 0 \in \mathbb{C} \), satisfying

\[
h(0) = 0, h'(0) = 1 \quad \text{and} \quad f(h(z)) = h(\lambda z),
\]

(2.1.1)

For the case \( |\lambda| \neq 1 \) (see [7]) the answer is affirmative. But, if \( \lambda \) is a root of unity the answer can be negative. Details about this case may be found in Ecalle[14] and Voronin[31]. However, here we are focused on the interesting case: \( |\lambda| = 1 \) and \( \lambda \) is not a root of the unity. This is the case

\[
\lambda = \exp(2\pi i \alpha),
\]

(2.1.2)

where \( \alpha \in \mathbb{R}\setminus\mathbb{Q} \). We will consider the power series associated to \( f \)

\[
f(z) = \sum_{i \geq 1} a_i z^i, \quad a_1 = \lambda
\]
and we assume that the formal power series of $h$ is given by

$$h(z) = \sum_{i \geq 1} h_i z^i.$$

If $h$ is the solution of the functional equation given by 2.1.1, the coefficients of the last series must satisfy (formally) the following recursive relation:

$$h_n = \begin{cases} 
1 & \text{for } n = 1, \\
\frac{1}{\lambda^n - \lambda} \sum_{m=2}^{n} a_m \sum_{n_1 + \cdots + n_m = n} h_{n_1} h_{n_2} \cdots h_{n_m} & \text{for } n \geq 2 \end{cases} \quad (2.1.3)$$

The terms of the form $\lambda^n - \lambda$ may cause the divergence of $h$ in any open neighborhood of the origin $0 \in \mathbb{C}$ as we will see in the following result which was first given in 1917 by G.A. Pfeiffer.

**Theorem 2.1.1.** There is $\lambda = \exp(2\pi i \theta)$ with $\theta \in \mathbb{R} \setminus \mathbb{Q}$ for which the equation 2.1.1 has no solution for any polynomial $f$ of degree $d \geq 2$.

**Proof.** Let $f(z) = z^d + \cdots + \lambda z$ and suppose there exists an analytic solution $h$ of 2.1.1 defined on $\Delta(0, \delta) = \{ z \in \mathbb{C} : |z| < \delta \}$. Consider the $d^n$ fixed points of $f^n$; that is, the roots of the polynomial equation

$$f^n(z) - z = z^d + \cdots + (\lambda^n - 1)z = 0$$

One of these roots is $0 \in \mathbb{C}$. Label the others $\mu_1, \mu_2, \ldots, \mu_{d^n-1}$ and note that if the origin is the unique zero of $f^n(z) = h(\lambda^nh^{-1}(z))$ in $\Delta(0, \delta)$, then $\mu_j \notin \Delta(0, \delta)$. Assuming $\delta$ small ($\delta \ll 1$), we have

$$\delta^{d^n} \ll \prod_{j=1}^{d^n-1} |\mu_j| = |1 - \lambda^n| \quad (2.1.4)$$

We now construct a $\lambda$ for which the last inequality is impossible, contradicting the existence of $h$. Suppose $q_1 < q_2 < q_3 < \ldots$ is an increasing sequence of integers such that $\theta = \sum_{k=1}^{+\infty} 2^{-q_k} \in \mathbb{R} \setminus \mathbb{Q}$, and define $\lambda = \exp(2\pi i \theta)$. It is not difficult to see that $\exp(2\pi i (\theta 2^k)) = \exp(2\pi iw)$ where $w = 2^q + 1 + \sum_{k \geq l+2} 2^{q_k}$. By an elementary computation

$$|1 - \exp(2\pi iw)| = 2|\sin(\pi w)| \leq 2\pi |w|$$

and

$$|w| = w \leq 3 \cdot 2^q + 1$$
Then
\[ |1 - \lambda^{2q_l}| = |1 - \exp(2\pi i w)| \leq 6\pi \cdot 2^{q_l-q_l+1} \]

If \( h \) exists, replacing \( n \) by \( 2q_l \) in the inequality 2.1.4 we get
\[ \delta^{2q_l} \leq |1 - \lambda^{2q_l}| \leq 6\pi \cdot 2^{q_l-q_l+1} \]
which implies that
\[ q_{l+1} \leq q_l + \log_2(6\pi) + \lfloor \log_2(\frac{1}{\delta}) \rfloor d^{2q_l} \]
On the other hand, since \( d \in \mathbb{Z}^+ \), \( d \geq 2 \) and \( q_l \geq 2 \) for all \( l \geq 2 \), we obtain
\[ q_l < d^{2q_l} \]
\[ 6\pi < 2^{x^2} \leq 2^{d^{2q_l}} \]
Hence
\[ q_l + \log_2(6\pi) < 2 \cdot d^{2q_l} \quad \text{for all } l \geq 2 \]
Then
\[ q_{l+1} < cd^{2q_l} \]
where \( c = c(\delta) = (2 + \log_2(\frac{1}{\delta})) > 0 \). But if we consider by induction \((q_k)_{k \geq 1}\) such that
\[ \log_2(q_{k+1}) > k2^{q_k} \quad \text{for all } k \in \mathbb{Z}^+ \], we get a contradiction. \( \square \)

### 2.2 Siegel’s Theorem

Now we know that the equation 2.1.1 may not have a solution for the case \( \lambda = \exp(2\pi i \alpha) \), \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). However, Siegel[29], assuming an arithmetical condition on \( \alpha \), proved the existence of the solution of the equation 2.1.1.

**Theorem 2.2.1.** Let \( f(z) = \sum_{n \geq 1} a_n z^n \) be an analytic function in a neighborhood of the origin \( 0 \in \mathbb{C} \) with \( a_1 = \lambda = \exp(2\pi i \alpha) \). If \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) and there exist constants \( \tilde{c} > 0 \), \( \mu > 2 \) satisfying
\[ |\alpha - \frac{p}{q}| \geq \frac{\tilde{c}}{q^\mu} \quad \text{for all } \frac{p}{q} \in \mathbb{Q} \quad (q \in \mathbb{Z}^+) \], then the equation 2.1.1 has an analytic solution in some open neighborhood of the origin \( 0 \in \mathbb{C} \).

In order to prove the Siegel theorem we have to do some preliminary analysis.

**Proposition 2.2.2.** The arithmetical condition implies that there exist \( c > 1 \) and \( k \in \mathbb{Z}^+ \) such that
\[ \frac{1}{|\lambda^n - 1|} \leq \left( \frac{c}{k!} \right) n^k \quad \text{for all } n \in \mathbb{Z}^+ \]
Proof. Let $n$ be a natural number, and let $m$ be the closest integer to $n\alpha$. Since $n\alpha$ is irrational, $|n\alpha - m| < 1/2$. By an elementary computation
\[ |\lambda^n - 1| = |e^{2\pi i (n\alpha)} - e^{2\pi i (m)}| = 2|\sin(\pi n\alpha)| = 2|\sin(\pi(n\alpha - m))| \]
By the hypothesis and since $2\pi/|y| \leq |\sin(y)|$ on $[-\pi/2, \pi/2]$, we have
\[ \frac{\bar{c}}{n^\mu} \leq 4n - m \leq \frac{1}{\pi} |\pi(n\alpha - m)| \leq 2|\sin(\pi(n\alpha - m))| \leq |\lambda^n - 1| \]
Therefore, it is enough to consider $c > \max\left\{ \frac{k!}{\bar{c}}, 1 \right\}$ and $k = \left\lceil \mu \right\rceil + 1$, where $\left\lceil \cdot \right\rceil$ denotes the integer part.

On the other hand, solving the equation 2.1.1 is equivalent to finding an analytic function $\varphi$ such that $\varphi(0) = 0$, $\varphi'(0) = 1$ and $\varphi^{-1} \circ f \circ \varphi(z) = \lambda z$. Note that
\[
\begin{align*}
f(z) &= \lambda z + F(z) \\
\varphi(z) &= z + \Phi(z)
\end{align*}
\]
where
\[ F(z) = \sum_{i \geq 2} a_i z^i \quad \text{and} \quad \Phi(z) = \sum_{i \geq 2} b_i z^i \]
We have to find $\varphi$ satisfying $\varphi^{-1} \circ f \circ \varphi(z) = \lambda z$, which is equivalent to getting
\[
\begin{align*}
f(\varphi(z)) &= \varphi(\lambda z) \\
\lambda \varphi(z) + F(\varphi(z)) &= \lambda z + \Phi(\lambda z) \\
\lambda z + \lambda \Phi(z) + F(\varphi(z)) &= \lambda z + \Phi(\lambda z) \\
F(\varphi(z)) &= \Phi(\lambda z) - \lambda \Phi(z)
\end{align*}
\]
Now the idea is to replace the last functional equation by the following simple equation:
\[ F(z) = \Phi(\lambda z) - \lambda \Phi(z). \]
Substituting 2.2.3 into 2.2.4, we obtain
\[ \sum_{j \geq 2} a_j z^j = \sum_{j \geq 2} b_j (\lambda z)^j - \lambda \sum_{j \geq 2} b_j z^j \]
So
\[ |b_j| = |a_j| \frac{1}{|\lambda^{j-1} - 1|} \quad \text{for all} \quad j \geq 2 \]
By Proposition 2.2.2, $|b_j| \leq |a_j| \left( \frac{c}{k!} \right) (j - 1)^k$ for all $j \geq 2$. Hence
\[ \limsup \sqrt[3]{|b_j|} \leq \limsup \sqrt[3]{|a_j|}. \]
From the last inequality, the radius of convergence of $f$ is less than or equal to the radius of convergence of $\varphi$.

Consider $A = 2c(20)^{k+2}$ and $B = (30)^{k+2}$, and choose $\delta$ and $\theta$ such that

$$\begin{cases} 0 < \delta = \delta_0 < \frac{1}{c} \frac{1}{10^{k+2}} \frac{1}{2^{2k+4}} \frac{1}{AB} \\ \theta = \theta_0 = \frac{1}{10^{1+(2)^n}} < \frac{1}{5} \end{cases} \quad (2.2.5)$$

Note that $c\delta < \theta^{2k+4} < \theta^{k+2}$. By the continuity of $F'$, there exists $r > 0$ such that if $|z| \leq r$ then $|F'(z)| < \delta$. Hence, there exist positive real numbers $\delta$, $\theta$, and $r$ satisfying:

- (c1) $f$ is analytic in $\Delta(0, r) := \{z \in \mathbb{C} : |z| \leq r\}$.
- Therefore $\varphi$ is analytic on $\Delta(0, r) := \{z \in \mathbb{C} : |z| < r\}$.
- (c2) $\theta < \frac{1}{5}$
- (c3) $c\delta < \theta^{k+2}$
- (c4) If $|z| \leq r$ then $|F'(z)| \leq \delta$

**Proposition 2.2.3.** Using the preceding notation, for $z \in \Delta(0, r)$ we have

1. $|\Phi'(z)| \leq c\|F'\| \left[\frac{r}{r - |z|}\right]^{k+1}$, where $\|F'\| = \sup\{|F'(z)| : |z| \leq r\}$.

2. If $|z| < r(1 - \theta)$ then $|\Phi'(z)| < c\frac{\|F'\|}{\theta^{k+1}} \leq c\frac{\delta}{\theta^{k+1}} < \theta$.

Clearly the second part comes from the first part and the item (c3). So it is enough to prove the first part of this proposition.

**Proof.** From the Cauchy estimates for the power series coefficients of $F'$ we have

$$|ja_j| \leq \frac{\|F'\|}{r^{j-1}}$$

Hence

$$|\Phi'(z)| = \sum_{j \geq 2} |j b_j z^{j-1}| \leq \sum_{j \geq 2} |ja_j| \frac{c}{k!} (j - 1)^k |z|^{j-1}$$

$$\leq c\|F'\| \sum_{j \geq 2} \frac{(j - 1)^k}{k!} (\frac{|z|}{r})^{j-1} < c\|F'\| \sum_{j \geq 1} \frac{(j + k - 1)!}{(j - 1)!k!} (\frac{|z|}{r})^{j-1}$$
Therefore
\[ |\Phi'(z)| \leq c\|F'\| \left(\frac{r}{r-|z|}\right)^{k+1} \]

\[ \square \]

**Definition 2.2.4.** For each \( m \in \{0,1,2,3,4,5\} \), we define the open disks \( D_m \) by
\[ D_m := \{ z \in \mathbb{C} : |z| < r(1-m\theta) \} \).

It is clear that \( D_5 \subseteq D_4 \subseteq \ldots \subseteq D_1 \subseteq D_0 = \Delta(0,r) \).

**Proposition 2.2.5.** The mappings \( \varphi, f, \varphi^{-1} \) satisfy the following diagram :
\[ D_4 \xleftarrow{\varphi} D_3 \xrightarrow{f} D_2 \xrightarrow{\varphi^{-1}} D_1. \]

**Proof.** This comes from the definition above and the items (c1) and (c3). \( \square \)

Since we changed the original functional equation for another simpler one, it implies that \( \varphi^{-1} \circ f \circ \varphi(z) = \lambda z + \text{“an analytic function”} \). Now we are focused on how “ big ” is this analytic function on \( D_5 \).

**Proposition 2.2.6.** If we consider \( \varphi^{-1} \circ f \circ \varphi(z) = \lambda z + G(z) \), then
\[ |G'(z)| \leq \frac{2c\delta^2}{\theta^{k+2}} \text{ for all } z \in D_5. \]

**Proof.** By the equation 2.2.4, it is easy to deduce that for all \( z \in D_4 \),
\[ G(z) = \Phi(\lambda z) - \Phi(\lambda z + G(z)) + F(z + \Phi(z)) - F(z) \]
Since \( D_4 \subseteq D_1 \), we can apply the second part of Proposition 2.2.3 to \( D_4 \) and obtain
\[ |G(z)| \leq \theta |G(z)| + \delta \sup \{ |\Phi'(\tau)| : \tau \in D_4 \} |z| \leq \theta |G(z)| + \delta \frac{c\delta}{\theta^{k+1}} r \]
So
\[ |G(z)| \leq \frac{c\delta^2}{\theta^{k+1}} \frac{r}{1-\theta} \]
Now, fix \( z \in D_5 \). Clearly \( \{ w : |w - z| \leq r\theta \} \subseteq D_4 \). Then
\[ |G'(z)| = \left| \frac{1}{2\pi i} \int_{\gamma} \frac{G(w)}{(w-z)^2} dw \right| \leq \frac{c\delta^2}{\theta^{k+1}} \frac{r}{1-\theta} \frac{\theta r}{\theta^2}, \]
where \( \gamma(t) = z + r\theta \exp(it), t \in [0,2\pi] \). Finally, since \( \theta < 1/5 \) the assertion follows. \( \square \)
Proposition 2.2.7. Let $k \in \mathbb{Z}^+$ and $c > 1$, and consider $A = 2c(20)^{k+2}$ and $B = (30)^{k+2}$. Choose $\delta_0$ with $0 < \delta_0 < \frac{1}{c} \frac{1}{10^{k+2}} \frac{1}{2^{k+2}} \frac{1}{AB}$. Define by induction $\delta_{n+1} = \frac{2c\delta_n^2}{\delta_n^{k+2}}$, where $\theta_n = \frac{1}{10^{1+2^n}}$ for all $n \geq 0$. Then

$$\delta_n < \frac{1}{c} (\theta_n)^{k+2} \text{ for all } n \geq 0.$$

Proof. See Appendix A.

Proof of Theorem 2.2.1. We are going to inductively define sequences $(f_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, and $(\varphi_n)_{n \geq 0}$ satisfying $f_{n+1}(z) = \lambda z + F_n(z)$. For this, consider $f_0 = f$ and $F_0 = F$ as in the equation 2.2.1 and define $\varphi_0$ by $\varphi_0(z) = z + \Phi_0(z)$ where $\Phi_0$ is the solution of the functional equation 2.2.4. This means

$$F_0(z) = \Phi_0(\lambda z) - \lambda \Phi_0(z).$$

By Proposition 2.2.5 $\varphi_0^{-1} \circ f_0 \circ \varphi_0$ is well defined in some open neighborhood of zero. Now define

$$f_1(z) = \varphi_0^{-1} \circ f_0 \circ \varphi_0(z) \quad \text{ and } \quad F_1(z) = f_1(z) - \lambda z.$$

It is not difficult to check that $f_1$ and $F_1$ have the form given in 2.2.1. Hence we can define $\varphi_1$ from $f_1$ and $F_1$ in the same way as $\varphi_0$ was defined from $f_0$ and $F_0$. Then we can define (formally)

$$f_2(z) = \varphi_1^{-1} \circ f_1 \circ \varphi_1(z) \quad \text{ and } \quad F_2(z) = f_2(z) - \lambda z.$$

Again, it is not difficult to check that $f_2$ and $F_2$ have the form given in 2.2.1. Hence we can define $\varphi_2$ from $f_2$ and $F_2$ in the same way as $\varphi_1$ was defined from $f_1$ and $F_1$. Hence, we inductively define (formally)

$$f_{n+1}(z) = \varphi_n^{-1} \circ f_n \circ \varphi_n(z) \quad \text{ and } \quad F_{n+1}(z) = f_{n+1}(z) - \lambda z.$$

The well definition of these sequences depends on the right selection of the parameters $\delta_n$, $\theta_n$ and $r_n$; for this, consider $\delta_0$ and $\delta_n$ as in proposition 2.2.7 and

$$\theta_n = \frac{1}{10} \left( \frac{1}{1 + 2^n} \right) \quad \text{ and } \quad r_n = \frac{r}{2} \left( 1 + \frac{1}{2^n} \right).$$

where $r$ is a fixed positive number such that

$$\text{if } |z| \leq r \text{ then } |F(z)| = |F_0(z)| < \delta_0.$$

On the other hand, we will have “new” $D_5, D_4, \ldots, D_1, D_0$ in each step. That is why for each $n$ we define

$$D_{n,m} = \{ z \in \mathbb{C} \text{ such that } |z| < r_n (1 - m\theta_n) \}.$$
where \( m \in \{0, 1, 2, 3, 4, 5\} \). By the definition of the sequence \((r_n)\), we have
\[
  r_{n+1} = \frac{r}{2}(1 + \frac{1}{2^{n+1}}) = \frac{r}{2}(1 + \frac{1}{2^n})(\frac{2^n}{1+2^n})(1 + \frac{1}{2^{n+1}})
\]
So
\[
  r_{n+1} = r_n(\frac{2^n}{1+2^n} + \frac{1}{2^n}) = r_n(1 - \frac{1}{1+2^n} + \frac{1}{2^n}) = r_n(1 - 5\theta_n)
\]
which means that \( D_{n+1,0} = D_{n,5} \). This implies that
\[
  V \subseteq \ldots \subseteq D_{n+1,0} = D_{n,5} \subseteq D_{n,4} \subseteq \ldots
\]
where \( V = \{ z \in \mathbb{C} : |z| < \frac{r}{2} \} \). Therefore, by Proposition 2.2.5 \( f_{n+1} = \varphi_{n-1} \circ f_n \circ \varphi_n \) are well defined for each n. Using the condition (c4) for \( z \in D_{n,0} \) we have \( |F_n'(z)| \leq \delta_n \), in particular this holds on \( D_{n,4} \). By Proposition 2.2.6,
\[
  |F_{n+1}'(z)| \leq \frac{2c\delta_n^2}{\delta_{k+2}} \text{ for all } z \in D_{n,5}
\]
Hence \( |F_{n+1}'(z)| \leq \delta_{n+1} \) for all \( z \in D_{n,5} = D_{n+1,0} \). By the selection of \( \delta_0, \theta_n \) and Proposition 2.2.7, it is not difficult to check that \( \delta_n \to 0 \) as \( n \to \infty \). So \( F_{n+1}'(z) \) converges uniformly to zero on \( V \). Since each \( f_n \) is analytic on \( V \) and \( F_{n+1}'(z) \) converges uniformly to zero on \( V, F_n(z) \) must converge uniformly to zero on \( V \). For each n, denote by \( \psi_n \) the function \( \varphi_0 \circ \varphi_1 \circ \ldots \circ \varphi_n \). By the definition of \( f_{n+1} \),
\[
  \psi_{n-1} \circ f \circ \psi_n(z) = f_{n+1}(z) = \lambda z + F_{n+1}(z)
\]
for all \( z \in V \). By Proposition 2.2.5, we have
\[
  \psi_n := \varphi_0 \circ \varphi_1 \circ \ldots \circ \varphi_n : D_{n,4} \to D_{0,3}
\]
and since \( V \subseteq D_{n,4} \) for all \( n \geq 0 \), we conclude that \( \{\psi_n\}_{n \geq 0} \) is a normal family on \( V \). So, by Montel’s Theorem (see [8], [7]) the sequence \( (\psi_n)_{n \geq 0} \) has a subsequence \( (\psi_{n_j})_{j \in \mathbb{Z}^+} \) which converges. Let \( h := \lim_{j \to \infty} \psi_{n_j} \).
Since the \( \varphi_n \)'s are perturbations of the identity \( z \mapsto z \), the \( \psi_n \)'s are also, whence \( h(z) = z + \mathcal{O}(z^2) \) and \( h \) is injective. Applying Hurwitz’s Theorem [8], the sequence \( \psi_{n_j}^{-1} \) converges uniformly to \( h^{-1} \). Then, by 2.2.6
\[
  \psi_{n_j}^{-1} \circ f \circ \psi_{n_j}(z) = \lambda z + F_{n_j+1}(z) \text{ for all } z \in V
\]
Therefore
\[
  h^{-1} \circ f \circ h(z) = \lambda z \text{ for all } z \in V.
\]
\[ \square \]
2.3 Diophantine Numbers

We do not know yet whether there exist irrational real numbers satisfying the hypothesis of Siegel’s Theorem. This means: Are there any irrational numbers $\alpha \in \mathbb{R}$ for which is possible to find constants $c = c(\alpha) > 0$ and $\mu = \mu(\alpha) > 2$ such that,

$$\left| \alpha - \frac{p}{q} \right| \geq \frac{c}{q^\mu} \quad (2.3.1)$$

for all $\frac{p}{q} \in \mathbb{Q}, q \in \mathbb{Z}^+$. The following theorem gives an affirmative answer for this question. For the details of the proof see [2], [17].

**Theorem 2.3.1. Liouville’s Theorem.** For every algebraic $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ of degree $n > 1$, there exists a constant $c = c(\alpha) > 0$ such that:

$$\left| \alpha - \frac{p}{q} \right| \geq \frac{c}{q^n} \quad (2.3.2)$$

for all $p \in \mathbb{Z}$ and $q \in \mathbb{Z}^+$.

This result was the motivation of the following definition.

**Definition 2.3.2.** We say that $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ satisfies a diophantine condition (or $\alpha$ is diophantine) if there exist real numbers $c > 0$, $\mu > 2$ for which the inequality 2.3.1 holds for all $\frac{p}{q} \in \mathbb{Q}, q \in \mathbb{Z}^+$.

Well, there are two natural questions.

- Is there any diophantine real number which is not algebraic?
- Is there any other way to prove that there exist irrational numbers which are not diophantine without using Theorem 2.1.1 and Theorem 2.2.1?

We will answer these questions in an affirmative way after introducing the concept of continued fraction.

2.4 Continued Fractions

**Definition 2.4.1.** Given $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ define the following sequences

$$\begin{cases} a_0 = \lfloor \alpha \rfloor; \quad \alpha_0 = \alpha - \lfloor \alpha \rfloor \\ a_n = \lfloor \alpha_{n-1}^{-1} \rfloor; \quad \alpha_n = \alpha_{n-1}^{-1} - a_n \text{ for all } n \geq 1 \end{cases} \quad (2.4.1)$$
The \( a_n \) are called partial coefficients associated to the number \( \alpha \). Using the preceding notation, we define \((p_n)_{n \geq 2}, (q_n)_{n \geq -2}\) as follows: \( p_{-2} = q_{-1} = 0, p_{-1} = q_{-2} = 1 \), and

\[
\begin{cases}
  p_n = a_n p_{n-1} + p_{n-2} \\
  q_n = a_n q_{n-1} + q_{n-2}
\end{cases}
\]

for all \( n \geq 0 \). The fraction \( \frac{p_n}{q_n} \) is called the \( n \)-th continued fraction of \( \alpha \).

**Proposition 2.4.2. Properties of Continued Fractions**

1. For all \( n \geq -1 \) : \( q_n p_{n-1} - p_n q_{n-1} = (-1)^n \).
2. For all \( n \geq 0 \) : \( |\alpha - \frac{p_n}{q_n}| < \frac{1}{q_n q_{n+1}} \).
3. \( q_0 \leq q_1 \) and \( q_n \geq n \).
4. \( \frac{1}{q_{n+1} + q_n} < |q_n \alpha - p_n| \).
5. For all \( k \geq 1 \) : \( q_k \geq \left(\frac{\sqrt{5} + 1}{2}\right)^{k-1} \).

**Proof.** For the proof of these facts see [2], [17] or [22].

**Definition 2.4.3.** Given \( x \in \mathbb{R} \setminus \mathbb{Q} \), define \( \|x\| := \min\{|n - x| : n \in \mathbb{Z}\} \).

**Theorem 2.4.4.** The following facts hold:

1. \( \|q_n \alpha\| = |q_n \alpha - p_n| \).
2. \( \|q_0 \alpha\| \geq \|q_1 \alpha\| > \|q_2 \alpha\| > \ldots > \|q_n \alpha\| > \ldots > 0 \).
3. \( \|q_n \alpha\| < |q \alpha - p| \) for all \( p, q \in \mathbb{Z} \), \( 0 < q < q_n \) and \( \frac{p}{q} \neq \frac{p_n}{q_n} \).
4. \( \|q_n \alpha\| \leq |q \alpha - p| \) for all \( p, q \in \mathbb{Z} \) and \( 0 < q < q_{n+1} \).
5. If \( |\alpha - \frac{p}{q}| < \frac{1}{2q^2} \), then \( \frac{p}{q} \) is a continued fraction of \( \alpha \).

**Proof.** For more details see [17],[22] and [25]

**Theorem 2.4.5.** The following facts hold:

(i) The number \( e \) is diophantine.

(ii) The number \( \pi \) is diophantine.
(iii) Let \( a_0 = 0, \ a_n = 10^n! \) for \( n \geq 1 \), and consider \( \alpha = \lim_{n \to \infty} \frac{p_n}{q_n} \) where \((p_n)_{n \geq 0}\) and \((q_n)_{n \geq 0}\) are constructed as in 2.4.2. Then \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) and \( \alpha \) is not diophantine.

In this section, we just provide the proof of the third item of this theorem. The proof of the first item is given in Appendix B. For the proof of the second item see [23].

**Proof.** By the continued fractions algorithm, we can construct a bijection between the set of irrational numbers and the set

\[ L = \{ (a_0, a_1, \ldots, a_n, \ldots) \mid a_0 \in \mathbb{Z}, a_i \in \mathbb{Z}^+, \text{ for all } i \geq 1 \} \]

The details of the construction of this bijection may be found in [17]. So we can conclude that \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). By Definition 2.4.1, one sees that:

- \( q_1 = a_1 < a_1 + 1 \).
- \( q_2 = a_2q_1 + q_0 \), but \( q_0 = 1 < q_1 = a_1 = 10 \) so \( q_2 < (a_2 + 1)q_1 \).
- \( q_3 = a_3q_2 + q_1 \), but \( q_1 < q_2 \) so \( q_3 < (a_3 + 1)q_2 \).

By induction \( q_n < (a_1 + 1)(a_2 + 1)\ldots(a_n + 1) \) for all \( n \geq 1 \), so

\[ q_n < \left( 1 + \frac{1}{10^{1!}} \right) \left( 1 + \frac{1}{10^{2!}} \right) \ldots \left( 1 + \frac{1}{10^{n!}} \right) a_1a_2\ldots a_n \text{ for all } n \geq 1 \]

An elementary calculation shows that \( \frac{1}{10^{n!}} < \frac{1}{10^{2n-1}} \) for all \( n > 2 \), hence

\[ \left( 1 + \frac{1}{10^{1!}} \right) \left( 1 + \frac{1}{10^{2!}} \right) \ldots \left( 1 + \frac{1}{10^{n!}} \right) \leq \left( 1 + \frac{1}{10^{1!}} \right) \left( 1 + \frac{1}{10^{2!}} \right) \ldots \left( 1 + \frac{1}{10^{2n-1}} \right) \]

Then

\[ q_n < \left( \frac{1 - \frac{1}{10^{2n-1}}}{1 - \frac{1}{10}} \right) a_1 \ldots a_n < \left( \frac{1}{1 - \frac{1}{10}} \right) a_1 \ldots a_n = \left( \frac{10}{9} \right) a_1 \ldots a_n \]

So \( q_n < 10 \cdot 10^{1!} \cdot 10^{2!} \ldots 10^{n!} \) and since \( 1 + 1! + 2! + \ldots + (n - 1)! + n! \leq 2(n!) \) for all \( n \geq 1 \), we get \( q_n < (10^n)!^2 = a_n^2. \) By Proposition 2.4.2(2), we have \( |\alpha - \frac{p_n}{q_n}| < \frac{1}{q_nq_{n+1}} \) for all \( n \geq 0 \), hence

\[ \frac{1}{a_{n+1}} = \frac{a_n}{a_{n+1}} < \frac{1}{a_n} < \frac{1}{q_n} < \frac{1}{\sqrt{q_n}} \]
If \( \alpha \) was diophantine, there must exist \( c > 0, \mu > 2 \) such that
\[
\left| \alpha - \frac{p}{q} \right| \geq \frac{c}{q^\mu}
\]
for all \( p \in \mathbb{Z} \) and \( q \in \mathbb{Z}^+ \). In particular, for \( p = p_n \) and \( q = q_n \) we get
\[
\frac{c}{q_n^n} \leq \left| \alpha - \frac{p_n}{q_n} \right| < \frac{1}{q_n^{n/2}}
\]
So the inequality \( \frac{c}{q_n^n} < \frac{1}{q_n^{n/2}} \) must hold. By Proposition 2.4.2(3), for \( n \) large we have
\[
n^{n/2-\mu} < q_n^{n/2-\mu} < \frac{1}{c}
\]
which is a contradiction.

As a consequence, we can say that the last theorem has answered the two questions formulated at the end of Section 2.3, because \( e \) is not an algebraic number and the number \( \alpha \) from the item (iii) of this theorem is not diophantine.

### 2.5 Brjuno’s Theorem

We start this section with a new natural question. Suppose \( f(z) = \lambda z + a_2 z^2 + a_3 z^3 + \ldots \) is analytic in some open neighborhood at the origin, and \( \lambda = \exp(2\pi i \alpha) \) where \( \alpha \) is the irrational number given in Theorem 2.4.5(iii). Does there exist a solution for equation 2.1.1 in this case? In 1965, following the same ideas of the proof given by Siegel, Brjuno [4] gave an answer to this question. Moreover, he gave a more general result for some subset of the set of irrational numbers.

**Theorem 2.5.1.** Brjuno’s Theorem. Suppose \( f(z) = \lambda z + a_2 z^2 + a_3 z^3 + \ldots \), analytic in some open neighborhood at the origin \( 0 \in \mathbb{C} \) with \( \lambda = \exp(2\pi i \alpha) \), where \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). Let \( (\frac{p_n}{q_n})_{n \geq 0} \) be the sequence of continued fractions associated to \( \alpha \). If \( \sum_{k \geq 0} \frac{\log(q_{k+1})}{q_k} < +\infty \) then the equation 2.1.1 has an analytic solution at the origin.

The sketch of the proof can be found in [24]. The proof is based on the ideas of Brjuno[4] and Davie[11]. In order to prove this theorem, we state an important result called Davie’s Lemma [11].

**Lemma 2.5.2.** Davie’s Lemma. If \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), \( \alpha = \lim_{n \to +\infty} \frac{p_n}{q_n} \) and \( \lambda = \exp(2\pi i \alpha) \), then there exists a map \( G : \mathbb{N} \to \mathbb{R} \) which satisfies:

1. \( G(0) = 0 \)
2. $G(n - 1) \leq G(n)$ for all $n \geq 1$.

3. $G(n_1) + G(n_2) \leq G(n_1 + n_2)$ for all $n_1, n_2$.

4. $-\log |\lambda^n - 1| \leq G(n) - G(n - 1)$ for all $n \geq 1$.

5. There exists a universal constant $\gamma_3 > 0$ such that for all $n \geq 0$ the following inequality holds

$$G(n) \leq n \left( \sum_{i \geq 0} \frac{\log(q_{i+1})}{q_i} + \gamma_3 \right)$$

where $k(n)$ was chosen such that $q_{k(n)} \leq n < q_{k(n)+1}$.

Proof. For the details see Appendix C. \qed

**Proposition 2.5.3.** For all $m \geq 2$, if $n_1 + n_2 + \ldots + n_m = n$ then

$$G(n_1 - 1) + G(n_2 - 1) + \ldots + G(n_m - 1) \leq G(n - 1) + \log |\lambda^n - \lambda|.$$

Proof. In fact, by Davie’s Lemma items (2) and (3) we have

$$G(n_1 - 1) + G(n_2 - 1) + \ldots + G(n_m - 1) \leq G(n_1 + \ldots + n_m - m) \leq G(n - 2)$$

By Davie’s Lemma item(4) we must have

$$G(n_1 - 1) + G(n_2 - 1) + \ldots + G(n_m - 1) \leq G(n - 1) + \log |\lambda^{n-1} - 1|.$$ 

Since $|\lambda| = 1$, the assertion follows. \qed

**Proof of Brjuno’s Theorem.** Since $|f'(0)| = 1$, there exists $r > 0$ such that $f$ is analytic and injective on $\Delta(0, r)$. Now the map $z \rightarrow \frac{1}{r} f(rz)$ is well defined in the open unit disk $\mathbb{D}$, is analytic and injective, leaves the point $z = 0$ fixed and its derivative at $z = 0$ is still $\lambda$. So without loss of generality we may assume that $f$ is analytic and injective on the open unit disk $\mathbb{D}$. We are going to consider the Koebe function given by

$$\tilde{k}(z) = \frac{z}{(1 - z)^2} = z + 2z^2 + 3z^3 + 4z^4 + \ldots$$

Clearly $\tilde{k}(z) = \sum_{n \geq 1} nz^n$ and its radius of convergence is 1. Now, define $L(z, t) = z + \tilde{k}(t) - 2t$.

It is not difficult to see that $L_t(z, t) |_{(0,0)} = -1 \neq 0$; so by the Implicit Function Theorem [18], there exists $\sigma$ analytic, defined in a open neighborhood of the origin, which satisfies $L(z, \sigma(z)) = L(0, 0) = 0$ and $\sigma(0) = 0$. Then

$$z + 2(\sigma(z))^2 + 3(\sigma(z))^3 + 4(\sigma(z))^4 + \ldots = \sigma(z) = \sum_{n \geq 1} \sigma_n z^n$$
It is not difficult to check that the coefficients of $\sigma$ satisfy

$$\sigma_n = \begin{cases} \frac{1}{n} & n = 1, \\ \sum_{m \geq 2} m \cdot \sum_{n_1 + \ldots + n_m = n, n_i \geq 1} \sigma_{n_1} \sigma_{n_2} \ldots \sigma_{n_m} & \text{for } n > 1 \end{cases}$$

Furthermore, since $\sigma$ is analytic, by the Cauchy estimate there exist positive constants $\gamma_1$ and $\gamma_2$ such that $|\sigma_n| \leq \gamma_1 \gamma_2^n$ for all $n \geq 1$. On the other hand, we already know that there exists a formal power series $h = \sum_{n \geq 1} h_n z^n$ verifying

$$h_n = \begin{cases} 1 & n = 1 \\ \frac{1}{\lambda^n - \lambda} \sum_{m=2}^{n} a_m \sum_{n_1 + \ldots + n_m = n, n_i \geq 1} h_{n_1} \ldots h_{n_m} & \text{for } n > 1 \end{cases}$$

By the Bieberbach–De Brange’s Theorem (see [5],[9]), $|a_n| \leq n$ for all $n \geq 1$, so

$$|h_n| \leq \frac{1}{|\lambda^n - \lambda|} \sum_{m=2}^{n} m \sum_{n_1 + \ldots + n_m = n, n_i \geq 1} |h_{n_1}| \ldots |h_{n_m}|. \quad (2.5.1)$$

We are going to prove by induction that $|h_n| \leq \sigma_n e^{G(n-1)}$ holds for all $n \geq 1$, where $h_n$, $\sigma(n)$ and $G$ are defined as above. It is clear for the case $n = 1$. Suppose the assertion $|h_{n'}| \leq \sigma_{n'} e^{G(n'-1)}$ is true for all $n' < n$ (Inductive Hypothesis). Using (2.5.1) and the inductive hypothesis we have

$$|h_n| \leq \frac{1}{|\lambda^n - \lambda|} \sum_{m=2}^{n} m \sum_{n_1 + \ldots + n_m = n, n_i \geq 1} \sigma_{n_1} \ldots \sigma_{n_m} e^{G(n_1-1)} \ldots e^{G(n_m-1)}$$

So, by Proposition 2.5.3 we obtain

$$|h_n| \leq \frac{1}{|\lambda^n - \lambda|} \sum_{m=2}^{n} m \sum_{n_1 + \ldots + n_m = n, n_i \geq 1} \sigma_{n_1} \ldots \sigma_{n_m} e^{G(n-1) + \log |\lambda^n - \lambda|}$$

Then

$$|h_n| \leq e^{G(n-1)} \left( \sum_{m=2}^{n} m \sum_{n_1 + \ldots + n_m = n, n_i \geq 1} \sigma_{n_1} \ldots \sigma_{n_m} \right)$$

Therefore, we conclude $|h_n| \leq e^{G(n-1)} \sigma_n$. Finally, since there exist positive constants $\gamma_1$, $\gamma_2$ such that $|\sigma_n| \leq \gamma_1 \gamma_2^n$ and since $G(n-1) \leq G(n)$, we have

$$\sqrt[n]{|h_n|} \leq \sqrt[n]{\gamma_1 \gamma_2} e^{\frac{1}{n} G(n)}$$
By hypothesis, $M = \lim_{n \to \infty} \sum_{i=0}^{n} \frac{\log(q_{i+1})}{q_{i}}$ exists. Then, by Davie’s Lemma (5)

$$\frac{1}{n} G(n) \leq M + \gamma_3 .$$

Therefore $(\sqrt{h_{n}})$ is bounded, so $\lim \sup_{n} \sqrt{|h_{n}|} \in \mathbb{R}^+$, which proves the theorem. \qed

The preceding theory was the motivation for the following definition.

**Definition 2.5.4.** We say that an irrational real number is a Brjuno Number if it satisfies the hypothesis of the Brjuno’s theorem. We will define and denote

$$\mathcal{B} = \{ x \in \mathbb{R} \setminus \mathbb{Q} : x \text{ satisfies the arithmetical condition of Brjuno } \}$$

Now we will state two results and we will give the answer to the question formulated at the beginning of this section. For more details about this results, the interested reader is encouraged to check the Appendix D.

**Theorem 2.5.5.** Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ be diophantine and $\left( \frac{p_n}{q_n} \right)$ be its sequence of continued fractions. Then

$$\sum_{k \geq 0}^{\infty} \frac{\log(q_{k+1})}{q_k} < +\infty .$$

**Theorem 2.5.6.** Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ and $(a_n)$ be its sequence of partial coefficients.

1. If $a_{n+1} < a_n^\rho a_n$ for some $0 < \rho < 1$, except for finitely many $n$, then $\alpha \in \mathcal{B}$.

2. If $a_{n+1} > a_n^\rho a_n$ for some $\rho > 1$, except for finitely many $n$, then $\alpha \notin \mathcal{B}$.

Recall that the partial coefficients of the number $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ in theorem 2.4.5(iii) are $a_0 = 0$, $a_n = 10^n$ for $n \geq 1$. It is not difficult to see $(n+1)! < (1/2) \cdot (n!) \cdot (10^n)$, for all $n \geq 1$. Then

$$a_{n+1} = 10^{(n+1)!} < 10^{(1/2) \cdot (n!) \cdot (10^n)} = (a_n)^{(1/2) \cdot (a_n)}$$

for all $n \geq 1$. So, by Theorem 2.5.6 we conclude that $\alpha \in \mathcal{B}$. Finally, by Theorem 2.5.1, if $\lambda = \exp(2\pi i \alpha)$ where $\alpha$ is the irrational number as in Theorem 2.4.5(iii) and $f(z) = \lambda z + \sum_{n \geq 2} a_n z^n$ is analytic in some open neighborhood of the origin, then the equation 2.1.1 can be solved.
Chapter 3

Yoccoz’s Theorem

The main goal in this chapter is provide a proof for the Brjuno theorem from a topological point of view by using the existence of Siegel disks. The viewpoint in the first two sections of this chapter is influenced by S.Marmi[24], and the last three sections follow the line of reasoning from X.Buff, A.Chéritat[6] and Yoccoz[30]. In the second section we give the definition of linearization and stability and we prove that for some particular conditions these concepts are equivalent.

3.1 Notations and Definitions

$S :=$ the space of all germs of holomorphic diffeomorphisms $f : \mathbb{D} \to \mathbb{C}$ such that:

(s1) $f$ is univalent on $\mathbb{D}$.

(s2) $f(0) = 0$.

We will denote :

• $S_\lambda$ the subspace of $f$ such that $f'(0) = \lambda$.

• $S_T$ the space of $f$ such that $|f'(0)| = 1$.

Given $\alpha \in \mathbb{R}$, we say that $F \in \mathfrak{F}(\alpha)$ if $F$ is an analytic function on the upper half plane $\mathbb{H}$, satisfying :

(c1) $F$ is univalent on $\mathbb{H}$.

(c2) $T \circ F = F \circ T$, where $T(Z) = Z + 1$. 
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(c3) \[ \lim_{\Im(Z) \to \infty} (F(Z) - Z) := \alpha. \]

Note that this \( F \) can be written as: \( F(Z) = Z + \alpha + \varphi(Z) \), where \( \varphi \) is a \( \mathbb{Z} \)-periodic function and \( \lim_{\Im(Z) \to \infty} \varphi(Z) = 0 \). We also define \( E : \mathbb{H} \to \mathbb{D} \) by \( E(Z) = \exp(2\pi i Z) \). Clearly \( |E(Z)| = \exp(-2\pi \Im(Z)) \).

### 3.2 Germs of Analytic Diffeomorphism and Linearization

Let \( \mathbb{C}[[z]] \) denote the ring of formal power series and \( \mathbb{C}\{z\} \) denote the ring of convergent power series.

Let \( \mathcal{G} \) denote the group of germs of holomorphic diffeomorphisms of \( (\mathbb{C}, 0) \) and let \( \hat{\mathcal{G}} \) denote the group of formal germs of holomorphic diffeomorphisms of \( (\mathbb{C}, 0) \). This means:

\[
\mathcal{G} = \{ f \in z\mathbb{C}\{z\}, f'(0) \neq 0 \} \quad , \quad \hat{\mathcal{G}} = \{ \hat{f} \in z\mathbb{C}[[z]], \hat{f}'(0) \neq 0 \}
\]

One has the trivial fibrations

\[
\pi : \mathcal{G} = \bigcup_{\lambda \in \mathbb{C}^*} \mathcal{G}_\lambda \to \mathbb{C}^* \quad , \quad \hat{\pi} : \hat{\mathcal{G}} = \bigcup_{\lambda \in \mathbb{C}^*} \hat{\mathcal{G}}_\lambda \to \mathbb{C}^*
\]

defined by

\[
\pi(f) = f'(0) \quad , \quad \hat{\pi}(\hat{f}) = \hat{f}'(0)
\]

where

\[
\mathcal{G}_\lambda = \{ \hat{f}(z) = \sum_{n=1}^{\infty} \hat{a}_n z^n \in \mathbb{C}[[z]] , \hat{a}_1 = \lambda \} ,
\]

\[
\hat{\mathcal{G}}_\lambda = \{ f(z) = \sum_{n=1}^{\infty} a_n z^n \in \mathbb{C}\{z\} , a_1 = \lambda \} .
\]

**Definition 3.2.1.** Let \( f \in \mathcal{G} \). We say that a germ \( g \in \mathcal{G} \) is equivalent or conjugate to \( f \) if there exists \( h \in \mathcal{G}_1 \) such that \( g = h^{-1} \circ f \circ h \).

**Definition 3.2.2.** Let \( \hat{f} \in \hat{\mathcal{G}} \). We say that a germ \( \hat{g} \in \hat{\mathcal{G}} \) is equivalent or conjugate to \( \hat{f} \) if there exists \( \hat{h} \in \hat{\mathcal{G}}_1 \) such that \( \hat{g} = \hat{h}^{-1} \circ \hat{f} \circ \hat{h} \).

Let \( R_\lambda \) denote the germ \( R_\lambda = \lambda z \). This is a simple element of \( \mathcal{G}_\lambda \).
**Definition 3.2.3.** A germ \( f \in G_\lambda \) is linearizable if there exists \( h_f \in G_1 \) (a linearization of \( f \)) such that \( h_f^{-1} \circ f \circ h_f = R_\lambda \), i.e. \( f \) is conjugate to (its linear part) \( R_\lambda \).

Let us note that there is an obvious action of \( \mathbb{C}^* \) on \( G \) by homotheties:

\[
(\mu, f) \in \mathbb{C}^* \times G \mapsto \text{Ad}_{R_\mu} f = R_\mu^{-1} \circ f \circ R_\mu
\]

Note that this action leaves the fibers \( G_\lambda \) invariant. Also, \( f \in G_\lambda \) is linearizable if and only if \( \text{Ad}_{R_\mu} f \) is also linearizable for all \( \mu \in \mathbb{C}^* \). Therefore, in order to study the problem of the existence of a linearization, it is enough to consider \( G / \mathbb{C}^* \), i.e. we identify two germs of holomorphic diffeomorphisms which are conjugate by a homothety.

**Definition 3.2.4.** Let \( f \in \mathbb{S} \). 0 is called stable if there exists a neighborhood \( U \) of 0 such that \( f^n \) is defined on \( U \) for all \( n \geq 0 \) and for all \( z \in U \) and \( n \geq 0 \) one has \( |f^n(z)| < 1 \). Note that \( U \subseteq D \). To each germ \( f \in \mathbb{S} \) with \( |f'(0)| \leq 1 \), one can associate a natural \( f \)-invariant set

\[
0 \in K_f = \bigcap_{n \geq 0} f^{-n}(D) \quad (3.2.1)
\]

Let \( U_f \) denote the connected component of the interior of \( K_f \) which contains 0. Then 0 is stable if and only if \( U_f \neq \emptyset \); i.e. if and only if 0 belongs to the interior of \( K_f \).

**Theorem 3.2.5.** Let \( f \in \mathbb{S} \) with \( |f'(0)| \leq 1 \). 0 is stable if and only if \( f \) is linearizable.

**Proof.** The statement is non-trivial only if \( \lambda = f'(0) \) has unit modulus. First, assume that 0 is stable. Then \( U_f \neq \emptyset \) and one can prove that it must also be simply connected (see [24], pg. 14). Now let \( \zeta : D \to U_f \) be the unique conformal and onto map satisfying \( \zeta(0) = 0 \) and \( \zeta'(0) > 0 \). Then the map \( g : D \to D \) defined by \( g = \zeta^{-1} \circ f \circ \zeta \) leaves the point \( z = 0 \) fixed and verifies \( g'(0) = \lambda \). By Schwarz Lemma one must have \( g(z) = \lambda z \). This implies that \( f \) is analytically linearizable.

Conversely we assume \( h_f \) is analytic. Then for \( r \) small \( (r > 0) \), \( h_f \) maps a small disk \( \Delta(0, r) \) around zero conformally into \( D \). Since \( h_f(0) = 0 \) and \( |f^n(z)| < 1 \) for all \( z \in h_f(\Delta(0, r)) \) one sees that 0 is stable.

**Definition 3.2.6.** Siegel Disk and Conformal Capacity. When \( \lambda = f'(0) \) has modulus one, is not a root of unity and 0 is stable, then \( U_f \) is conformally equivalent to a disk and is called the Siegel disk of \( f \) (at 0).

Thus the Siegel disk of \( f \) is the maximal connected open set containing 0 on which \( f \) is conjugate to \( R_\lambda \). The conformal representation \( \tilde{h}_f : \Delta(0, c_f) \to U_f \) linearizes \( f \). Here \( c_f \) is the conformal capacity of \( f \) with respect to 0, and \( \tilde{h}_f \) satisfies \( \tilde{h}_f(0) = 0 \) and \( \tilde{h}_f'(0) = 1 \).

For more details of the Conformal Capacity, see Appendix E.
3.3 The Renormalization Principle

Definition 3.3.1. Given $\delta > 0$, we denote by $S_\delta(\alpha)$ the space of maps $F \in \mathcal{F}(\alpha)$ such that
\[ \forall Z \in \mathbb{H}, \quad |F(Z) - Z - \alpha| \leq \delta \alpha \quad \text{and} \quad |F'(Z) - 1| \leq \delta \] (3.3.1)

Such a function $F$ is uniformly continuous on $\mathbb{H}$; this comes from the inequality $|F'(Z)| \leq 1 + \delta$. Therefore $F$ extends continuously to $\mathbb{H} \cup \mathbb{R}$.

Assume $F \in S_\delta(\alpha)$ and define $l = i\mathbb{R} \cap \mathbb{H}$ and $l' = [0, F(0)]$. Using the inequalities in 3.3.1, for $\delta \in (0, 1/10)$, $l \cup l' \cup F(l)$ bounds an open strip $U$ in $\mathbb{C}$. Gluing the curves $l$ and $F(l)$ in the boundary of $\overline{U}$ via $F$, we obtain a surface $V$, whose remaining boundary corresponds to the segment $l'$. Its interior is a Riemann surface for the complex structure inherited from the set $\overline{U}$ (the gluing is analytic). It is not difficult to see that this Riemann surface is biholomorphic to the punctured disk $\mathbb{D}^*$. Denote by $i_c : \overline{U} \to V$ the canonical map such that $i_c(l') = \partial V$.

Let $C$ be a Jordan curve $\in \mathbb{C}$, such that the bounded connected component $V$ of $\mathbb{C} \setminus C$ contains $0$. Let $y_0 \in C$; by the Caratheodory Theorem [7], there exists a unique homeomorphism $\tilde{L} : V \to V \setminus \{0\}$, holomorphic on $V \setminus \partial V$ such that $\tilde{L}(i_c(0)) = y_0$. For the particular case $C = \partial \mathbb{D}$, we have that $\tilde{L} \circ i_c : \overline{U} \to \overline{V} \setminus \{0\}$, so lifting via $Z \mapsto z = E(Z)$ we obtain a continuous map $L : \overline{U} \to \mathbb{H} \cup \mathbb{R}$ whose restriction over $U$ is an injective holomorphic map into $\mathbb{H}$. Furthermore, the following condition holds
\[ \forall Z \in l \quad L(F(Z)) = L(Z) + 1 \] (3.3.2)

We normalize $L$ by requiring $L(0) = 0$.

Remark 3.3.2. Given two different points $Z_1, Z_2 \in U$ satisfying $L(Z_1) - L(Z_2) \in \mathbb{Z}$, then $Z_1 \in l, Z_2 = F(Z_1)$ or $Z_2 \in l, Z_1 = F(Z_2)$. This comes immediately from the equality $1 = E(L(Z_1) - L(Z_2)) = \tilde{L}(i_c(Z_1)) - \tilde{L}(i_c(Z_2))$.

Theorem 3.3.3. For all $\delta \in (0, 1/10)$, all $\alpha \in (0, 1)$, all $F \in S_\delta(\alpha)$, and all $Z \in \overline{U}$,
\[ \Im(Z) - 2\delta \leq \alpha \Im(L(Z)) \leq \Im(Z) + 2\delta . \] (3.3.3)

In order to prove the theorem above, we have to prove some extra lemmas. From now on we will follow what Xavier Buff and Arnaud Chéritat did in [6]. The proofs of these lemmas and the proof of the theorem may be found in [6]; but for completeness we sketch them here with more details, especially the first lemma.

Lemma 3.3.4. Assume $\psi : (\mathbb{D}, 0) \to (\mathbb{D}, 0)$ is a $K$-quasiconformal homeomorphism. Then, for all $z \in \mathbb{D}$,
\[ 4^{1-K}|z|^K \leq |\psi(z)| \leq 4^{1-1/K}|z|^{1/K} . \]
Proof. For a given \( z \in \mathbb{D} \), let \( R \) be the ring formed by \( \mathbb{D} \setminus [0, z] \). The modulus of this ring is given by \( \mu(|z|) \), see Appendix G, because \( R \) can be mapped conformally onto the ring domain \( \mathbb{D} \setminus [0, |z|] \) and the modulus is invariant under conformal mappings. Since \( \psi \) fixes 0, the image of \( R \) under \( \psi \) is a ring domain which separates the points 0 and \( \psi(z) \) from \( \{ w : |w| = 1 \} \). By Grötzsh’s Modulus Theorem, see Appendix G, we have that

\[
M(\psi(R)) \leq \mu(|\psi(z)|)
\]

Since \( \psi \) is a \( K \)-quasiconformal map, \( M(B) \leq KM(\psi(B)) \) for any arbitrary ring domain \( A \) with \( \overline{B} \subseteq \mathbb{D} \) (see the definition of quasiconformality in [20], pg. 13) and using the continuity of the modulus, see Appendix G, we have

\[
M(R) \leq KM(\psi(R))
\]

where \( R \) is the ring domain \( \mathbb{D} \setminus [0, z] \). We denote the modulus of \( R \) by \( \mu(|z|) \) so

\[
\frac{\mu(|z|)}{K} = \frac{\mu(R)}{K} \leq \mu(\psi(R)) \leq \mu(|\psi(z)|)
\]

Since the map \( \mu : (0, 1) \rightarrow (0, +\infty) \) is an onto and strictly decreasing map, see Appendix G, the inverse of this map is also strictly decreasing; therefore

\[
|\psi(z)| \leq \mu^{-1}\left(\frac{\mu(|z|)}{K}\right)
\]

On the other hand, consider \( s = \mu^{-1}\left(\frac{\mu(|z|)}{K}\right) \). Since \( K \geq 1 \),

\[
\mu(s) = \frac{\mu(|z|)}{K} \leq \mu(|z|)
\]

So

\[
s \geq |z|
\]

because \( \mu \) is a decreasing function on \((0, 1)\). Since the function \( \mu(r)/\log(4/r) \) is strictly decreasing, see Appendix G, we have:

\[
\frac{\mu(s)}{\log(4/s)} \leq \frac{\mu(|z|)}{\log(4/|z|)}
\]

Then

\[
K\frac{\mu(s)}{\log(4/s)} \leq K\frac{\mu(|z|)}{\log(4/|z|)}
\]

So

\[
\frac{\mu(|z|)}{\log(4/s)} \leq K\frac{\mu(|z|)}{\log(4/|z|)}
\]

Then

\[
\frac{1}{\log(4/s)} \leq \frac{K}{\log(4/|z|)}
\]

So

\[
\log(4/|z|) \leq K \cdot \log(4/s)
\]
Hence
\[ \frac{4}{|z|} \leq (4/s)^K \]
Therefore
\[ |\psi(z)| \leq s \leq 4^{1-1/K}|z|^{1/K} \]
The lower bound is obtained by applying the upper bound to \( \psi^{-1} \) which is \( K \)-quasiconformal.

\[ \square \]

**Lemma 3.3.5.** If \( \Psi : \mathbb{H} \to \mathbb{H} \) is a \( K \)-quasiconformal homeomorphism such that \( \Psi \circ T = T \circ \Psi \), then
\[ \frac{1}{K} \Im(Z) - \frac{K - 1}{2\pi K} \log(4) \leq \Im(\Psi(Z)) \leq K\Im(Z) + \frac{K - 1}{2\pi} \log(4) . \]

**Proof.** \( \Psi \) is the lift, via \( Z \to z = E(Z) \), of a \( K \) quasiconformal homeomorphism \( \psi : (\mathbb{D}, 0) \to (\mathbb{D}, 0) \) as in the previous lemma.

**Lemma 3.3.6.** Let \( \varepsilon \) and \( \eta \) be any two positive real numbers. Assume \( G : \mathbb{H} \to \mathbb{H} \) is a \((1+\varepsilon)\)-quasiconformal map such that \( G \circ T = T \circ G \) and
\[ K_G (X + iY) \leq 1 + \varepsilon e^{-\eta Y} \]
where \( K_G = \frac{1 + |\partial G/\partial G|}{1 - |\partial G/\partial \bar{G}|} \). Then
\[ \Im(Z) - \frac{\varepsilon}{\eta} - \frac{\varepsilon}{2\pi(1+\varepsilon)} \log(4) \leq \Im(G(Z)) \leq \Im(Z) + \frac{\varepsilon}{\eta} + \frac{\varepsilon}{2\pi} \log(4) , \]
which yields
\[ |\Im(G(Z)) - \Im(Z)| \leq \frac{\varepsilon}{\eta} + \frac{\varepsilon}{2\pi} \log(4) . \]

**Proof.** Let \( G_1(X + iY) = X + i\tau(Y) \), where \( \tau(Y) \) is defined by
\[ \tau(Y) = \frac{1}{1 + \varepsilon} \left( Y - \frac{\varepsilon}{\eta} e^{-\eta Y} + \frac{\varepsilon}{\eta} \right) \]
Clearly \((1 + \varepsilon)\frac{d}{dY} \tau(Y) = 1 + \varepsilon e^{-\eta Y} > 0\), so \( \tau(Y) \) is a strictly monotone increasing function. Since \( \lim_{Y\to +\infty} \tau(Y) = +\infty \) and \( \lim_{Y\to 0^+} \tau(Y) = 0 \) we may conclude that \( \tau : \mathbb{R}^+ \to \mathbb{R}^+ \) is a diffeomorphism. Combining these facts, it is easy to see that \( G_1 \) is a diffeomorphism. On the other hand, it is not difficult to check that
\[ K_{G_1} (X + iY) = \frac{1 + \varepsilon}{1 + \varepsilon e^{-\eta Y}} \] and \( \Im(G_1(Z)) \leq \frac{1}{1 + \varepsilon} \left( \Im(Z) + \frac{\varepsilon}{\eta} \right) \)
Let \( G_2 = G \circ G_1^{-1} \) and let \( \mu_G, \mu_{G_1} \) and \( \mu_{G_2} \) be the respective complex dilatations of \( G, G_1 \)
and \( G_2 \) ([20], pg. 23). Using the standard formula for compositions with an inverse function ([20], pg. 24), for \( \zeta = G_1(Z) \) we have

\[
|\mu G_2(\zeta)| \leq \left| \frac{\mu G(Z) - \mu G_1(Z)}{1 - \mu G(Z)\mu G_1(Z)} \right| \\
\leq \left| \frac{\mu G(Z) + |\mu G(Z)|}{1 + |\mu G(Z)||\mu G_1(Z)|} \right|
\]

Then,

\[
1 + |\mu G_2(\zeta)| \leq \left( 1 + |\mu G(Z)| \right) \left( 1 + |\mu G_1(Z)| \right)
\]

By definition of complex dilatation ([20], pg. 23) we have

\[
1 + |\mu G_2(\zeta)| \leq K_G(Z) \cdot K_{G_1}(Z)
\]

Since \( K_G(X + iY) \leq 1 + \varepsilon e^{-\eta Y} \) and \( K_{G_1}(X + iY) = \frac{1 + \varepsilon}{1 + \varepsilon e^{-\eta Y}} \), we obtain

\[
1 + |\mu G_2(\zeta)| \leq 1 + \varepsilon
\]

Applying Lemma 3.3.5 to the \( K \)-quasiconformal map \( G_2 \) with \( K = 1 + \varepsilon \) and using the fact \( G = G_2 \circ G_1 \), we get the upper bound for \( \Im(G(Z)) \).

To get the lower bound, repeat the same argument writing \( G = G_4 \circ G_3 \) with

\[
G_3(X + iY) = X + i(1 + \varepsilon) \left( Y + \frac{1}{\eta} \log \frac{1 + e^{-\eta Y}}{1 + \varepsilon} \right).
\]

By elementary computations we have

\[
K_{G_3}(X + iY) = \frac{1 + \varepsilon}{1 + \varepsilon e^{-\eta Y}} \text{ and } \Im(G_3(Z)) \geq (1 + \varepsilon) \left( \Im(Z) - \frac{\varepsilon}{\eta} \right)
\]

As we mentioned before, the next proof may be found in [6].

**Proof of Theorem 3.3.3.** Since \( F(Z) - Z - \alpha \) is holomorphic on the upper half plane \( \mathbb{H} \) and is periodic of period 1, we may apply Schwarz lemma and obtain

\[
|F(Z) - Z - \alpha| \leq \delta \alpha \exp(-2\pi \Im(Z))
\]
Since \( F \in \mathcal{F}(\alpha) \) and \( \delta \in (0, 1/10) \), we may apply Theorem F.3 (see Appendix F). So there exists \( C_\delta > 0 \) such that for all \( Z \in \mathbb{H} \) with \( \Im(Z) = C_\delta + t \geq C_\delta \) we have

\[
|F'(Z) - 1| \leq \delta \exp(-2\pi t) = \delta \exp(2\pi C_\delta) \exp(-2\pi \Im(Z))
\]

so

\[
\lim_{\Im(Z) \to +\infty} (F'(Z) - 1) = 0.
\]

Now, we may apply the Schwarz lemma to the periodic map \( Z \to F'(Z) - 1 \) (with period 1) which by hypothesis satisfies \( |F'(Z) - 1| \leq \delta \). Then we have

\[
|F'(Z) - 1| \leq \delta \exp(-2\pi \Im(Z))
\]

Let \( \mathcal{B} \) be the half strip \( \{ Z \in \mathbb{H} : 0 < \Re(Z) < 1 \} \). Let \( H : \overline{\mathcal{B}} \to \overline{\mathcal{U}} \) be the map defined by

\[
H(X + iY) = i\alpha Y + X \left[ F(i\alpha Y) - i\alpha Y \right]
\]

By straightforward computations we have

\[
\frac{\partial H}{\partial X} = F(i\alpha Y) - i\alpha Y
\]

and

\[
\frac{\partial H}{\partial Y} = i\alpha + X[i\alpha F'(i\alpha Y) - i\alpha]
\]

So

\[
\partial H = \frac{1}{2} \left( \frac{\partial H}{\partial X} - i \frac{\partial H}{\partial Y} \right) = \frac{1}{2} \left( F(i\alpha Y) - i\alpha Y + \alpha + \alpha X[F'(i\alpha Y) - 1] \right)
\]

and

\[
\overline{\partial H} = \frac{1}{2} \left( \frac{\partial H}{\partial X} + i \frac{\partial H}{\partial Y} \right) = \frac{1}{2} \left( F(i\alpha Y) - i\alpha Y - \alpha - \alpha X[F'(i\alpha Y) - 1] \right)
\]

Hence

\[
|\partial H - \alpha| \leq \delta \alpha \exp(-2\pi \alpha Y) \quad \text{and} \quad |\overline{\partial H}| \leq \delta \alpha \exp(-2\pi \alpha Y)
\]

Combining the last two inequalities, \( Z = X + iY \in \mathbb{H} \) and \( \delta \in (0, 1/10) \) we get

\[
\frac{|\overline{\partial H}|}{|\partial H|} \leq \frac{\delta \alpha \exp(-2\pi \alpha Y)}{\alpha - \delta \alpha \exp(-2\pi \alpha Y)} < 1
\]

Moreover, the following inequalities hold:

\[
1 + \frac{|\overline{\partial H}|}{|\partial H|} \leq \frac{1}{1 - \delta \exp(-2\pi \alpha Y)} \quad \text{and} \quad 1 - \frac{|\overline{\partial H}|}{|\partial H|} \geq \frac{1 - 2\delta \exp(-2\pi \alpha Y)}{1 - \delta \exp(-2\pi \alpha Y)}
\]
Now, if we set \( K_H = \frac{1 + \left| \frac{\partial H}{\partial H} \right|}{1 - \left| \frac{\partial H}{\partial H} \right|} \), we have:

\[
K_H(X + iY) \leq \frac{1}{1 - 2\delta \exp(-2\pi \alpha Y)}.
\]

Then using the fact \( 0 < \delta < 1/10 \), we have the inequality

\[
K_H(X + iY) \leq 1 + \frac{5}{2} \delta \exp(-2\pi \alpha Y) \leq 1 + \frac{5}{2} \delta
\]

Using the definition of \( H \) and since \( \mathcal{U} \) is an open strip in \( \mathbb{C} \) we may conclude that \( H \) is a homeomorphism. In particular, \( H \) is a \((1 + \frac{5}{2} \delta)\)-quasiconformal homeomorphism.

Moreover, by definition

\[
H(X + iY) - \alpha(X + iY) = X[F(i\alpha Y) - i\alpha Y - \alpha]
\]

So

\[
|H(X + iY) - \alpha(X + iY)| = |X||F(i\alpha Y) - i\alpha Y - \alpha| \leq 1 \cdot \delta \alpha \exp(-2\pi \alpha Y) \leq \delta \alpha
\]

Then

\[
\Im(H(Z)) \leq \alpha \Im(Z) \leq \Im(H(Z)) + \delta \alpha,
\]

and thus for all \( Z \in \mathcal{U} \), since \( 0 < \alpha < 1 \),

\[
\Im(Z) - \delta \leq \alpha \Im(H^{-1}(Z)) \leq \Im(Z) + \delta \tag{3.3.5}
\]

By the construction of \( L \), given at the beginning of this section, we know that \( L \) is conformal on \( \mathcal{U} \), so the map \( G = L \circ H \) is quasiconformal on \( \mathcal{U} \) with the same dilatation as \( H \). By the definition of \( H \), equation 3.3.2 and since \( L \) is defined on \( \overline{\mathbb{U}} \), we have

\[
G(iY + 1) = L \circ H(iY + 1) = L(F(i\alpha Y))
\]

and

\[
G(iY) + 1 = L(i\alpha Y) + 1 = L(F(i\alpha Y))
\]

Therefore

\[
G(iY + 1) = G(iY) + 1.
\]

This implies that \( i\mathbb{R} \cap \overline{\mathbb{H}} \) is quasiconformally removable, so \( G \) extends to a quasiconformal homeomorphism \( \mathbb{H} \to \mathbb{H} \). Now, we may apply Lemma 3.3.5 with \( \varepsilon = \frac{5}{2} \delta \) and \( \eta = 2\pi \alpha \). Using the fact \( 0 < \alpha < 1 \), we have

\[
\frac{\varepsilon}{\eta} + \frac{\varepsilon}{2\pi} \log(4) = \frac{5\delta}{4\pi \alpha} (1 + \alpha \log(4)) \leq \frac{\delta}{\alpha}
\]
Then for all $Z \in \mathbb{H}$

$$|\Im(G(Z)) - \Im(Z)| \leq \frac{\varepsilon}{\eta} + \frac{\varepsilon}{2\pi} \log(4) \leq \frac{\delta}{\alpha}$$

So we have showed that for all $Z \in \mathbb{H}$

$$\alpha \Im(Z) - \delta \leq \alpha \Im(G(Z)) \leq \alpha \Im(Z) + \delta \quad (3.3.6)$$

Finally, by 3.3.5 and 3.3.6 it follows that

$$\Im(Z) - 2\delta \leq \alpha \Im(H^{-1}(Z)) - \delta \leq \alpha \Im(L(Z)) \leq \alpha \Im(H^{-1}(Z)) + \delta \leq \Im(Z) + 2\delta$$

\[\square\]

**Theorem 3.3.7.** Under the same assumptions as in Theorem 3.3.3, the map $L$ extends to a univalent map on

$$\mathcal{W} = \overline{U} \cup \{Z \in \mathbb{C} : -1 \leq \Re(Z) \leq 0 \text{ and } \Im(Z) \geq 4\delta\}$$

and for all $Z \in \mathcal{W}$

$$\Im(Z) - 5\delta \leq \alpha \Im(L(Z)) \leq \Im(Z) + 5\delta \quad (3.3.7)$$

The definition of $\mathcal{W}$ is such that any point $Z \in \mathcal{W}$ is eventually mapped to $\overline{U}$ under iteration of $F : F^{ok}(Z) = Z' \in \overline{U}$ for some $k \in \mathbb{N}$. In particular, $L$ conjugates $F$ to the translation $T$.

**Proof.** Let $\mathcal{V} = \{Z \in \mathbb{C} : -1 \leq \Re(Z) \leq 0 \text{ and } \Im(Z) \geq 4\delta\}$ and let $\mathcal{V}^* = \{Z \in \mathbb{C} : \Im(Z) \geq 4\delta|\Re(Z)|\}$. It is easy to see that $\mathcal{V} \subset \mathcal{V}^*$ where $\mathcal{V}^* = \mathcal{V}^* \cap \{Z \in \mathbb{C} : -1 \leq \Re(Z) \leq 0\}$. By Lemma F.4 (see Appendix F), we have that $F(\mathcal{V}^*) \subset \mathcal{V}^* \cup \overline{U}$.

By the first part of inequality 3.3.1, $\Re(F^{ok}(Z)) \geq \Re(Z) + k(1 - \delta)\alpha$ for all $Z \in \mathbb{H}$ whenever the iterations are well defined. If we assume that there exists $Z \in \mathcal{V}$ such that $F^{ok}(Z) \notin \overline{U}$ for any $k$, then $F^{ok}(Z) \in \mathcal{V}^*$ for all $k$, so $\Re(F^{ok}(Z)) \leq 0$ for all $k$. This implies that $0 \geq \Re(Z) + k(1 - \delta)\alpha$ for all $k$, which is a contradiction. Hence, for each $Z \in \mathcal{W}$ there exists $k \equiv k(Z)$ such that $F^{ok}(Z) \in \overline{U}$. Now define

$$L(Z) = L(F^{ok}(Z)) - k,$$

where $k$ is the minimum nonnegative integer such that $F^k(Z) \in \overline{U}$. The continuity of this extension follow easily (see [30], pg. 28). Let $Z_1, Z_2 \in \mathcal{W}$ such that $L(Z1) = L(Z_2)$, and let $m_1, m_2 \in \mathbb{Z}$ such that $F^{om_1}(Z_1), F^{om_2}(Z_2) \in \overline{U}$. Then

$$L(F^{om_1}(Z_1)) - L(F^{om_2}(Z_2)) = m_1 - m_2,$$

so by Remark 3.3.2 we have three possibilities:
(1) \( m_1 = m_2, \ F^{m_1}(Z_1) = F^{m_2}(Z_2); \)

(2) \( m_1 = m_2 + 1, \ F^{m_2}(Z_2) \in \mathcal{U} \) and \( F^{m_1}(Z_1) = F(F^{m_2}(Z_2)); \)

(3) \( m_2 = m_1 + 1, \ F^{m_1}(Z_1) \in \mathcal{U} \) and \( F^{m_2}(Z_2) = F(F^{m_1}(Z_1)). \)

Since \( F \) is univalent, we conclude that \( Z_1 = Z_2 \). Therefore, the extension \( L \) is injective.

Now, for any \( Z \in \mathcal{W} \) we know that \( Z = F^0(Z), \ F(Z) = F^{i_1}(Z), \ F^{i_2}(Z), \ F^{i_3}(Z), \ldots \) and \( F^{k_i(F(Z))} = Z' \) are in \( \mathbb{H} \). Using the first inequality in 3.3.1, we have:

\[
|\Im(F^{i_1}(Z) - F^{i_2}(Z))| \leq \delta_1 = \frac{\delta}{1 - \delta} (\alpha - \delta \alpha) \leq \frac{\delta}{1 - \delta} (\Re(F^{i_1}(Z) - F^{i_2}(Z)))
\]

for all \( i = 0, 1, 2, \ldots, k(Z) - 1 \). Adding all of these terms and applying the triangle inequality, we get

\[
|\Im(Z' - Z)| = |\Im(F^{k(Z)}(Z) - F^0(Z))| \leq \frac{\delta}{1 - \delta} (\Re(Z' - Z))
\]

Since \( Z' \in \mathcal{U} \) and \( 0 < \Re(F(it)) \leq \alpha + \delta \alpha \) for all \( t \in \mathbb{R} \), \( 0 < \Re(Z') \leq \alpha + \delta \alpha \) must hold. Recall that \( -1 \leq \Re(Z) \leq 0 \). Therefore

\[
|\Im(Z' - Z)| \leq \frac{\delta}{1 - \delta} (\Re(Z' - Z)) \leq \frac{\delta}{1 - \delta} (\alpha + \delta \alpha + 1)
\]

Since \( \frac{1}{1 - \delta} (\alpha + \delta \alpha + 1) \leq 3 \), the inequality 3.3.7 comes from a straightforward application of Theorem 3.3.3 to \( Z' \). On the other hand, it is easy to see that \( k(F(Z)) = k(Z) - 1 \) when \( k(Z) \geq 1 \); thus

\[
L(F(Z)) = L(F^{k(F(Z))}(F(Z))) - k(F(Z))
\]

Therefore, \( L(F(Z)) = L(F^{k(Z)}(Z)) - (k(Z) - 1) = L(Z) + 1 \). This means that \( L \) conjugates \( F \) to the translation \( T \), \( T(Z) = Z + 1 \).

\[\square\]

Remark 3.3.8. From now on, \( L \) will refer to this extension.

\subsection*{3.4 Construction of the n-th renormalization}

Given \( \delta \in (0, 1/10) \) and \( F \in \mathfrak{F}(\alpha) \), we will inductively define a sequence \( (F_n)_{n \geq 0} \) of univalent maps such that \( F_n \in \mathfrak{F}(\alpha_n) \). Recall \( \alpha_n \) was defined in Chapter 2 (see 2.4.1). The construction depends on the choice at each step of some real number \( t_n > 0 \). We start with \( F_0 = F - a_0 \) (where \( a_0 = [\alpha] \) ) and we assume \( F_n \) has been constructed. We choose \( t_n \) such that the fundamental inequalities in 3.3.1 hold for \( \Im(Z) \geq t_n \); this is always possible and the proof of this fact is given in Theorem F.3. For more details see Appendix F. It follows that \( G_n : Z \mapsto F_n(Z + it_n) - it_n \) belongs to \( \mathcal{S}_\delta(\alpha_n) \). For this \( G_n \), we construct \( \mathcal{U}_n, \mathcal{W}_n \) and \( L_n \) as we did before. Now let \( J_n \) be defined on \( D_n = L_n(\{ Z \in \mathcal{U}_n : \Im(Z) > 4\delta \}) \) by

\[
J_n = L_n \circ T^{-1} \circ L_n^{-1}
\]
Proposition 3.4.1. If $\Im(Z_0) > \frac{6\delta}{\alpha_n}$, there exists an integer $k$ such that $Z_0 - k$ belongs to $D_n$, the domain of $J_n$.

Proof. By 3.3.2 the equality $L_n(G_n(Z)) = L_n(Z) + 1$ holds for all $Z \in \mathbb{H}$, since the restriction of $L_n$ to $\mathcal{U}$ is a homeomorphism onto its image and $L_n([0, G_n(0)]) = [0, 1]$ we have $\mathbb{H} = \bigcup_{k \in \mathbb{Z}}(L_n(\mathcal{U}_n) + k)$. Since $Z_0 \in \mathbb{H}$, there exists $k \in \mathbb{Z}$ such that $Z_0 - k$ belongs to $L_n(\mathcal{U}_n)$. So there exists $y_0 \in \mathcal{U}_n$ such that $L_n(y_0) = Z_0 - k$. By Theorem 3.3.3

$$\alpha_n \Im(L_n(y_0)) \leq \Im(y_0) + 2\delta$$

So

$$\alpha_n \Im(Z_0) \leq \Im(y_0) + 2\delta$$

By 2.4.1, it is easy to verify that $\alpha_n \in (0, 1)$. Since $\frac{6\delta}{\alpha_n} < \Im(Z_0)$, then $4\delta < \Im(y_0)$. Therefore $Z_0 - k$ belongs to $D_n$.

Proposition 3.4.2. Let $w = L_n(it)$ with $t > 0$. If $\Im(w) > \frac{6\delta}{\alpha_n}$, then $t > 4\delta$ and $(J_n \circ T)(w) = (T \circ J_n)(w)$.

Proof. Since $it \in \mathcal{U}_n$, we can apply Theorem 3.3.3. Then

$$\Im(it) - 2\delta \leq \alpha \Im(L(it)) \leq \Im(it) + 2\delta.$$ 

Now, by hypothesis $6\delta < \alpha \Im(w) \leq \Im(it) + 2\delta$. Then $4\delta < \Im(it) = t$, so $w = L_n(it) \in D_n$ and $J_n(w)$ makes sense. By an elementary computation we have

$$J_n(w) = J_n(L_n(it)) = L_n \circ T^{-1} \circ L_n^{-1}(L_n(it)) = L_n(-1 + it)$$

Hence

$$T \circ J_n(w) = T \circ L_n(-1 + it) = L_n(-1 + it) + 1$$

On the other hand, since $G_n(it) \in \mathcal{U}_n$ and $L_n(G_n(it)) = L_n(it) + 1$, we can replace $it$ by $G_n(it)$. Repeating the same argument as above, we get $4\delta < \Im(G_n(it))$. So, $L_n(G_n(it)) \in D_n$. Then

$$J_n \circ T(w) = J_n(L_n(it) + 1)$$

$$= J_n(L_n(G_n(it)))$$

$$= L_n \circ T^{-1}(G_n(it))$$

$$= L_n(G_n(-1 + it))$$

because $G_n \circ T = T \circ G_n$ on $\mathbb{H}$

$$= T \circ L_n(-1 + it)$$

by Theorem 3.3.7

$$= L_n(-1 + it) + 1$$
Lemma 3.4.3. \( J_n \) extends univalently to the upper half plane:

\[ \{ Z : \Im(Z) > \frac{6\delta}{\alpha_n} \} \]

**Proof.** By Proposition 3.4.1, \( D_n + Z \) contains the half plane:

\[ \{ Z : \Im(Z) > \frac{6\delta}{\alpha_n} \} \]

By Proposition 3.4.2, \( J_n \) commutes with the translation \( T \) on the set of the points in \( L_n(i[0, +\infty)) \) whose imaginary part is greater than \( 6\delta/\alpha_n \), so this set is analytically removable. Since \( \Im(it) - 2\delta \leq \Im(L_n(it)) \) for all \( t > 0 \), we have \( \lim_{t \to +\infty} \Im(L_n(it)) = +\infty \). Combining the facts above, the lemma follows. \( \square \)

Lemma 3.4.4. \( J_n(w) - w \to -\frac{1}{\alpha_n} = -a_{n+1} - a_{n+1} \), as \( \Im(w) \to +\infty \).

**Proof.** Let us recall that by Theorem 3.3.7, for all \( Z \in \overline{U}_n \) we have

\[ \Im(Z) - 5\delta \leq \alpha_n \Im(L_n(Z)) \leq \Im(Z) + 5\delta \]

Then

\[ \Im(Z) \to +\infty \iff \Im(L_n(Z)) \to +\infty \].

By the last lemma, the set \( \{ L_n(it) : \Im(L_n(it)) > 6\delta/\alpha_n, t > 0 \} \) is analytically removable, so it is enough to consider \( w \in \overline{L}_n \) with \( \Im(w) > 6\delta/\alpha_n \). By the definition of \( L_n \), for \( w = L_n(Z) \) with \( Z \in \overline{U}_n \) and \( \Im(w) > 6\delta/\alpha_n \), we have \( J_n(L_n(Z)) - L_n(Z) = L_n(Z - 1) - L_n(Z) \).

So

\[ \lim_{\Im(L_n(Z)) \to +\infty} ( J_n(L_n(Z)) - L_n(Z) ) = \lim_{\Im(Z) \to +\infty} ( L_n(Z - 1) - L_n(Z) ) \]

We do not know yet whether \( L_n(Z - 1) \) makes sense. But, since \( w = L_n(Z) \) with \( Z \in \overline{U}_n \) and \( \Im(w) > 6\delta/\alpha_n \) we can repeat the same argument as in the proof of Proposition 3.4.2 and get \( \Im(Z) > 4\delta \). Hence \( -1 + Z \in \mathcal{W}_n \) and \( L_n(Z - 1) \) makes sense. On the other hand, note that

\[ J_n(L_n(Z)) - L_n(Z) = \frac{1}{\alpha_n} \left( (\alpha_nL_n(Z - 1) - (Z - 1)) - (\alpha_nL_n(Z) - Z) - 1 \right) \]

Following the same arguments given by Yoccoz in [30], pg. 29-32, we can find a continuous function \( \varphi \) such that \( \lim_{\Im(Z) \to +\infty} \varphi(Z) = 0 \) and

\[ |\alpha_n L'_n(Z) - 1| \leq \varphi(Z) \]
Now consider the path $\gamma(t) = Z + t$ with $t \in [-1, 0]$. Then

$$
| (\alpha_n L_n(Z - 1) - (Z - 1)) - (\alpha_n L_n(Z) - Z) | \leq \int_{\gamma} |\alpha_n L_n'(\xi) - 1| d\xi \\
\leq \int_{-1}^{0} \varphi(\gamma(t)) dt \\
\leq \max \{ \varphi(Z + t) : t \in [-1, 0] \}
$$

Since $\lim_{\Im(Z) \to +\infty} \varphi(Z) = 0$, we have

$$
\lim_{\Im(Z) \to +\infty} (\alpha_n L_n(Z - 1) - (Z - 1)) - (\alpha_n L_n(Z) - Z) = 0
$$

Therefore,

$$
\lim_{\Im(Z) \to +\infty} ( L_n(Z - 1) - L_n(Z) ) = -\frac{1}{\alpha_n}
$$

Definition 3.4.5. For each $n \geq 0$ and $n \in \mathbb{Z}$, we set

$$
W'_n = W_n + it_n
$$

and we define $\chi_n : W'_n \to \mathbb{C}$

$$
\chi_n(Z) = s \circ L_n(Z - it_n) - i \frac{6\delta}{\alpha_n}
$$

where $s(x+iy) = -x+iy$.

Lemma 3.4.6. On $W'_n \cap F_n^{-1}(W'_n)$, $\chi_n$ conjugates $F_n$ to $T^{-1}$.

Proof. Let $Z + it_n \in W'_n \cap F_n^{-1}(W'_n)$. Then

$$
\chi_n \circ F_n(Z + it_n) = s \circ L_n(F_n(Z + it_n) - it_n) - i \frac{6\delta}{\alpha_n}
$$

Recall that $G_n : Z \mapsto F_n(Z + it_n) - it_n$, so

$$
\chi_n \circ F_n(Z + it_n) = s \circ L_n \circ G_n(Z) - i \frac{6\delta}{\alpha_n}
$$

By the last part in the proof of Theorem 3.3.7 $L_n \circ G_n = T \circ L_n$, so

$$
\chi_n \circ F_n(Z + it_n) = s(L_n(Z) + 1) - i \frac{6\delta}{\alpha_n}
$$

Finally, by Definition 3.4.5, the lemma follows. 

\[ \square \]
**Definition 3.4.7.** We define $F_{n+1}$ by $F_{n+1}(Z) = \chi_n \circ T^{-1} \circ \chi_n^{-1}(Z) - a_{n+1}$.

**Theorem 3.4.8.** The map $F_{n+1}$ is an element of $\mathcal{F}(\alpha_{n+1})$.

**Proof.** First of all, it is easy to check that

$$(L_n^{-1} \circ s)(Z + \frac{6\delta}{\alpha_n}) = \chi_n^{-1}(Z) - it_n$$

So

$$F_{n+1}(Z) = s \circ L_n(\chi_n^{-1}(Z) - 1 - it_n) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= s \circ L_n((L_n^{-1} \circ s)(Z + \frac{6\delta}{\alpha_n}) - 1) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= s \circ L_n((T^{-1} \circ L_n^{-1})(s(Z) + \frac{6\delta}{\alpha_n})) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= s \circ (L_n \circ T^{-1} \circ L_n^{-1}) \circ s(Z + \frac{6\delta}{\alpha_n}) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

Therefore $F_{n+1}$ is univalent in $\mathbb{H}$. Moreover, $s(Z + \frac{6\delta}{\alpha_n})$ is in the domain of definition of the extension $J_n$ for all $Z \in \mathbb{H}$, so

$$F_{n+1}(Z) = s \circ J_n \circ s(Z + \frac{6\delta}{\alpha_n}) - \frac{6\delta}{\alpha_n} - a_{n+1} \quad (3.4.4)$$

Since $s \circ T = T^{-1} \circ s$ and the extension $J_n$ commutes with $T$, we have:

$$F_{n+1}(T(Z)) = (s \circ J_n \circ (s \circ T))(Z + \frac{6\delta}{\alpha_n}) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= (s \circ J_n \circ T^{-1} \circ s)(Z + \frac{6\delta}{\alpha_n}) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= (T \circ s \circ J_n \circ s)(Z + \frac{6\delta}{\alpha_n}) - \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= T(F_{n+1}(Z))$$

Therefore $F \circ T = T \circ F$ on $\mathbb{H}$. Furthermore:

$$F_{n+1}(Z) - Z = s(J_n(s(Z + \frac{6\delta}{\alpha_n})) - s(Z + \frac{6\delta}{\alpha_n})) - a_{n+1}$$

By Lemma 3.4.4 and Definition 2.4.1 we have

$$\lim_{\Im(Z) \to +\infty} F_{n+1}(Z) - Z = s\left(-\frac{1}{\alpha_n}\right) - a_{n+1} = \alpha_n^{-1} - a_{n+1} = \alpha_{n+1}$$

So the theorem follows. \qed
3.5 Proof of Brjuno’s Theorem by Yoccoz

**Definition 3.5.1.** For each point \( Z \in \mathbb{H} \), we associate a sequence \((Z_n)\) as follows. We define \( Z_0 = Z \). If \( d_n = \Im(Z_n) \geq 4 \delta + t_n \), we choose \( Z'_n \in \mathbb{H} \) such that \( Z_n - Z'_n \in \mathbb{Z} \) and \(-1 \leq \Re(Z'_n) < 0\) and we define
\[
Z_{n+1} = \chi_n(Z'_n)
\]
The sequence \((Z_n)\) may be finite or infinite.

**Proposition 3.5.2.** If \((Z_n)\) is defined for some \( n \geq 0 \), then
\[
\Im(Z_n) - t_n - 11 \delta \leq \alpha_n \Im(Z_{n+1}) \leq \Im(Z_n) - t_n - \delta
\]

*Proof.* Applying the definition of \((Z_n)\) and Definition 3.4.5, one sees that
\[
\Im(Z_{n+1}) = \Im(\chi_n(Z'_n))
\]
\[
= \Im(s \circ L_n(Z'_n - it_n) - i \frac{6 \delta}{\alpha_n})
\]
\[
= \Im(L_n(Z'_n - it_n)) - \frac{6 \delta}{\alpha_n}
\]
Since \( \Im(Z_n) = \Im(Z'_n) \) and \( Z'_n - it_n \in \mathcal{W}_n \), we can apply 3.3.7 and obtain
\[
\Im(Z'_n - it_n) - 5 \delta \leq \alpha_n \Im(L(Z'_n - it_n)) \leq \Im(Z'_n - it_n) + 5 \delta
\]
So
\[
\Im(Z_n) - t_n - 5 \delta \leq \alpha_n \Im(L(Z'_n - it_n)) \leq \Im(Z_n) - t_n + 5 \delta
\]
Now, the proposition follows by an elementary replacement.

Let us recall that \( \alpha \in (0, 1) \), \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), and the sequence \((\alpha_n)\) was defined in Chapter 1 (see definition 2.4.1).

**Definition 3.5.3.** \((\beta_n)\) is the sequence defined by \( \beta_{-1} = 1 \) and \( \beta_n = \alpha_0 \alpha_1 \cdots \alpha_n \) for all \( n \geq 0 \).

**Proposition 3.5.4.** Let \((\beta_n)\) as above. The following facts hold:

(i) \( \beta_{n+2} \leq \frac{1}{2} \beta_n \) for all \( n \geq 0 \).

(ii) \( 1 + \beta_0 + \beta_1 + \beta_2 + \cdots \leq 4 \).
Proof.

(i) It is enough to prove that $\alpha_{n+1} \alpha_{n+2} \leq \frac{1}{2}$ for all $n \geq 0$. In fact, fix $n \geq 0$. Then there exists a positive integer $p$ such that $\frac{1}{p+1} < \alpha_{n+1} < \frac{1}{p}$. So we have 2 subcases:

1. If $p = 1$, then $1/2 < \alpha_{n+1} < 1$. So $1 \leq \left\lfloor \alpha_{n+1}^{-1} \right\rfloor$, which implies that

$$1/2 < \alpha_{n+1} \leq \alpha_{n+1} \left\lfloor \alpha_{n+1}^{-1} \right\rfloor = 1 - \alpha_{n+1} \left\lfloor \alpha_{n+1}^{-1} \right\rfloor$$

Therefore

$$\alpha_{n+1} \alpha_{n+2} = \alpha_{n+1} \left\lfloor \alpha_{n+1}^{-1} \right\rfloor < 1/2$$

2. If $p > 1$, then $p < \alpha_{n+1} < p+1$, whence $\alpha_{n+1} p = \alpha_{n+1} \left\lfloor \alpha_{n+1}^{-1} \right\rfloor$. Since $1 - \alpha_{n+1} < p\alpha_{n+1}$ we have that $1 - \alpha_{n+1} < \alpha_{n+1} \left\lfloor \alpha_{n+1}^{-1} \right\rfloor$. But also

$$\alpha_{n+1} < \frac{1}{p} \leq \frac{1}{2} < 1$$

Therefore,

$$\frac{1}{2} < 1 - \alpha_{n+1} < \alpha_{n+1} \left\lfloor \alpha_{n+1}^{-1} \right\rfloor = 1 - \alpha_{n+1} \alpha_{n+2}$$

(ii) By the previous fact,

$$1 + \beta_0 + \beta_1 + \ldots \leq 1 + \beta_0 + \beta_1 + \frac{1}{2} \beta_0 + \frac{1}{2} \beta_1$$

$$\leq 1 + \beta_0 (1 + \frac{1}{2} + \frac{1}{2^2} + \ldots) + \beta_1 (1 + \frac{1}{2} + \frac{1}{2^2} + \ldots)$$

$$\leq 1 + 2 \beta_0 + 2 \beta_1.$$

Since $\beta_0 = \alpha_0 \in (0,1)$ and $\beta_1 = \alpha_0 \alpha_1 \in (0,1/2)$, the assertion follows. \qed

**Proposition 3.5.5.** We use the same notation as in Definition 3.5.1. If $Z_n$ is defined for some $n \geq 0$, then :

$$\beta_{n-1} d_n + \sum_{i=0}^{n-1} \beta_{i-1} (t_i + \delta) \leq d_0 \leq \beta_{n-1} d_n + \sum_{i=0}^{n-1} \beta_{i-1} (t_i + 11 \delta)$$

where the $\beta_i$’s are as in Definition 3.5.3.

**Proof.** This follows by a direct application of Proposition 3.5.2 \qed

**Proposition 3.5.6.** Under the same assumptions as in the last proposition, the following inequality holds :

$$\sum_{i=0}^{n-1} \beta_{i-1} t_i \leq d_0 - \beta_{n-1} d_n \leq 44 \delta + \sum_{i=0}^{n-1} \beta_{i-1} t_i$$
Proof. This comes from a straightforward application of the last two propositions.

Proposition 3.5.7. If $Z \in \mathbb{H}$ and if there exists some nonnegative integer $m$ such that $F^m(Z) \notin \mathbb{H}$, then the sequence $(Z_n)_n$ is finite.

Proof. We define and denote by $H_n$ the upper half plane $\{Z \in \mathbb{C} : \Im(Z) \geq t_n\}$. If $Z_n$ is defined, let $1 + k_n$ be the rank of the first iterate of $Z_n$ under $F_n : \mathbb{H} \to \mathbb{C}$ that leaves $H_n$; i.e. $k_n$ is the smallest nonnegative integer such that: $\{F_n^1(Z_n), F_n^2(Z_n), \ldots, F_n^{k_n}(Z_n)\} \subset H_n$ and $F_n^{k_n+1}(Z_n) \notin H_n$. If $\Im(Z_n) \geq 4\delta + t_n$ then $k_n$ cannot be zero. Otherwise $F_n(Z_n) \notin H_n$ which means that $\Im(F_n(Z_n)) < t_n$, so this implies that $4\delta < \Im(F_n(Z_n)) - \Im(F_n(Z_n))$ which is impossible since $|F_n(W) - W - \alpha_n| < \delta \alpha_n < \delta$ for all $W \in H_n$. As an immediate consequence, $Z_{n+1}$ cannot be defined when $k_n = 0$. Now assume that $Z_{n+1}$ is defined and $k_{n+1} > 0$. Since $F_n$ commutes with the translation $Z \to Z + 1$ it is easy to see that $\Im F_n^{k_n}(Z_n) = \Im F_n^{k_n}(Z'_n)$ for all $j \in \{0, 1, \ldots, k_n\}$ (here $Z'_n$ is as in Definition 3.5.1). By using the definition of $G_n$ at the beginning of Section 3.4, one sees that

$$G_n^{n_j}(Z'_n - it_n) = F_n^{n_j}(Z'_n) - it_n$$

for all $j \in \{0, 1, \ldots, k_n\}$. Therefore,

$$\Im G_n^{n_j}(Z'_n - it_n) = \Im F_n^{n_j}(Z'_n) - t_n$$

for all $j \in \{0, 1, \ldots, k_n\}$. Since $k_{n+1} > 0$ and $Z_{n+1} = \chi_n(Z'_n)$, by equations 3.4.4 and 3.4.3 we have

$$\Im(L_n(Z'_n - it_n)) > \frac{6\delta}{\alpha_n}$$

and

$$F_{n+1}(Z_{n+1}) = s \circ J_n(L_n(Z'_n - it_n)) - i \frac{6\delta}{\alpha_n} - a_{n+1}$$

By Proposition 3.4.1 we may assume that there is a unique integer $p$ and a unique $y_0 \in \mathcal{U}_n$ with $\Im(y_0) \geq 4\delta$ such that $L_n(Z'_n - it_n) = L_n(y_0) + p$. Hence

$$F_{n+1}(Z_{n+1}) = s \circ J_n(L_n(Z'_n - it_n)) - i \frac{6\delta}{\alpha_n} - a_{n+1}$$

$$= s \circ J_n(L_n(y_0)) - i \frac{6\delta}{\alpha_n} - a_{n+1} + p$$

$$= s \circ L_n \circ T^{-1}(y_0) - i \frac{6\delta}{\alpha_n} - a_{n+1} + p$$

$$= s \circ L_n(y_0 - 1) - i \frac{6\delta}{\alpha_n} - a_{n+1} + p$$

But, by definition of the extension $L_n$ (see the proof of Theorem 3.3.7) we have

$$L_n(Z'_n - it_n) = L_n(G_n^{n_j}(Z'_n - it_n)) + \sigma_1$$
where $G_n^{o_1}(Z_n' - it_n) \in \mathcal{U}_n$. Hence

$$y_0 = G_n^{o_1}(Z_n' - it_n) \quad \text{and} \quad \sigma_1 = p$$

So

$$F_{n+1}(Z_{n+1}) = s \circ L_n(G_n^{o_1}(Z_n' - it_n) - 1) - i \frac{6\delta}{\alpha_n} - a_{n+1} + \sigma_1$$

with $G_n^{o_1}(Z_n' - it_n) \in \mathcal{U}_n$ and $\Im G_n^{o_1}(Z_n' - it_n) = \Im(y_0) \geq 4\delta$. Then $G_n^{o_1}(Z_n' - it_n) - 1 \in \mathcal{W}_n$. Since $\Im F_{n+1}(Z_{n+1}) \geq t_1 > 0$, it is easy to see that

$$\Im L_n(G_n^{o_1}(Z_n' - it_n) - 1) > \frac{6\delta}{\alpha_n}$$

Using again Proposition 3.4.1 and repeating the same idea as above, there exists a nonnegative integer $\sigma_2$ such that

$$L_n(G_n^{o_1}(Z_n' - it_n) - 1) = L_n(G_n^{o_1+\sigma_2}(Z_n' - it_n) - 1) + \sigma_2$$

where $G_n^{o_1+\sigma_2}(Z_n' - it_n) - 1 \in \mathcal{U}_n$, whose imaginary part is at least $4\delta$. So we can write

$$F_{n+1}(Z_{n+1}) = s \circ L_n(G_n^{o_1}(Z_n' - it_n) - 1) - i \frac{6\delta}{\alpha_n} - a_{n+1} + \rho_1$$

where $\tau_1 = \sigma_1 + \sigma_2$ and $\rho_1 = \sigma_1 - \sigma_2$. Repeating this argument $k_{n+1}$ times, we have

$$F_{n+1}^{k_{n+1}}(Z_{n+1}) = s \circ L_n(G_n^{o_1+\cdots+\tau_{k_{n+1}}}(Z_n' - it_n) - k_{n+1}) - i \frac{6\delta}{\alpha_n} - a_{n+1} + \rho_1 + \cdots + \rho_{k_{n+1}}$$

where $G_n^{o_1+\cdots+\tau_{k_{n+1}}}(Z_n' - it_n) - k_{n+1} \in \mathcal{U}_n$ and has imaginary part at least $4\delta$. By definition of $G_n$, one sees that

$$G_n^{o_1+\cdots+\tau_{k_{n+1}}}(Z_n' - it_n) - k_{n+1} = F_n^{o_1+\cdots+\tau_{k_{n+1}}}(Z_n') - k_{n+1} - it_n$$

So

$$\Im(F_n^{o_1+\cdots+\tau_{k_{n+1}}}(Z_n') - k_{n+1} - it_n) > 0$$

which implies that

$$F_n^{o_1+\cdots+\tau_{k_{n+1}}}(Z_n') - k_{n+1} \in H_n$$

Therefore

$$\tau_1 + \tau_2 + \cdots + \tau_{k_{n+1}} \leq k_n$$

Since $|F_n(Z) - Z - \alpha_n| \leq \delta\alpha_n < \frac{1}{10} \alpha_n$ on $H_n$, then $|F_n(Z) - Z| < \frac{11}{10} \alpha_n$. Now we have

$$|F_n^{o_1+1}(Z_n' - k_{n+1}) - F_n^{o_1}(Z_n' - k_{n+1})| < \frac{11}{10} \alpha_n$$

for all $j \in \{1, 2, \ldots, l - 1\}$ where $l = \tau_1 + \tau_2 + \cdots + \tau_{k_{n+1}}$. Adding all of these terms and applying the triangle inequality, we obtain

$$|F_n^{o_1}(Z_n' - k_{n+1}) - (Z_n' - k_{n+1})| < \frac{11}{10} \alpha_n \cdot l \leq \frac{11}{10} \alpha_n \cdot k_n$$
Since $F_n^0(Z'_n - k_{n+1}) - it_n = F_n^0(Z'_n) - k_{n+1} - it_n = G_n^0(Z'_n - it_n) - k_{n+1} \in U_n$, we have $\Re(F_n^0(Z'_n - k_{n+1})) \geq 0$. By definition of $Z'_n$, $\Re(Z'_n) < 0$. So we conclude that

$$k_{n+1} < \frac{11}{10} \alpha_n \cdot k_n$$

By Proposition 3.5.4(i) $\alpha_n \alpha_{n+1} \leq \frac{1}{2}$. This implies $k_{n+2} < \frac{121}{200} \cdot k_n$ whenever defined.

Finally, by definition $F_0(W) = F(W) - a_0$, so if $F^0m(Z) \notin \mathbb{H}$ for some $Z \in \mathbb{H}$ and some positive integer $m$, then $k_0$ is finite, whence by the analysis above the proposition follows.

**Proposition 3.5.8.** Assume we can choose a sequence of nonnegative real numbers $(t_n)_n$ so that the $n$-th renormalization $F_n$ verifies the fundamental inequalities given in 3.3.1 when

$$\Im(Z) \geq t_n$$

and so that $\tau = \sum_{n=0}^{\infty} \beta_{n-1} t_n < +\infty$. Then

$$F^0m(Z) \in \mathbb{H}$$

for all $m \geq 0$ and for all $Z \in \mathbb{H}_\tau$, where

$$\mathbb{H}_\tau = \{ Z \in \mathbb{C} : \Im(Z) > \tau + 44\delta \}$$

**Proof.** Let $Z \in \mathbb{H}_\tau$ and assume $Z_n$ is defined. We will prove that $Z_{n+1}$ is also defined. By Proposition 3.5.5, we have :

$$d_0 \leq \beta_{n-1} d_n + \sum_{i=0}^{n-1} \beta_{i-1} (t_i + 11\delta)$$

So

$$\beta_{n-1} d_n \geq d_0 - \sum_{i=0}^{n-1} \beta_{i-1} (t_i + 11\delta)$$

$$= d_0 - \sum_{i=0}^{n-1} \beta_{i-1} t_i - (1 + \beta_0 + \cdots + \beta_{n-2})(11\delta)$$

$$\geq d_0 - (\tau - \sum_{i=n}^{\infty} \beta_{i-1} t_i) + (4 - (1 + \cdots + \beta_{n-1}) - 4 + \beta_{n-1})11\delta$$

$$\geq (d_0 - 44\delta - \tau) + \sum_{i=n}^{\infty} \beta_{i-1} t_i + (4 - (1 + \cdots + \beta_{n-1}) + \beta_{n-1})11\delta$$

By Proposition 3.5.4, $4 - (1 + \cdots + \beta_{n-1}) > 0$ and since $d_0 = \Im(Z) > \tau + 44\delta$, we have

$$\beta_{n-1} d_n \geq \sum_{i=n}^{\infty} \beta_{i-1} t_i + \beta_{n-1}(11\delta)$$
So
\[ \beta_{n-1}d_n \geq \beta_{n-1}t_n + \beta_{n-1}(11\delta) \]

Then
\[ \Im(Z_n) = d_n \geq t_n + 11\delta > t_n + 4\delta \]

Thus, we can define \( Z_{n+1} \). This implies that the sequence \( (Z_n)_n \) is infinite, therefore the proposition follows from Proposition 3.5.7.

**Theorem 3.5.9. Brjuno Theorem by Yoccoz.** Let \( f \in S_\lambda \) where \( \lambda = \exp(2\pi i\alpha) \) and \( \alpha \in (0, 1) \setminus \mathbb{Q} \). If \( \sum_{n=0}^{\infty} \beta_{n-1} \log \left( \frac{1}{\alpha_n} \right) < +\infty \), then \( f \) is linearizable.

**Proof.** Fix \( \delta \in (0, 1/10) \) and let \( F \in \mathfrak{X}(\alpha) \) such that \( f(E(Z)) = E(F(Z)) \) for all \( Z \in \mathbb{H} \). By Theorem F.3 (see Appendix F), there exists a universal constant \( C > 0 \), just depending on \( \delta \), such that
\[ |F_n(Z) - Z - \alpha_n| \leq \delta \alpha_n \quad \text{and} \quad |F'_n(Z) - 1| \leq \delta \]
for all \( Z \in \mathbb{H} \) with \( \Im(Z) \geq \frac{1}{2\pi} \log \frac{1}{\alpha_n} + C \), where \( F_n \) is the \( n \)-th renormalization of \( F \).

Putting \( t_n = \frac{1}{2\pi} \log \frac{1}{\alpha_n} + C \), it is easy to see that \( \tau = \sum_{n=0}^{\infty} \beta_{n-1}t_n < +\infty \). So by the last proposition \( F^{\circ m}(Z) \in \mathbb{H} \) for all \( m \geq 0 \) and for all \( Z \in \mathbb{H}_\tau \). Then
\[ f^{\circ m}(E(Z)) = E(F^{\circ m}(Z)) \in \mathbb{H} \]
for all \( Z \in \mathbb{H}_\tau \) and all \( m \geq 0 \). Hence
\[ f^{\circ m}(z) \in \mathbb{D} \]
for all \( z \in E(\mathbb{H}_\tau) = \Delta(0, \exp(-2\pi(\tau + 44\delta))) \). This means that 0 is stable. Therefore, by Theorem 3.2.5 we conclude that \( f \) is linearizable.

**Remark 3.5.10.** It is not difficult to see that \( \sum_{n=0}^{\infty} \beta_{n-1} \log \left( \frac{1}{\alpha_n} \right) \) converges if only of the series
\[ \sum_{n=0}^{\infty} q_{n+1} \left( \frac{1}{q_n} \right) \] converges. The idea of the proof of this fact is given in [30] pg. 13.
Chapter 4

Linearization of Quadratic Polynomials

The main goal in this chapter is to prove that the stability of the origin for the polynomial \( P_\lambda(z) = \lambda(z - z^2) \) is enough to guarantee the stability of the origin for any germ \( f \in S_\lambda \) when \( \lambda = E(\alpha) \) with \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). The point of view in this chapter has been mainly influenced by Yoccoz[30] and Lehto[20].

4.1 Douady - Hubbard Theorem

In order to get our main result, in this first section we are focused on prove that there exist \( a_0 \in (0, 1] \) such that for all \( a \in (0, a_0] \) and \( b \in \mathbb{C} \) with \(|b| = 10\) the map \( a^{-1} f(az) + bz^2 \) is quasiconformally conjugate to the quadratic polynomial \( P(z) = \lambda z + bz^2 \), for any \( f \in S_\lambda \) where \( \lambda = E(\alpha) \) with \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \).

Definition 4.1.1. Let \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). Let \( \lambda = E(\alpha) \) and let \( f \) be an element of \( S_\lambda \). This means \( f \) is a holomorphic and injective map which is defined on the open unit disk \( \mathbb{D} \) such that \( f(0) = 0 \) and \( f'(0) = \lambda \).

Definition 4.1.2. Let \( f \) be an element of \( S_\lambda \) as above. For each \( b \in \mathbb{C} \), we denote by \( f_b \) the holomorphic map on \( \mathbb{D} \) defined by :

\[
f_b(z) = f(z) + bz^2.
\]

Proposition 4.1.3. Let \( H_b \) be the formal linearization of \( f_b \). Then \( H_b \) has the form

\[
H_b(z) = z(1 + \sum_{n \geq 1} P_n(b)z^n)
\]

where, for each \( n \), the function \( P_n(b) \) is a polynomial of degree \( n \) in \( b \).
Proof. This comes from a straightforward inspection of the coefficients of $H_b$ following the recursive relation given in 2.1.1.

**Definition 4.1.4.** A triple $(U, U', F)$ is called polynomial-like of degree 2 if $U$, $U'$ are open simply connected domains of $\mathbb{C}$, neither equal to $\mathbb{C}$, $U'$ is relatively compact in $U$ and $F : U' \to U$ is holomorphic and proper of degree 2.

**Definition 4.1.5.** $W = \{ z : |z| < \frac{13}{36} \}$, $W_b = \{ z : |z| \leq 1/3, f_b(z) \in W \}$

**Lemma 4.1.6.** For $|b| \geq 10$, $(W, W_b, f_b)$ is a polynomial-like of degree 2.

Proof. Since $f$ is univalent on $\mathbb{D}$, we have:

$$|f(z)| \leq \frac{|z|}{(1 - |z|)^2} \text{ for all } z \in \mathbb{D}$$

In particular, $|f(z)| \leq 3/4$ for $|z| = 1/3$. On the other hand, for $|b| \geq 10$:

$$|bz^2| \geq \frac{10}{9} = \frac{13}{36} + \frac{3}{4} \text{ for all } |z| = \frac{1}{3}$$

Given any $y \in W$, the following inequality holds for all $|z| = 1/3$:

$$|f_b(z) - (y + bz^2)| = |f(z) - y| \leq |f(z)| + |y| < \frac{3}{4} + \frac{13}{36} = \frac{10}{9} \leq |bz^2|$$

Thus, for all $|z| = 1/3$ we have $|(f_b(z) - y) - bz^2| < |bz^2|$. Then by Rouché’s theorem there are exactly two solutions for the equation $f_b(z) = y$ inside the set $\{ z : |z| < 1/3 \}$. This proves that $f_b : \Delta(0, 1/3) \cap f_b^{-1}(W) \to W$ is surjective. Furthermore, since $f$ is defined in $\mathbb{D}$, the last inequality shows that $\{ z : |z| = 1/3 \} \cap f_b^{-1}(W)$ is empty. Hence

$$W_b = \Delta[0, 1/3] \cap f_b^{-1}(W) = \Delta(0, 1/3) \cap f_b^{-1}(W)$$

Now let $K$ be a compact subset of $W$ and let $\{ z_n \}$ be a sequence of elements in $f_b^{-1}(K)$. Without loss of generality, since $K$ is compact we may assume that $\{ f_b(z_n) \}$ converges to a point $y \in K$. But since $f_b^{-1}(K) \subset W_b$, $\{ z_n \}$ is a bounded sequence, so there is a subsequence $\{ z_{n_j} \}$ converging to a point $z$ with $|z| \leq 1/3$; since $f_b$ is defined in the whole unit disk by continuity $\{ f_b(z_{n_j}) \}$ converges to $f_b(z)$ which implies that $f_b(z) = y$. But by the last inequality above $|z|$ must be less than 1/3, thus $z \in f_b^{-1}(K)$. Therefore we conclude that $f_b : W_b \to W$ is a proper map of degree 2. Since $f_b$ is proper, it maps the boundary of $W_b$ into the boundary of $W$. This implies that the image under $f_b$ of each connected component of $W_b$ is the set $W$. In consequence, since the degree of $f_b$ is 2, if we assume that $W_b$ is not connected then the connected component containing zero will be holomorphically equivalent to the set $W$. Since the connected component $C_0$ containing zero is contained in $W$ and $|\lambda| = 1$, by Schwarz lemma $f_b(z) = \lambda z$ for all $z \in C_0$, which implies that $W = C_0 \subset W_b \subset W$. But this is a contradiction because we assumed that $W_b$ was not connected. Therefore, $W_b$ must be connected. □
We denote by $\Gamma$ the circle $\{ b \in \mathbb{C} : |b| = 10 \}$. For $a \in (0, 1]$, $b \in \Gamma$, and $f \in S_\lambda$, we set

$$f_{a,b} = a^{-1}f(az) + bz^2 \quad (4.1.1)$$

The Straightening Theorem for polynomial-like maps (see [12]) guarranties that, for any $b \in \Gamma$, the map $f_b$ is conjugated on $W_b$ to a polynomial of degree 2 by a quasiconformal homeomorphism which is defined on the whole complex plane. However, adapting the proof of the Straightening Theorem to the family $\{ f_{a,b} : f \in S_\lambda, \ a \in (0, 1], b \in \Gamma \}$ we can show that there exist an interval $(0, a_0]$ such that $f_{a,b}$ is linearizable for all $a \in (0, a_0]$. Our goal in this section is to provide the complete proof of this version of the Straightening Theorem following the sketch given by Yoccoz[30], pg. 61.

We start by choosing a $C^\infty$ function $\eta$ defined on the whole real line $\mathbb{R}$ such that $\eta(\mathbb{R}) = [0, 1]$, $\eta$ is 1 on $(-\infty, 1/3]$ and $\eta$ is 0 on $[13/36, +\infty)$. Now we define, for $a \in (0, 1], b \in \Gamma$, and $f \in S_\lambda$, a mapping $\tilde{f}$ by the formula

$$\tilde{f}_{a,b}(z) = \eta(|z|)f_{a,b}(z) + (1 - \eta(|z|))(\lambda z + bz^2).$$

Clearly these mappings are well defined over the whole complex plane $\mathbb{C}$. Furthermore, each is exactly $f_{a,b}$ on the disk $\{ z : |z| \leq 1/3 \}$, is $\lambda z + bz^2$ outside the disk $\{ z : |z| < 13/36 \}$ and it is also a $C^\infty$ function. This means

$$\tilde{f}_{a,b}(z) = \begin{cases} 
  f_{a,b}(z) = a^{-1}f(az) + bz^2 & \text{on } \Delta[0, 1/3], \\
  \eta(|z|)f_{a,b}(z) + (1 - \eta(|z|))(\lambda z + bz^2) & \text{on } \{ z, 1/3 \leq |z| \leq 13/36 \}, \\
  \lambda z + bz^2 & \text{on } \mathbb{C} \setminus \Delta(0, 13/36) \end{cases} \quad (4.1.2)$$

**Lemma 4.1.7.** The net of mappings $f_{a,b}$ converges to the polynomial $P(z) = \lambda z + bz^2$ as $a$ tends to zero, uniformly in $b \in \Gamma$ and $f \in S_\lambda$ on every compact subset of the open unit disk $\mathbb{D}$. In particular, it holds over the set $\{ z : 1/3 \leq |z| \leq 13/36 \}$.

**Proof.** Let $K$ be a compact subset of the open unit disk $\mathbb{D}$. Then there exists $r \equiv r(K)$ such that $r \in (0, 1)$ and $|z| \leq r$ for all $z \in K$.

Let $f \in S_\lambda$ with power series $\sum_{n=1}^{\infty} a_n z^n$. Then

$$|f_{a,b}(z) - (\lambda z + bz^2)| = |a^{-1}f(az) + bz^2 - \lambda z - bz^2|$$

So

$$|f_{a,b}(z) - (\lambda z + bz^2)| = a^{-1}|a_2(az)^2 + a_3(az)^3 + a_4(az)^4 + \ldots|$$

By D’Branges theorem ([5], [9]),

$$|f_{a,b}(z) - (\lambda z + bz^2)| \leq a^{-1}(2|az|^2 + 3|az|^3 + 4|az|^4 + \ldots)$$
So
\[
|f_{a,b}(z) - (\lambda z + b z^2)| \leq a^{-1} \left( \frac{|a z|}{(1 - |a z|)^2} - |a z| \right)
\]
Then
\[
|f_{a,b}(z) - (\lambda z + b z^2)| \leq \left( \frac{|z|}{(1 - |a z|)^2} - |z| \right)
\]
Hence
\[
|f_{a,b}(z) - (\lambda z + b z^2)| \leq r \left( \frac{1}{(1 - ar)^2} - 1 \right) \text{ for all } z \in K
\]
Finally, taking the limit as \(a\) tends to zero, the lemma follows.

**Corollary 4.1.8.** The net of mappings \(\tilde{f}_{a,b}\) converges to the polynomial \(P(z) = \lambda z + b z^2\) as \(a\) tends to zero, uniformly in \(b \in \Gamma\) and \(f \in S_\lambda\) on every compact subset of the complex plane \(\mathbb{C}\).

**Proof.** This follows from the equation 4.1.2 and the lemma above.

**Corollary 4.1.9.** The net of mappings \(\frac{\partial}{\partial z} \tilde{f}_{a,b}\) converges to the map zero as \(a\) tends to zero, uniformly in \(b \in \Gamma\) and \(f \in S_\lambda\) on every compact subset of the complex plane \(\mathbb{C}\).

**Proof.** By the equality 4.1.2 and the corollary above, the assertion holds on every compact subset of the complement of the set \(\{z : 1/3 \leq |z| \leq 13/36\}\). Therefore, we just have to analyze over \(\{z : 1/3 \leq |z| \leq 13/36\}\). In fact, by an elementary computation
\[
\frac{\partial}{\partial z} \tilde{f}_{a,b}(z) = \eta'(|z|) \cdot \frac{z}{2|z|} \cdot f_{a,b}(z) - \eta'(|z|) \cdot \frac{z}{2|z|} \cdot (\lambda z + b z^2)
\]
Since \(\eta'\) is continuous on the compact interval \([1/3, 13/36]\) there must be a constant \(C > 0\) such that
\[
|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)| \leq C \cdot |f_{a,b}(z) - (\lambda z + b z^2)|
\]
Therefore, the corollary follows from Lemma 4.1.7.

**Corollary 4.1.10.** The net of mappings \(\frac{\partial}{\partial z} \tilde{f}_{a,b}\) converges to the polynomial \(Q(z) = \lambda + 2b z\) as \(a\) tends to zero, uniformly in \(b \in \Gamma\) and \(f \in S_\lambda\) on every compact subset of the complex plane.

**Proof.** As in Corollary 4.1.9, it is enough to analyze over the closed annulus \(\{z : 1/3 \leq |z| \leq 13/36\}\). In fact, by an elementary computation we have
\[
\frac{\partial}{\partial z} \tilde{f}_{a,b}(z) - Q(z) = \eta'(|z|) \cdot \frac{z}{2|z|} \cdot (f_{a,b}(z) - (\lambda z + b z^2)) + \eta(|z|) \cdot (\frac{\partial}{\partial z} f_{a,b}(z) - Q(z))
\]
Consider $C_1 > \sup\{\eta(r) : 1/3 \leq r \leq 13/36\} \geq 0$. Since $\eta'$ is continuous on the compact interval $[1/3, 13/36]$ we can guarantee the existence of $C_1$; and also consider the positive constant $C$ given in the proof of Corollary 4.1.9. Then

$$|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z) - Q(z)| \leq C \cdot |f_{a,b}(z) - (\lambda z + bz^2)| + C_1 \cdot |\frac{\partial}{\partial z} f_{a,b}(z) - Q(z)|$$

Hence, we only have to prove that $\frac{\partial}{\partial z} f_{a,b}(z)$ converges to $Q(z)$ uniformly on $b$ and $f$. By definition of $f_{a,b}$, it is not difficult to see that

$$|f'(az) - \lambda|$$

Now, if we set $f(z) = \sum_{n=1}^{\infty} a_n z^n$ with $a_1 = \lambda$, by D’Branges theorem

$$|f'(az) - \lambda| = \left| \sum_{n=2}^{\infty} na_n (az)^{n-1} \right| \leq \sum_{n=2}^{\infty} n^2 |az|^{n-1}$$

Since $|z| \leq 13/36$, we have

$$|f'(az) - \lambda| \leq \frac{1 + \frac{13a}{36}}{1 - \frac{13a}{36}} - 1$$

for any $f \in S_\lambda$. Therefore, the corollary follows.

**Lemma 4.1.11.** There exist $a_0$ and a continuous map $k : [0, a_0] \rightarrow [0, 1)$ with $k(0) = 0$, such that for all $f \in S_\lambda$, $b \in \Gamma$ and $a \in (0, a_0]$, the map $\tilde{f}_{a,b}$ is a branched covering of degree 2 of $\mathbb{C}$ satisfying

$$|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)| \leq k(a) |\frac{\partial}{\partial z} f_{a,b}(z)|$$

for all $1/3 \leq |z| \leq 13/36$.

**Proof.** The fact that the map $\tilde{f}_{a,b}$ is a branched covering of degree 2 comes from the equation 4.1.1, because $a^{-1} f(az)$ is also an element of $S_\lambda$ and we already proved that for any $|b| \geq 10$ and any $F \in S_\lambda$, $(\mathcal{W}, \mathcal{W}_b, F_b)$ is polynomial-like of degree 2 (see Lemma 4.1.6). To get the inequality in the assertion, we set $L = \{z : 1/3 \leq |z| \leq 13/36\}$, $P(z) = \lambda z + bz^2$ and $\|f_{a,b} - P\| = \max\{|f_{a,b}(z) - P(z)| : z \in L\}$. The existence of the map $k$ comes from Corollaries 4.1.9 and 4.1.10 as follows:

Given $\epsilon > 0$ there exists $a_0 \in (0, 1]$ such that, if $a \in (0, a_0]$ then

$$|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z) - (\lambda + 2bz)| < \epsilon$$

and

$$|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)| \leq C \|f_{a,b} - P\| < \epsilon$$
for all \( f \in S_\lambda \) and all \( b \in \Gamma \) and for all \( z \in L \). Note that the constant \( C \) comes from the proof in Corollary 4.1.9. By the minimum modulus principle

\[-\epsilon + \frac{17}{3} \leq -\epsilon + |\lambda + 2bz| < |\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)|\]

So, for very small \( \epsilon \) we have

\[\frac{1}{|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)|} \leq \frac{1}{\frac{17}{3} - \epsilon}\]

Then

\[\frac{|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)|}{|\frac{\partial}{\partial z} \tilde{f}_{a,b}(z)|} \leq \frac{C}{\frac{17}{3} - \epsilon} \cdot \| f_{a,b} - P \| < \frac{\epsilon}{\frac{17}{3} - \epsilon}\]

for all \( f \in S_\lambda \) and for all \( b \in \Gamma \). Therefore if we consider \( 0 < \epsilon < 17/6 \) (fixed) we have

\[\frac{C}{\frac{17}{3} - \epsilon} \cdot \| f_{a,b} - P \| < 1\]

Then, we can define

\[k(a) = \begin{cases} 0 & \text{for } a = 0 \\ \frac{C}{\frac{17}{3} - \epsilon} \cdot \sup\{\|f_{a,b} - P\| : f \in S_\lambda, b \in \Gamma\} & \text{for } a \in (0, a_0] \end{cases} \quad (4.1.3)\]

By Lemma 4.1.7, this map is continuous at zero. The proof of the continuity of \( k(a) \) on \((0, a_0]\) is as follows. First of all, note that

\[|\|f_{a,b} - P\| - \|f_{s,b} - P\| | \leq \|f_{a,b} - f_{s,b}\|\]

where \( \|f_{a,b} - f_{s,b}\| = \sup\{|f_{a,b}(z) - f_{s,b}(z)| : z \in L, b \in \Gamma\} \). Now we prove that \( \|f_{a,b} - f_{s,b}\| \) goes to zero when \( s \) is approaching \( a \).

In fact, assume \( f(z) = \sum_{i=1}^\infty a_i z^i \). Then

\[|f_{a,b}(z) - f_{s,b}(z)| = \left| \frac{1}{a} \sum_{i=1}^\infty a_i (az)^i - \frac{1}{s} \sum_{i=1}^\infty a_i (sz)^i \right| = \left| \sum_{i=2}^\infty a_i ((a)^{i-1} -(s)^{i-1}) z^i \right|\]

Hence

\[|f_{a,b}(z) - f_{s,b}(z)| = |a - s||a_2 z^2 + a_3 (a + s)z^3 + a_4 (a^2 + as + s^2)z^4 + \ldots|\]

By D’Branges theorem and since \( a, s \in (0, a_0] \subset (0, 1] \), we get

\[|f_{a,b}(z) - f_{s,b}(z)| \leq |a - s|(2 \cdot 1 |z|^2 + 3 \cdot 2 |z|^3 + 4 \cdot 3 |z|^4 + 5 \cdot 4 |z|^5 + \ldots)\]
Then
\[ |f_{a,b}(z) - f_{s,b}(z)| \leq |a - s| \left( (2^2|z|^2 + 3^2|z|^3 + 4^2|z|^4 + 5^2|z|^5 + \ldots) \right) \]

On the other hand, it is not difficult to check that
\[ \sum_{i=1}^{\infty} i^2 t^i = \frac{(1 + t) t}{(1 - t)^3} \]

So
\[ \sum_{i=2}^{\infty} i^2 t^i = \left( \frac{(1 + t)}{(1 - t)^3} - 1 \right) t \]

Therefore
\[ |f_{a,b}(z) - f_{s,b}(z)| \leq |a - s| \cdot \left( \frac{1 + |z|}{(1 - |z|)^3} - 1 \right) |z| \]

Since \(1/3 \leq |z| \leq 13/36\), there must be a constant \(M > 0\) such that
\[ |f_{a,b}(z) - f_{s,b}(z)| \leq |a - s| \cdot M \]

for all \(f \in S_\lambda, b \in \Gamma\) and \(z \in L\). So
\[ |\|f_{a,b} - P\| - \|f_{s,b} - P\| | \leq \|f_{a,b} - f_{s,b}\| \leq M \cdot |a - s| \]

for all \(f \in S_\lambda,\) and \(b \in \Gamma\). Then
\[ \frac{C}{17^3} \cdot |k(a) - k(s)| \leq M \cdot |a - s| \]

for any \(a, s \in (0, a_0]\). Therefore \(k\) is continuous on \([0, a_0]\).

**Remark 4.1.12.** For each open set \(U \subseteq \mathbb{C}\), we identify the Beltrami forms on \(U\) as the functions \(\mu \in L^\infty\) with norm \(\|\mu\|_{L^\infty} < 1\).

**Definition 4.1.13.** If \(f : U \to V\) is a \(C^1\) mapping, and \(\mu\) is a Beltrami form on \(V\), the form \(f^* \mu\) is defined by:
\[ (f^* \mu)(z) = \frac{\partial}{\partial z} f(z) \mu(f(z)) + \frac{\partial}{\partial \bar{z}} f(z) \mu(f(z)) \]

**Proposition 4.1.14.** Let \(a \in (0, a_0]\). There exists a unique Beltrami form \(\mu = \mu_{f,a,b}\) on \(\mathbb{C}\) invariant under \(f_{a,b}\), null on \(\mathbb{C} \setminus W\) and null on the Julia set \(\bigcap_{n \geq 0} f_{a,b}^{-n}(W_b)\) of \(f_{a,b}\). Furthermore, \(\|\mu\|_{L^\infty} \leq k(a)\) holds.
Proof. Let \( \nu \) the Beltrami form defined by

\[
\nu(z) = \begin{cases} \\
\frac{\partial}{\partial z} \widetilde{f}_{a,b}(z), & \{z \in \mathbb{C} : 1/3 \leq |z| \leq 13/36\} \\
0, & \text{otherwise}
\end{cases}
\]

Now define the recursive sequence \( \xi_n = \varphi^* \xi_{n-1} \) for all \( n \geq 1 \), where \( \xi_0 = \nu \) and \( \varphi(z) = \widetilde{f}_{a,b}(z) \).

By elementary computations, \( \mu = \lim_{n \to \infty} \xi_n \) verifies the conditions required, so the support of \( \mu \) is contained in \( \mathcal{W} \). By Lemma 4.1.6 \( f_{a,b} \) is analytic on \( \Delta(0,1/3) \cap f_{a,b}^{-1}(\mathcal{W}) \). Then applying Lemma 4.1.11 to the corresponding \( \widetilde{f}_{a,b} \), the inequality \( \|\mu\|_{L^\infty} \leq k(a) \) follows.

By the Ahlfors-Bers Theorem, there exists a unique quasiconformal homeomorphism \( \phi \equiv \phi_{f,a,b} \) satisfying the following properties:

(i) For almost all \( z \in \mathbb{C} \) : \( \frac{\partial}{\partial z} \phi(z) = \mu(z) \frac{\partial}{\partial z} \phi(z) \).

(ii) \( \phi(0) = 0 \).

(iii) The function \( \phi(z) - z \) is bounded.

(iv) \( \text{supp}(\mu) \subset \mathcal{W} \).

Lemma 4.1.15. Douady-Hubbard Theorem (Yoccoz’s Version). Assuming the same notation as above:

\[
\phi \circ \widetilde{f}_{a,b} \circ \phi^{-1}(z) = \lambda z + bz^2.
\]

Proof. The map \( \phi \circ \widetilde{f}_{a,b} \circ \phi^{-1} \) is quasi-regular and preserves the null Beltrami form of \( \mathbb{C} \). Hence, this is a holomorphic map. It is also a branched covering of degree 2 with 0 as fixed point, so

\[
\phi \circ \widetilde{f}_{a,b} \circ \phi^{-1}(z) = \lambda' z + b' z^2
\]

for some \( \lambda' \) and \( b' \neq 0 \). By the equation 4.1.2, for \( |z| \geq 13/36 \) we have

\[
\phi(\lambda z + bz^2) = \lambda' \phi(z) + b'(\phi(z))^2
\]

By item (iii) above, \( \lim_{|z| \to \infty} \frac{\phi(z)}{z} = 1 \), so

\[
\lim_{|z| \to \infty} \frac{\phi(\lambda z + bz^2)}{\lambda z + bz^2} = \lambda' \lim_{|z| \to \infty} \frac{\phi(z)}{z} - \frac{b'}{|z| \to \infty} \lim_{|z| \to \infty} \left( \frac{\phi(z)}{z} \right)^2 - \frac{1}{z} + \frac{b}{z^2}
\]
Then
\[ 1 = \lambda' \cdot 1 \cdot 0 + b' \cdot 1 \cdot \frac{1}{\bar{b}} \]
So
\[ b = b' \]
On the other hand, for each \( t \in (0, 1] \) define:
\[ T = \phi(t) \text{ and } \phi_t(z) = \frac{1}{T} \phi(tz) \]
Clearly \( \phi_t(0) = 0, \phi_t(1) = 1 \) and \( \phi_t(\infty) = \infty \). Hence, \( \{\phi_t\}_{t \in [0,1]} \) is a normal family of quasiconformal homeomorphisms (see [21], pg. 70). We set
\[ \tilde{f}_t(z) = \frac{1}{t} \tilde{f}_{a,b}(tz) \]
It is not difficult to check that \( \phi_t^{-1}(w) = \frac{1}{t} \phi^{-1}(Tw) \), so
\[ \phi_t \circ \tilde{f}_t \circ \phi_t^{-1}(z) = \frac{1}{T} \phi(t(\tilde{f}_t \circ \phi_t^{-1})(z)) \]
and
\[ \phi_t \circ \tilde{f}_t \circ \phi_t^{-1}(z) = \frac{1}{T} \phi(\tilde{f}_{a,b}(\phi_t^{-1}(Tz))) \]
But we already know that \( \phi \circ \tilde{f}_{a,b} \circ \phi^{-1}(z) = \lambda' z + bz^2 \). Then
\[ \phi_t \circ \tilde{f}_t \circ \phi_t^{-1}(z) = \frac{1}{T} (\lambda'Tz + b(Tz)^2) = \lambda' z + bTz^2 \]
Since \( \{\phi_t\}_{t \in [0,1]} \) is a normal family, let \( \psi \) be the limit of some sequence \( \{\phi_{t_n}\}_{n \in \mathbb{Z}^+} \) with \( \lim_{n \to \infty} t_n = 0 \). So \( \psi \) is also a quasiconformal homeomorphism ([21], pg. 73-76), \( \lim_{n \to \infty} \phi(t_n) = 0 \) and \( \lim_{n \to \infty} \tilde{f}_{t_n}(z) = \lambda z \). Thus
\[ \lim_{n \to \infty} \phi_{t_n} \circ \tilde{f}_{t_n} \circ \phi_{t_n}^{-1}(z) = \lim_{n \to \infty} \lambda' z + b\phi(t_n)z^2 = \lambda' z \]
Then
\[ \psi(\lambda \psi^{-1}(z)) = \lambda' z \]
so
\[ \psi(\lambda z) = \lambda' \psi(z) \]
From this equality one sees that \( \psi((\lambda)^n) = (\lambda')^n \) for all \( n \in \mathbb{Z}^+ \). Since \( \psi \) is a homeomorphism, \( \lambda' \) has unit modulus and is not a root of unity. Furthermore \( \psi : S^1 \to S^1 \) is an orientation-preserving homeomorphism, because \( \{\lambda^n : n \in \mathbb{Z}^+ \} \) is dense in \( S^1 \). Thus, \( F, \tilde{F} : S^1 \to S^1 \) given by \( F(z) = \lambda z \) and \( \tilde{F}(z) = \lambda' z \) are conjugate by the orientation-preserving homeomorphism \( \psi \). So, by the theorem on the topological invariance of the rotation number ([7], pg. 47-48) we get \( \lambda = \lambda' \). \( \square \)
Remark 4.1.16.
Recall that each \( \phi \equiv \phi_{f,a,b} \) is \( K(a) \)-quasiconformal homeomorphism and satisfies:

\begin{enumerate}[(i)]
    \item For almost all \( z \in \mathbb{C} \) : \( \frac{\partial}{\partial z} \phi(z) = \mu(z) \frac{\partial}{\partial z} \phi(z) \).
    \item \( \phi(0) = 0 \).
    \item The function \( \phi(z) - z \) is bounded.
    \item \( \text{supp}(\mu) \subset W \).
\end{enumerate}

From the last item each \( \phi \) is univalent on \( \mathbb{C} \setminus W = \{ z : |z| \geq 13/36 \} \). Now, for each \( \phi \) let \( g_\phi \) be the map defined by

\[ g_\phi(z) = \frac{1}{\phi\left(\frac{1}{z}\right)} \]

It is easy to see that each \( g_\phi \) is well-defined and is univalent on the disk \( \Delta(0, 36/13) \). Then each \( g_\phi \) is univalent on \( \mathbb{D} \). By the items above, one sees that \( g_\phi(0) = 0 \) and \( g'_\phi(0) = 1 \). So we may apply Theorem E.6 (see Appendix E) to each \( g_\phi \) and obtain

\[ \frac{|z|}{(1 + |z|)^2} \leq |g_\phi(z)| \leq \frac{|z|}{(1 - |z|)^2} \]

In particular, for any \( z \) in the closed ring \( \{ z : 1/2 \leq |z| \leq 3/4 \} \) we have

\[ \frac{8}{49} \leq |g_\phi(z)| \leq 12. \]

Hence, for any \( z_3 \) in the closed ring \( \{ 4/3 \leq |z_3| \leq 2 \} \), the following inequality holds:

\[ \frac{1}{12} \leq |\phi(z_3)| \leq \frac{49}{8}. \]

Now, for each \( a \in (a_0, a_0^\prime] \), we set

\[ K(a) = \frac{1 + k(a)}{1 + k(a)} \]

Here \( a_0 \) and \( k(a) \) are the same as in Lemma 4.1.11.

Lemma 4.1.17. Fix \( a \in (0, a_0] \). There exists a constant \( C(a) \), depending only on \( a \), such that:

\[ |\phi_{f,a,b}(z_1) - \phi_{f,a,b}(z_2)| \leq C(a)|z_1 - z_2|^{1/K(a)} \]

for all \( z_1, z_2 \in \mathbb{D} \).
\textbf{Proof.} First of all, fix \( z_3 \in \mathbb{R} \) with \( 4/3 \leq z_3 \leq 2 \). Now, for each \( \phi_{f,a,b} \) define
\[ \Lambda_{f,a,b}(w) = \frac{\phi_{f,a,b}(z_3w)}{\phi_{f,a,b}(z_3)}. \]
By an elementary computation (see [7], pg. 17), the dilatations \( \mu_\Lambda \equiv \mu_{\Lambda_{f,a,b}} \mu_\phi \equiv \mu_{\phi_{f,a,b}} \) satisfy
\[ \mu_\Lambda(w) = \mu_\phi(3w) \]
for almost all \( w \). By Proposition 4.1.14 we conclude that \( \|\mu_\Lambda\|_{L^\infty} \leq k(a) \). Therefore the maps \( \Lambda_{f,a,b}(w) \) are \( K(a) \)-quasiconformal homeomorphisms for all \( a \in (0,a_0), b \in \mathbb{C} \) with \( |b| = 10 \). Moreover, the maps \( \Lambda_{f,a,b} \) fix 0, 1 and \( \infty \). So \( \{\Lambda_{f,a,b} : f \in S_\lambda, b \in \Gamma\} \) is a normal family of \( K(a) \)-quasiconformal homeomorphisms (see[21], pg. 73). Since the equicontinuity, Holder continuity and normality of a family of \( K \)-quasiconformal mappings are equivalent concepts ([21], pg. 72) and the closed disk \( \{w : |w| \leq \frac{3}{4}\} \) is compact, there must be a constant \( \tilde{c}(a) \) just depending on \( a \) such that:
\[ |\Lambda_{f,a,b}(w_1) - \Lambda_{f,a,b}(w_2)| \leq \tilde{c}(a)|w_1 - w_2|^{1/K(a)} \]
for all \( w_1, w_2 \in \{w : |w| \leq \frac{3}{4}\} \). Then
\[ |\phi_{f,a,b}(z_3w_1) - \phi_{f,a,b}(z_3w_2)| \leq \tilde{c}(a) \cdot |\phi_{f,a,b}(z_3)| \cdot |w_1 - w_2|^{1/K(a)} \]
for all \( w_1, w_2 \in \{w : |w| \leq \frac{3}{4}\} \). Since \( 4/3 \leq z_3 \leq 2 \) we may apply the last inequality in Remark 4.1.16. In particular we have
\[ |\phi_{f,a,b}(z_3w_1) - \phi_{f,a,b}(z_3w_2)| \leq \tilde{c}(a) \cdot \frac{49}{8} \cdot |w_1 - w_2|^{1/K(a)} \]
for all \( w_1, w_2 \in \{w : |w| \leq \frac{1}{z_3}\} \). By the elementary change of variable \( z = z_3w \) and using the inequality \( 4/3 \leq z_3 \), the lemma follows. \( \square \)

\section{4.2 The Quadratic Polynomial Theorem}

\textbf{Definition 4.2.1.} For \( \lambda \in \mathbb{C} \) with modulus 1 and not a root of unity, we denote by \( P_\lambda \) the quadratic polynomial
\[ P_\lambda(z) = \lambda(z - z^2) \]

\textbf{Definition 4.2.2.} For \(|\lambda| = 1\) not a root of unity we set \( H_\lambda \) to be the unique formal series that satisfies \( H_\lambda(0) = 0, H_\lambda'(0) = 1 \) and
\[ H_\lambda(\lambda z) = P_\lambda(H_\lambda(z)) \]
**Remark 4.2.3.** Assuming that the radius of convergence of $H_{\lambda}$ is strictly positive, then the polynomial $P_{\lambda}$ is linearizable. Thus it has a Siegel disk $U_{\lambda}$ at $0$. Let $c = c(U_{\lambda}, 0)$ be the conformal capacity of $U_{\lambda}$ at $0$. By Theorem E.4 (see Appendix E) $\Delta(0, c/4) \subset U_{\lambda}$. Considering the map $g_\lambda(z) = -\frac{b}{z}$, it is easy to check that $g_\lambda(\lambda z + b z^2) = P_{\lambda}(g_\lambda(z))$ i.e., $P_{\lambda}$ is conjugated to the polynomial $\lambda z + b z^2$ for all $b \in \mathbb{C}^*$, so the polynomial $\lambda z + b z^2$ has as Siegel disk $D_{\lambda} = g_\lambda^{-1}(U_{\lambda})$. Therefore, we have $\Delta(0, \frac{c}{4|b|}) = g_\lambda^{-1}(\Delta(0, c/4)) \subset D_{\lambda}$.

In particular $\Delta(0, \frac{c}{40}) \subset D_{\lambda}$ for all $b$ with $|b| = 10$. By Lemma 4.1.15, the map $\phi_{f,a,b}$ conjugates the polynomial $\lambda z + b z^2$ to the map $\hat{f}_{a,b}$ for all $b$ with $|b| = 10$. So, since a quasiconformal conjugacy is in particular a topological conjugacy, the map $\hat{f}_{a,b}$ has as Siegel disk $D'_{\lambda} = \phi_{f,a,b}^{-1}(D_{\lambda})$. Therefore the mappings $\hat{f}_{a,b}$ are linearizable for all $b$ with $|b| = 10$.

**Lemma 4.2.4.** (i) The Siegel disk $D'_{\lambda}$ is contained in $W_{\lambda}$.

(ii) For all $b$ with $|b| = 10$, the maps $f_{a,b}$ are linearizable and their Siegel disks are the respective $D'_{\lambda}$.

(iii) The disk $\{z, |z| \leq \left[\frac{c}{40c(0)}\right]^{K(a)}\}$ is contained in $D'_{\lambda}$.

**Proof.** Using the equation 4.1.2, it is not difficult to see that if $z \in \mathbb{C} \setminus W_{\lambda}$ then $\lim_{n \to \infty} \hat{f}_{a,b}^n(z) = \infty$. So item (i) follows. Here $\hat{f}_{a,b}^n$ is the $n$-th iteration of $\hat{f}_{a,b}$.

By the equation 4.1.2, $\hat{f}_{a,b} = f_{a,b}$ on $\Delta(0, 1/3)$; then item (ii) comes from item (i). Finally, let $z$ such that $|z| \leq \left[\frac{c}{40c(0)}\right]^{K(a)}$. Then

$$C(a)|z - 0|^{1/K(a)} < \frac{c}{40}\,.$$

By Lemma 4.1.17

$$|\phi_{f,a,b}(z) - 0| \leq C(a)|z - 0|^{1/K(a)} < \frac{c}{40}\,.$$

Then $\phi_{f,a,b}(z) \in \Delta(0, \frac{c}{40})$. So, by the remark above $\phi_{f,a,b}(z) \in D_{\lambda}$. Then $z \in D'_{\lambda} = \phi_{f,a,b}^{-1}(D_{\lambda})$ and item (iii) follows.

**Theorem 4.2.5.** The Quadratic Polynomial Theorem. Let $f \in \mathbb{S}_{\lambda}$, $\lambda \in \mathbb{C}$ with modulus 1 and not a root of unity. Assume the radius of convergence of $H_{\lambda}$ is a positive number. Then $f$ is linearizable.

**Proof.** By the previous remark and lemma, $f_{a,b}(z) = a^{-1}f(a z) + bz^2$ is linearizable. Note that the conformal representation $h_{a,b} : \Delta(0, c(D'_{\lambda}, 0)) \to D'_{\lambda}$ linearizes $f_{a,b}$. Since the map $f_{a,b} \in \mathbb{S}_{\lambda}$, its formal linearization $H_{a,b}$ (see 4.1.3) is analytic on $\Delta(0, c(D'_{\lambda}, 0))$. Thus the power series of $h_{a,b}$ and $H_{a,b}$ coincide.
Let $R_a = \left[ -\frac{e}{4\nu(a)} \right]^{\lambda(a)}$. By the last lemma $\Delta(0, R_a)$ is strictly contained in $\mathcal{D}'$. Then, by Theorem E.3 (see Appendix E), we have $R_a < c(\mathcal{D}', 0)$. Therefore the power series $H_{a,b}$ is well defined on the closed disk $\Delta[0, R_a]$. Recall that for each $b \in \mathbb{C}$, $H_{a,b}$ has the form

$$H_{a,b}(z) = z(1 + \sum_{n \geq 1} P_n(a, b)z^n)$$

where the function $P_n(a, b)$ is a polynomial of degree $n$ in $b$. Since $H_{a,b}$ is analytic on $\Delta(0, R_a)$ and continuous on $\Delta[0, R_a]$ for all $|b| = 10$, its coefficients satisfy the following inequality

$$|P_n(a, b)| \leq \max\{|H_{a,b}(z)| : |z| \leq R_a\}$$

Thus by the maximum principle one has $|P_n(a, 0)| \leq M(a)(1/R_a)^n$ for all $n \in \mathbb{Z}^+$, for all $a \in (0, a_0]$, where $M(a) = \max\{|H_{a,b}(z)| : |z| \leq R_a\}$. Then $H_{a,0}$ is analytic which means that $f_{a,0}$ is linearizable for all $a \in (0, a_0]$ (recall that $a_0$ comes from Lemma 4.1.11). Therefore $f$ is linearizable. \qed
Appendix A

Arithmetical Lemmas

Lemma A.1. Let \((\delta_n)_{n \geq 0}\) be a sequence of positive real numbers such that \(\delta_{n+1} \leq AB^n \delta_n^2\) for all \(n\) where \(A > 1\) and \(B > 1\). Then \(AB^{n+1} \delta_n \leq (AB\delta_0)^n\) for all nonnegative integer \(n\).

Proof. The case \(n = 0\) is obvious. Suppose it is true for \(n = l\) (inductive hypothesis). Since \(\delta_{l+1} \leq AB^l \delta_l^2\), we have

\[
AB^{l+2} \delta_{l+1} \leq A^2 B^{2(l+1)} \delta_l^2 = (AB^{l+1} \delta_l)^2 \leq ((AB\delta_0)^2)^2
\]

Therefore \(AB^{(l+1)+1} \delta_{l+1} \leq (AB\delta_0)^{2(l+1)}\) \(\Box\)

Corollary A.2. Using the same notation as above, if \(AB\delta_0 < 1\) then \(\delta_n < (AB\delta_0)^{n+1}\) for all \(n \geq 0\).

Proof. In fact, the case \(n = 0\) follows from the hypothesis \(A > 1\) and \(B > 1\). Moreover, we have \(1 < AB^{n+1}\) when \(n \geq 0\). In particular

\[
(AB\delta_0)^{n+1} < AB^{n+1}(AB\delta_0)^{n+1}
\]

for all \(n \geq 1\). By the last lemma, \(AB^{n+1} \delta_n \leq (AB\delta_0)^n\) for all \(n \geq 1\). Then \(AB^{n+1} \delta_n \leq (AB\delta_0)^{2n} \leq (AB\delta_0)^{n+1} < (AB^{n+1})(AB\delta_0)^{n+1}\). Therefore \(\delta_n < (AB\delta_0)^{n+1}\) for all \(n \geq 0\). \(\Box\)

Lemma A.3. Let \(k \in \mathbb{Z}^+\) and \(c > 1\), and consider \(A = 2c(20)^{k+2}\), \(B = (30)^{k+2}\). Choose \(\delta_0\) with \(0 < \delta_0 < \frac{1}{c} \cdot \frac{1}{10^{k+2}} \cdot \frac{1}{2^{k+2}} \cdot \frac{1}{AB}\). Define by induction the sequence \(\delta_{n+1} = \frac{2c\delta_n^2}{\delta_n^{k+2}}\), where \(\theta_n = \frac{1}{10} + \frac{1}{1+2^2}\) for all \(n \geq 0\). Then

(i) \(\delta_{n+1} \leq AB^n \delta_n^2\)

(ii) \(\delta_n < (AB\delta_0)^{n+1}\)

(iii) \(\delta_n < \frac{1}{c}(\theta_n)^{k+2}\).
Proof of (i). By the choice of $A$, the case $n = 0$ follows. For the case $n \geq 1$, since $[10(1 + 2^n)]^{k+2} \leq (30^{k+2})^n$, one sees that $(\frac{1}{\theta_n})^{k+2} \leq B^n$. Then

\[
\frac{2c \delta_n^2}{\theta_n^{k+2}} \leq 2c B^n \delta_n^2
\]

But $2c < A$, so $\frac{2c \delta_n^2}{\theta_n^{k+2}} < AB^n \delta_n^2$. Therefore, $\delta_{n+1} \leq AB^n \delta_n^2$ for all $n \geq 0$.

Proof of (ii). By the choice of $\delta_0$, $AB\delta_0 < 1$. Furthermore, it is easy to see that $\delta_n > 0$ for all nonnegative integers $n$. So the claim follows from a direct application of the last corollary.

Proof of (iii). By the choice of $\delta_0$, $2^{k+2} AB \delta_0 < \frac{1}{c} \frac{1}{10^{k+2}} < 1$. Then

\[
(AB\delta_0)^{n+1} < \frac{1}{c} \left( \frac{1}{10} \right)^{k+2} \left( \frac{1}{2^{k+2}} \right)^{n+1}
\]

for all $n \geq 1$. Moreover, since $1 + 2^n \leq 2^{n+1}$ for all $n \geq 1$, one sees that

\[
(AB\delta_0)^{n+1} < \frac{1}{c} \left( \frac{1}{10} \frac{1}{1 + 2^n} \right)^{k+2} = \frac{1}{c} (\theta_n)^{k+2}
\]

for all $n \geq 1$. So, by (ii) we have $\delta_n < \frac{1}{c} (\theta_n)^{k+2}$ for all $n \geq 1$. Finally, for the case $n = 0$ it is enough to see that $\delta_0 < \frac{1}{c} (20)^{-(k+2)} = \frac{1}{c} (\theta_0)^{k+2}$.
Appendix B

e is diophantine

Proposition B.1. Let $\theta \in \mathbb{R}\setminus\mathbb{Q}$ and let $\frac{p_n}{q_n}$ be its sequence of continued fractions. Then $\frac{1}{q_{n+1}q_n} < |\theta q_n - p_n| < \frac{1}{q_{n+1}}$ for all $n \geq 1$.

Proposition B.2. Let $\theta \in \mathbb{R}\setminus\mathbb{Q}$ and let $\frac{p_n}{q_n}$ be its sequence of continued fractions. Then $q_n \geq (\frac{3}{2})^n$ for all $n \geq 5$.

Proposition B.3. If $|\theta - \frac{a}{b}| < \frac{1}{2b^2}$ then $\frac{a}{b}$ is a continued fraction of $\theta$.

Proposition B.4. The partial coefficients of the number $e$ verify:

- $a_0 = 2$.
- $a_n = 1$ for $n = 3k$ and $n = 3k - 2$ with $k \geq 1$.
- $a_n = 2k$ for $n = 3k - 1$, with $k \geq 1$.

This means $e = [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, \ldots]$.

For details of the proofs of the facts above see [2], [17], [22]. For the rest of this section $\frac{p_n}{q_n}$ means the $n$-th continued fraction of $e$.

Lemma B.5. Given $\varepsilon > 0$ and $d > 0$, the set $\tilde{S} = \left\{ n : \left| e - \frac{p_n}{q_n} \right| < \frac{1}{dq_n^{2+\varepsilon}} \right\}$ is finite.

Proof. By definition $q_{n+1} = a_{n+1}q_n + q_{n-1}$, and since $q_{n-1} \leq q_n$ we have

$q_{n+1} + q_n = q_n(a_{n+1} + 1 + \frac{q_{n-1}}{q_n}) \leq q_n(a_{n+1} + 2)$

By Proposition B.1 and the last inequality, we have

$$\frac{1}{(a_{n+1} + 2)} \leq \frac{q_n}{q_{n+1} + q_n} \leq \left| e - \frac{p_n}{q_n} \right| \ast q_n^2$$
By Proposition B.4, one sees that $a_{n+1} \leq n - 2$ holds for all $n \geq 8$. Therefore

$$\frac{1}{nq_n^2} < \left| e - \frac{p_n}{q_n} \right|$$

for all $n \geq 8$. On the other hand, it is clear that the inequality $d^{1/n}(\frac{3}{2})^e > n^{1/n}$ holds for $n$ large. So there exists $N_0$ such that $d^{1/n}(\frac{3}{2})^e > n^{1/n}$ for all $n > N_0$. Now, by Proposition B.2 we have $dq_n^e > n$ for all $n \geq N_0$. Finally, if $n \in \tilde{S}$ and $n \geq 8$

$$\frac{1}{nq_n^2} < \left| e - \frac{p_n}{q_n} \right| < \frac{1}{dq_n^{2+\varepsilon}} .$$

Then $dq_n^e < n$, and thus $n \in \{1, 2, \ldots, N_0\}$. Therefore $\tilde{S} \subset \{1, 2, \ldots, N_0\}$.

**Corollary B.6.** For any given $\varepsilon > 0$ and $d > 0$, the set

$$S = \left\{ \frac{a}{b} \in \mathbb{Q} : \left| e - \frac{a}{b} \right| < \frac{1}{db^{2+\varepsilon}} \right\}$$

is finite.

**Proof.** Assume $S$ is an infinite set. In this case $S$ contains elements which have large denominators. Now consider the partition $\{S_1, S_2\}$ of $S$ given by $S_1 = \{ \frac{a}{b} \in S : db^\varepsilon < 2 \}$ and $S_2 = \{ \frac{a}{b} \in S : db^\varepsilon > 2 \}$. It is clear that $S_1$ is finite and $S_2 \neq \emptyset$. For any $\frac{a}{b} \in S_2$, we have

$$\left| e - \frac{a}{b} \right| < \frac{1}{db^{2+\varepsilon}} < \frac{1}{2b^2}$$

So, by Proposition B.3 the fraction $\frac{a}{b}$ is a continued fraction of $e$. This means that $\frac{a}{b} = \frac{p_n}{q_n}$ for some $n$, hence $\left| e - \frac{a}{b} \right| = \left| e - \frac{p_n}{q_n} \right| < \frac{1}{dq_n^{2+\varepsilon}}$ and thus $n \in \tilde{S}$. Now, by the last lemma there must be a finite number of fractions $\frac{a}{b}$ for which $db^\varepsilon > 2$. This means that $S_2$ is finite. Therefore $S$ is finite, which is a contradiction.

Even though $e$ is not an algebraic number, we have proved that (taking $d=1$ ) $S_e = \left\{ \frac{a}{b} \in \mathbb{Q} : \left| e - \frac{a}{b} \right| < \frac{1}{b^{2+\varepsilon}} \right\}$ is finite.

Recall that $\theta \in \mathbb{R}\setminus\mathbb{Q}$ satisfies a diophantine condition if there exist $c > 0$, $\mu > 0$ such that $\left| \theta - \frac{m}{n} \right| \geq \frac{c}{n^{\mu+\varepsilon}}$ for all $\frac{m}{n} \in \mathbb{Q}$ and $n \in \mathbb{Z}^+$.

**Theorem B.7.** $e$ satisfies a diophantine condition.
Proof. Fix $\varepsilon > 0$. Since $S_\varepsilon$ is finite, $S_\varepsilon = \left\{ \frac{a_1}{b_1}, \ldots, \frac{a_s}{b_s} \right\}$, so we can choose a large $\nu$ such that $\frac{1}{b_i^{2+\nu}} < |e - \frac{a_i}{b_i}|$ for $i = 1, 2, \ldots, s$. On the other hand, if $\frac{a}{b} \notin S_\varepsilon$ we have $\frac{1}{b^{2+\varepsilon}} \leq |e - \frac{a}{b}|$. Therefore, taking $\mu = \max\{\varepsilon, \nu\}$

$$|e - \frac{a}{b}| \geq \frac{1}{b^{2+\mu}}$$

for all $\frac{a}{b} \in \mathbb{Q}, b \in \mathbb{Z}^+$. \qed
Appendix C

Davie’s Lemma

Let $\alpha \in \mathbb{R}\setminus\mathbb{Q}$. Through this Appendix we denote by $\frac{p_n}{q_n}$ the $n$-th continued fraction of $\alpha$ and we consider $\|n\alpha\| = \min\{|n\alpha - m| : m \in \mathbb{Z}\}$.

Lemma C.1. If $r \in \mathbb{Z}$ and $0 < r < q_k$ then $\|r\alpha\| \geq \frac{1}{2q_k}$.

Proof. In fact, if $\|r\alpha\| < \frac{1}{2q_k}$, by definition there exists $p \in \mathbb{Z}$ such that $|r\alpha - p| = \|r\alpha\| < \frac{1}{2q_k} < \frac{1}{2r}$. This implies that

$$|\alpha - \frac{p}{r}| < \frac{1}{2r^2}$$

So, by Proposition B.3, $\frac{p}{r}$ is a continued fraction of $\alpha$. This means that $p = p_j$ and $r = q_j$ for some $j$. Since $(q_n)_n$ is an increasing sequence and $q_j < q_k$, $j < k$ must hold. By Proposition B.1 we have

$$\frac{1}{2q_{j+1}} \leq \frac{1}{q_{j+1} + q_j} < |q_j\alpha - p_j| < \frac{1}{q_j+1}$$

So $\frac{1}{2q_{j+1}} < \|q_j\alpha\| = \|r\alpha\| < \frac{1}{2q_k}$. Then $q_j < q_k < q_{j+1}$ which is a contradiction. \hfill \square

Corollary C.2. Let $k$ be a non-negative integer. If $n \in \mathbb{Z}^+$ and $\|n\alpha\| \leq \frac{1}{4q_k}$, then $n \geq q_k$ and either $q_k$ divides $n$ or $n \geq \frac{n_k+1}{4}$.

Proof. Clearly if $n$ satisfies the hypothesis of the lemma above we get an obvious contradiction, so $n \geq q_k$. Now, if $q_k$ does not divide $n$ and $n < \frac{n_k+1}{4}$ then $n = mq_k + r$ where $0 < r < q_k$. It is easy to check that $m < \frac{n_k+1}{4q_k}$ holds. By Proposition B.1 we know that $\|q_k\alpha\| < \frac{1}{q_{k+1}}$, so $\|mq_k\alpha\| < \frac{m}{q_{k+1}} < \frac{1}{4q_k}$. Now let $\tau_1, \tau_2 \in \mathbb{Z}$ satisfying $\|n\alpha\| = |(mq + r)\alpha - \tau_1|$ and $\|mq_k\alpha\| = |mq_k\alpha - \tau_2|$. Then $\|n\alpha\| = |(mq + r)\alpha - \tau_1| \geq |r\alpha - (\tau_1 - \tau_2)| - |mq\alpha - \tau_2|$, so we get $\|n\alpha\| \geq \|r\alpha\| - \|mq\alpha\| > \frac{1}{2q_k} - \frac{1}{4q_k} = \frac{1}{4q_k}$, which is a contradiction. \hfill \square

Definition C.3. Let $q$ be a positive integer and $E$ a real number with $E \geq q$. Suppose $A$ is a set of non-negative integers such that $0 \in A$ and such that whenever $j_1, j_2 \in A$ and $q$ does not divide $j_1 - j_2$ we have $|j_1 - j_2| \geq E$.
Claim C.4.1. If \( j, j' \in A^* \) with \( q < j' - j < E \) there must exist \( j'' \in A^* \) with \( j < j'' < j' \).

Proof. We have 4 cases:

1. If \( j, j' \in A \), since \( q < j' - j < E \), it is enough to consider \( j'' = j + q \).

2. If \( j \in A \) and \( j' \in A^* \setminus A \), there exist \( j_1, j_2 \in A \) such that \( j_1 < j' < j_2 \) and \( q \) divides \( j' - j_1 \) with \( j_2 - j_1 < E \). If \( j_1 < j \), take \( j'' = j' - q \); this \( j'' \) verifies the second part of the definition of \( A^* \). Otherwise, if \( j_1 > j \) consider \( j'' = j_1 \).

3. If \( j \in A \setminus A \) and \( j' \in A^* \setminus A \), there exist \( j_1, j_2 \in A \) such that \( j_1 < j < j_2 \) and \( q \) divides \( j - j_1 \) with \( j_2 - j_1 < E \). If \( j_2 \geq j' \), take \( j'' = j + q \); this \( j'' \) verifies the second part of the definition of \( A^* \). Otherwise, if \( j_2 < j' \) consider \( j'' = j_2 \).

4. If \( j \in A^* \setminus A \) and \( j' \in A^* \setminus A \) there exist \( j_1, j_2, \tau_1, \tau_2 \in A \) such that \( j_1 < j < j_2 \), \( \tau_1 < j' < \tau_2 \), \( q \) divides \( j - j_1 \) with \( j_2 - j_1 < E \) and \( q \) divides \( j' - \tau_1 \) with \( \tau_2 - \tau_1 < E \). If \( j < j_2 \), then \( j'' = j_2 \) or \( j'' = \tau_1 \). Otherwise, \( \tau_1 < j' < \tau_2 \), \( q \) divides \( j' - \tau_1 \), \( \tau_2 - \tau_1 < E \) and \( q < j' - j < E \), it is easy to see that \( j'' = j' - q \in A^* \).

Claim C.4.2. Let \( m_n = \max \{ j \; : \; 0 \leq j \leq n \; , \; j \in A^* \} \).

1. If \( n \in A^* \) and \( m_{n-1} + q \in A^* \), then \( m_{n-1} = n - q \).

2. If \( n \in A^* \) and \( m_{n-1} + q \notin A^* \), then \( n - m_{n-1} \geq E \).

Proof of 1. The assumption \( m_{n-1} + q \leq n - 1 \) contradicts the definition of \( m_{n-1} \), whence \( m_{n-1} + q \geq n \). Assuming that \( m_{n-1} + q > n = m_n \), we will have 4 subcases:

1. Case I: \( m_{n-1} \in A \) and \( n \in A \). Since \( 0 < n - m_{n-1} < q \), \( q \) does not divide \( n - m_{n-1} \), so \( n - m_{n-1} \geq E \). Then \( q > E \), which is a contradiction.

2. Case II: \( m_{n-1} \in A^* \setminus A \) and \( n \in A \). By definition of \( A^* \), there exist \( j_1, j_2 \in A \) such that \( j_1 < m_{n-1} < j_2 \) and \( q \) divides \( m_{n-1} - j_1 \) with \( j_2 - j_1 < E \). Since there is not any element of \( A^* \) between \( m_{n-1} \) and \( n \), \( j_2 \geq n \) must hold.
If \( q \) does not divide \( n - j_1 \), by definition of \( A \) we have \( n - j_1 \geq E \), which implies \( E > j_2 - j_1 \geq n - j_1 \geq E \). Hence \( q \) divides \( n - j_1 \) and since \( q \) divides \( m_{n-1} - j_1 \), \( q \) divides also \( n - m_{n-1} \). But this is a contradiction because \( 0 < n - m_{n-1} < q \).

3. Case III : \( m_{n-1} \in A \) and \( n \in A^* \backslash A \).

By definition of \( A^* \), there exist \( j_1,j_2 \in A \) such that \( j_1 < n < j_2 \) and \( q \) divides \( n - j_1 \) with \( j_2 - j_1 < E \). Since there is not any element of \( A^* \) between \( m_{n-1} \) and \( n, j_1 \leq m_{n-1} \) must hold.

If \( q \) does not divide \( j_2 - m_{n-1} \), by definition of \( A \) we have \( j_2 - m_{n-1} \geq E \), which implies \( E > j_2 - j_1 \geq j_2 - m_{n-1} \geq E \). Hence \( q \) divides \( j_2 - m_{n-1} \) and since \( q \) divides \( j_2 - n, q \) also divides \( n - m_{n-1} \). But this is a contradiction again.

4. Case IV : \( m_{n-1} \in A^* \backslash A \) and \( n \in A^* \backslash A \).

By definition, there exist \( j_1,j_2,\tau_1,\tau_2 \in A \) such that \( j_1 < n < j_2, \tau_1 < m_{n-1} < \tau_2, \) \( q \) divides \( n - j_1 \) with \( j_2 - j_1 < E \) and \( q \) divides \( m_{n-1} - \tau_1 \) with \( \tau_2 - \tau_1 < E \). In particular \( j_1 < \tau_2 \). Since \( q \) divides \( \tau_2 - m_{n-1} \) then \( m_{n-1} + q \leq \tau_2 \). By the same argument \( j_1 \leq n - q \).

**Suppose \( q \) does not divide \( \tau_2 - j_1 \).** By definition of \( A, \tau_2 - j_1 \geq E \) holds. This implies that \( j_1 < \tau_1 \) and \( j_2 < \tau_2 \). If \( q \) does not divide \( \tau_1 - j_1 \), then \( E \geq j_2 - j_1 > \tau_1 - j_1 > E \), which is a contradiction. Hence, \( q \) must divide \( \tau_1 - j_1 \). Therefore \( q \) divides \( n - m_{n-1} \) which is a contradiction again.

**Suppose \( q \) divides \( \tau_2 - j_1 \).** Since \( q \) divides \( \tau_2 - m_{n-1} \) and \( n - j_1 \), we conclude that \( q \) divides \( n - m_{n-1} \) which is impossible. That is why this case never happens.

Since all of these cases imply contradictions then our initial assumption \( m_{n-1} + q > n \) fails to be true. Therefore \( m_{n-1} + q = n \) holds.

**Proof of 2.** By hypothesis \( n \in A^* \) and \( m_{n-1} + q \notin A^* \), hence \( m_{n-1} \neq n - q \). We have 4 subcases:

1. Case I : \( m_{n-1} \in A \) and \( n \in A \).

   If \( 0 < n - m_{n-1} < q \), \( q \) does not divide \( n - m_{n-1} \), so \( n - m_{n-1} \geq E \).

   If \( q < n - m_{n-1} \), then \( n - m_{n-1} \geq E \). Otherwise by Claim C.4.1 there must exist \( j'' \in A^* \) such that \( m_{n-1} < j'' < n \). But this contradicts the definition of \( m_{n-1} \).

2. Case II : \( m_{n-1} \in A^* \backslash A \) and \( n \in A \).

   By definition of \( A^* \), there exist \( j_1,j_2 \in A \) such that \( j_1 < m_{n-1} < j_2 \) and \( q \) divides \( m_{n-1} - j_1 \) with \( j_2 - j_1 < E \). The inequality \( n - m_{n-1} < q \) does not hold. Otherwise it implies that \( q \) does not divides \( n - m_{n-1} \), which implies that \( q \) does not divide \( n - j_1 \); but as in item 1, Case II, this is a contradiction. Hence \( q < n - m_{n-1} \). Following the same argument as in Case I above, \( n - m_{n-1} \geq E \) must hold.

3. Case III : \( m_{n-1} \in A \) and \( n \in A^* \backslash A \).

   By definition of \( A^* \), there exist \( j_1,j_2 \in A \) such that \( j_1 < n < j_2 \) and \( q \) divides
If $n - m_{n-1} < q$, then $q$ does not divide $n - m_{n-1}$, and hence $q$ does not divide $m_{n-1} - j_1$. By definition of $A$, we have $m_{n-1} - j_1 \geq E$. Thus $E > j_2 - j_1 \geq j_2 - m_{n-1} \geq E$, hence $n - m_{n-1} \geq q$. Following the same argument as in Case I above, $n - m_{n-1} \geq E$ must hold.

4. Case IV: $m_{n-1} \in A^* \setminus A$ and $n \in A^* \setminus A$.

If $q < n - m_{n-1} < E$, then by Claim C.4.1 there must exist $j'' \in A^*$ such that $m_{n-1} < j'' < n$. But this contradicts the definition of $m_{n-1}$. So either $n - m_{n-1} \geq E$ or $n - m_{n-1} < q$. If $n < m_{n-1} + q$, repeating exactly the same steps as in item 1, Case IV, we can prove that this case never happens. Therefore $n - m_{n-1} \geq E$ holds.

\[ \square \]

**Definition C.5.** For each $n \geq 0$, $n \in \mathbb{Z}$ define

\[
l(n) = \max \left\{ (1 + \tau) \frac{n}{q} - 2, \frac{n m_n + n}{q} - 1 \right\}
\]

where $m_n = \max\{j : 0 \leq j \leq n, j \in A^*\}$ and $\tau = 2 \frac{q}{E}$.

Now we define

\[
h(n) = \begin{cases} 
q^{-1}(m_n + \tau n) - 1, & m_n + q \in A^* \\
l(n), & m_n + q \notin A^*
\end{cases}
\]

**Claim C.5.1.** By Claim C.4.2 and Definition C.5, one sees that:

1. $(1 + \tau) \frac{n}{q} - 2 \leq h(n) \leq (1 + \tau) \frac{n}{q} - 1$ for all $n$.
2. If $n \in A^*$ and $n > 0$, then $h(n) \geq h(n - 1) + 1$.
3. $h(n) \geq h(n - 1)$ for all $n > 0$.
4. $h(n + q) \geq h(n) + 1$ for all $n$.

**Definition C.6.** For each $k$, let $A_k$ be the set defined by

\[
A_k = \left\{ n \geq 0 : \|n\alpha\| \leq \frac{1}{8q_k} \right\}
\]

By Corollary C.2 these sets satisfy the definition C.3 where $q = q_k$, $E = \max\{q_k, \frac{q_{k+1}}{q_k}\}$, $\tau_k = 2 \frac{q_k}{E} \leq \frac{q_{k+1}}{q_k}$. So, for each $k$ we can define $h_k$ as in Definition C.5. Now, for each $k$ we define $g_k(n) := \max\{h_k(n), \left\lfloor \frac{n}{q_k} \right\rfloor \}$.

**Remark C.7.**
1. By C.5.1, $h_k(0) \in [-2, -1]$. So we have $g_k(0) = 0$.

2. $g_k(1) \geq \left\lfloor \frac{1}{q} \right\rfloor \geq 0$

**Proposition C.8.** The function $g_k$ is non-negative, and using Claim C.5.1 it is easy to check that $g_k$ satisfies:

1. $g_k(n) \leq (1 + \tau)q^{-1}n$.
2. $g_k(n_1) + g_k(n_2) \leq g_k(n_1 + n_2)$.
3. If $n \in A$ and $n > 0$, then $g_k(n) \geq g_k(n - 1) + 1$

**Definition C.9.** For each $n \geq 0$, $n \in \mathbb{Z}$, define

$$G(n) = 2n \log(2) + \sum_{k=0}^{k(n)} g_k(n) \log(2q_{k+1}) ,$$

where $k(n)$ is defined by the condition

$$q_{k(n)} \leq n < q_{k(n)+1}.$$

Since $q_n \in \mathbb{Z}^+$ and $1 = q_0 \leq q_1 < q_2 < q_3 \ldots$, $k(n)$ is well defined.

**Proposition C.10.** The function $G(n)$ satisfies:

1. $G(0) = 0$
2. $G(n - 1) \leq G(n)$, for all $n \geq 1$.
3. $G(n_1) + G(n_2) \leq G(n_1 + n_2)$, for all $n_1, n_2 \in \mathbb{N}$.
4. There exists a universal constant $\gamma_3 > 0$ such that for all $n \in \mathbb{Z}_0^+$ the following inequality holds

$$G(n) \leq n \left( \sum_{i=0}^{k(n)} \frac{\log q_{i+1}}{q_i} + \gamma_3 \right)$$

5. $- \log |\lambda^n - 1| \leq G(n) - G(n - 1)$, for all $n \geq 1$, where $\lambda = \exp(2\pi i \alpha)$ and $\alpha = \lim_{n \to \infty} \frac{p_n}{q_n}$.

**Proof of 1.** This follows by definition.

**Proof of 2.** Use the fact $k(n - 1) \leq k(n)$ and the definition of $G(n)$.
Proof of 3. \( G(n_i) = 2n_i \log(2) + \sum_{k=0}^{k(n_i)} g_k(n) \log(2q_{k+1}) \) where \( i \in \{1, 2\} \). Consider \( r = k(n_1 + n_2) \). By definition of \( k(n) \) it is not difficult to see that \( k(n_1) < r \) and \( k(n_2) < r \). Then

\[
G(n_1) + G(n_2) \leq 2(n_1 + n_2) \log(2) + \sum_{k=0}^{r} (g_k(n_1) + g_k(n_2)) \log(2q_{k+1})
\]

So, by Proposition C.8 the assertion follows. \( \square \)

Proof of 4. By the first item of proposition C.8, \( g_k(n) \leq (1+\tau_k)q_k^{-1} n \) where \( \tau_k = \frac{q_k}{q_k} \leq \frac{8}{q_{k+1}} \). So

\[
G(n) \leq 2n \log 2 + \sum_{k=0}^{k(n)} \left[ \frac{n}{q_k} + \frac{8n}{q_{k+1}} \right] \log(2q_{k+1}).
\]

Then

\[
G(n) \leq n \left\{ 2 \log 2 + \sum_{k=0}^{k(n)} \frac{\log(2) + \log(q_{k+1})}{q_k} + 8 \sum_{k=0}^{k(n)} \frac{\log 2q_{k+1}}{q_{k+1}} \right\}
\]

By induction, it is not difficult to check that \( q_{k+2} \geq 2q_k \) for all \( k \geq 0 \). So

\[
\sum_{k=0}^{\infty} \frac{1}{q_k} \leq 4
\]

On the other hand, by induction is also easy to check that \( q_k \geq \left( \frac{\sqrt{5} + 1}{2} \right)^{k-1} \) for all \( k \geq 1 \).

Since \( \log(t)/t \) is decreasing on \((e, +\infty)\) and \( \left( \frac{\sqrt{5} + 1}{2} \right)^{3} > e \), we have

\[
\frac{\log q_{k+1}}{q_{k+1}} \leq k \cdot \frac{\log \left( \frac{\sqrt{5} + 1}{2} \right)}{\left( \frac{\sqrt{5} + 1}{2} \right)^k}
\]

for all \( k \geq 3 \). Since \( q_1, q_2 \) and \( q_3 \) are positive integers we have \( \log(q_i)/q_i < 1 \) for \( i \in \{1, 2, 3\} \). Now by elementary computations is easy to see that

\[
\sum_{k=0}^{\infty} \frac{\log q_{k+1}}{q_{k+1}} < 3 + \log \left( \frac{\sqrt{5} + 1}{2} \right) \sum_{k=3}^{\infty} k \left( \frac{2}{\sqrt{5} + 1} \right)^k
\]

Therefore, there exists a universal constant \( \gamma_3 > 0 \) such that

\[
G(n) \leq n \left\{ \sum_{k=0}^{k(n)} \frac{\log q_{k+1}}{q_k} + \gamma_3 \right\}
\]

\( \square \)
Proof of 5. By an elementary computation $|\sin(t)| \geq \frac{2}{\pi}|t|$ on $[-\frac{\pi}{2}, \frac{\pi}{2}]$ and $||n\alpha|| \leq \frac{1}{2}$ for all $n \geq 0$, where $||n\alpha|| = \min\{|n\alpha - m| : m \in \mathbb{Z}\}$. Let $m \in \mathbb{Z}$ such that $||n\alpha|| = |n\alpha - m|$. So $2||n\alpha|| = \frac{2}{\pi}|\pi(n\alpha - m)| \leq |\sin(\pi(n\alpha - m))|$. Hence

$$2||n\alpha|| \leq |\sin(n\pi\alpha)|$$

for all $n \geq 0$. Then $|\lambda^n - 1|^{-2} = (2\sin(n\pi\alpha))^{-2} \leq (4||n\alpha||)^{-2}$.

Fix $n \in \mathbb{Z}^+$. We have two possibilities:

(i) If $||n\alpha|| \geq \frac{1}{8} = \frac{1}{8q_0}$ then $|\lambda^n - 1|^{-2} \leq 4$, and hence $-\log |\lambda^n - 1| \leq \log 2$. By Definition C.9, one sees that $2\log 2 \leq G(n) - G(n - 1)$. Then

$$-\log |\lambda^n - 1| \leq G(n) - G(n - 1).$$

(ii) If $\frac{1}{8q_0} \leq ||n\alpha|| < \frac{1}{8q_0} = \frac{1}{8q_k}$, then $n \in A_{k_0}$ and $||n\alpha|| < \frac{1}{4q_k}$. By Corollary C.2 $n \geq q_k$. Hence $k(n) \geq k_0$.

By Proposition C.8(3), we have that $g_{k_0}(n-1)+1 \leq g_k(n)$. Thus $g_{k_0}(n-1)\log(2q_{k_0}+1) + \log(2q_{k_0}+1) \leq g_k(n)\log(2q_{k_0}+1)$. Since $k_0 \in \{1, 2, \ldots, k(n)\}$, we obtain

$$\log(2q_{k_0}+1) \leq \sum_{k=0}^{k(n)} [g_k(n) - g_k(n-1)] \log(2q_{k+1})$$

Therefore $-\log |\lambda^n - 1| \leq \log(2q_{k_0}+1) \leq G(n) - G(n - 1)$.
Appendix D

Proof of Theorem 2.5.5 and Theorem 2.5.6

Proof of Theorem 2.5.5. By hypothesis, there exist constants $c > 0$ and $\mu > 2$ such that

$$\left| \alpha - \frac{p}{q} \right| \geq \frac{c}{q^\mu}$$

for all $p \in \mathbb{Z}$, $q \in \mathbb{Z}^+$. By Proposition B.1, $\left| \alpha - \frac{p_k}{q_k} \right| < \frac{1}{q_k q_{k+1}}$ for all $k$. Then

$$\frac{\log q_{k+1}}{q_k} < \frac{\log c^{-1}}{q_k} + (\mu - 1) \frac{\log q_k}{q_k}$$

By Proposition B.2, $q_k \geq \left(\frac{3}{2}\right)^k$ for all $k \geq 5$, so we have $\sum_{k=0}^{\infty} \frac{\log c^{-1}}{q_k} < +\infty$. On the other hand, since $\frac{\log t}{t}$ is decreasing on $(e, +\infty)$, we obtain

$$\frac{\log q_k}{q_k} < \frac{k \log \left(\frac{3}{2}\right)}{\left(\frac{3}{2}\right)^k}$$

So $\sum_{k=0}^{\infty} \frac{\log q_k}{q_k} < +\infty$. Therefore $\sum_{k=0}^{\infty} \frac{\log q_{k+1}}{q_k} < +\infty$. \qed

Lemma D.1. Let $(a_k)_{k \geq 1}$ be a sequence of positive integers. Then

$$\log \left( a_k + \frac{1}{a_{k-1}} \right) < \log(a_k) + 1.$$
Proof. See also [19]. An elementary computation shows that \( x > \frac{1}{e-1} \) implies \( \log(x + 1) < \log x + 1 \). Since \( a_k \geq 1 > \frac{1}{e-1} \), we have \( \log(a_k + 1) < \log(a_k) + 1 \).

**Lemma D.2.** Let \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), \( (a_k)_{k \geq 1} \) its sequence of partial coefficients and \( (p_k/q_k) \) its sequence of continued fractions. Then

\[
\sum_{k \geq 0}^{\infty} \frac{\log q_{k+1}}{q_k} < +\infty \quad \text{if and only if} \quad \sum_{k \geq 0}^{\infty} \frac{\log a_{k+1}}{q_k} < +\infty.
\]

**Proof.** See also [19].

[\Rightarrow ] This follows from the fact \( a_{k+1} \leq q_{k+1} \).

[\Leftarrow ] By equation (2.4.2), \( q_{k+1} = a_{k+1}q_k + q_{k-1} \) and \( q_k = a_kq_{k-1} + q_{k-2} > a_kq_{k-1} \) hold for all \( k \geq 2 \), so

\[
q_{k+1} = \left( a_{k+1} + \frac{q_{k-1}}{q_k} \right) q_k < \left( a_{k+1} + \frac{1}{a_k} \right) q_k.
\]

By Lemma D.1, we have

\[
\frac{\log q_{k+1}}{q_k} < \frac{\log a_{k+1}}{q_k} + \frac{1}{q_k} + \frac{\log q_k}{q_k} \quad \text{for all} \quad k \geq 2.
\]

By hypothesis \( \sum \frac{\log a_{k+1}}{q_k} < +\infty \), and since the series \( \sum \frac{1}{q_k} \), \( \sum \frac{\log q_k}{q_k} \) converge (see the proof of Theorem 2.5.5), we obtain

\[
\sum_{k \geq 0}^{\infty} \frac{\log q_{k+1}}{q_k} < +\infty.
\]

Proof of Theorem 2.5.6. See also [19].

(i) We will apply the ratio test to the series \( \sum_{n \geq 0}^{\infty} \frac{\log a_{n+1}}{q_n} \). It is clear that

\[
\frac{a_n \log a_n}{q_n} \frac{q_{n-1}}{\log a_n} \quad \text{so} \quad \frac{\log a_{n+1}}{q_n} \frac{q_{n-1}}{\log a_n} < \rho a_n \frac{q_{n-1}}{q_n}.
\]

Since \( q_n = a_nq_{n-1} + q_{n-2} > a_nq_{n-1} \), we have

\[
\frac{\log a_{n+1}}{q_n} \frac{q_{n-1}}{\log a_n} < \rho < 1.
\]

So \( \sum_{n \geq 0}^{\infty} \frac{\log a_{n+1}}{q_n} < +\infty \). Applying Lemma D.2, we have \( \sum_{n \geq 0}^{\infty} \frac{\log q_{n+1}}{q_n} < +\infty \). Therefore \( \alpha \in \mathbb{B} \).

(ii) Note that \( q_n = a_nq_{n-1} + q_{n-2} = a_n(q_{n-2}a_{n-1} + q_{n-3}) + q_{n-2} \) for all \( n \geq 2 \), so

\[
\frac{1}{a_n a_{n-1}} > \frac{q_{n-2}}{q_n}.
\]
By hypothesis \( a_{n+1} > a_n^{\rho n} \) for some \( \rho > 1 \), except for finitely many \( n \). Therefore the coefficients \( a_n \) are growing quickly, so

\[
\frac{q_n - 2}{q_n} \to 0.
\]

On the other hand one sees that

\[
\frac{\log a_{n+1}}{q_n} \frac{q_{n-1}}{\log a_n} > \rho a_n \frac{\log a_n}{q_n} \frac{q_{n-1}}{\log a_n},
\]

so

\[
\frac{\log a_{n+1}}{q_n} \frac{q_{n-1}}{\log a_n} > \rho a_n \frac{q_{n-1}}{q_n} = \rho \left( 1 - \frac{q_{n-2}}{q_n} \right).
\]

Now consider \( \varepsilon \in (0, 1 - \frac{1}{\rho}) \). So there is \( n_0 \) such that if \( n \geq n_0 \) then \( \frac{q_{n-2}}{q_n} < \varepsilon \). Then,

\[
\frac{\log a_{n+1}}{q_n} \frac{q_{n+1}}{\log a_n} > \rho (1 - \varepsilon) > 1 \text{ for } n \geq n_0
\]

thus the series \( \sum_{n \geq 0} \frac{\log a_{n+1}}{q_n} \) diverges. Therefore, by Lemma D.2 we conclude that \( \alpha \notin B \).
Appendix E

Conformal Capacity and Koebe Inequalities

Theorem E.1. Riemann Mapping Theorem. Given any simply connected region $\Omega$ which is not the whole plane, and a point $z_0 \in \Omega$, there exists a unique conformal map (the Riemann map) $\zeta : \mathbb{D} \rightarrow \Omega$ such that $\zeta$ is onto, $\zeta(0) = z_0$ and $\zeta'(0) > 0$.

The Riemann Mapping Theorem is a classical result in the one-dimensional complex theory. For more details see [8].

Definition E.2. The number $\zeta'(0)$ is called the conformal capacity of $\Omega$ with respect to $z_0$ and will be denoted by $c(\Omega, z_0)$.

Considering the map $h : \Delta(0, c(\Omega, z_0)) \rightarrow \Omega$ defined by $h(z) = \zeta\left(\frac{z}{\zeta'(0)}\right)$, we have $h(0) = z_0$ and $h'(0) = 1$. This map $h$ is called the conformal representation of $\Omega$ at $z_0$.

Theorem E.3. Let $U$ be an open simply connected set and let $x_0 \in U$. If $V$ is an open simply connected subset of $U$ with $x_0 \in V$ then $c(V, x_0) \leq c(U, x_0)$ with equality if and only if $U = V$.

Proof. Let $\zeta : \mathbb{D} \rightarrow U$ and $\eta : \mathbb{D} \rightarrow V$ be as in the theorem above. Then $\zeta^{-1} \circ \eta : \mathbb{D} \rightarrow \mathbb{D}$ is analytic and has 0 as a fixed point. So, the theorem follows from a simple application of the Schwarz lemma.

Theorem E.4. Koebe One-Quarter Theorem. If $f \in S_1$, then the image of $f$ covers the open disk centered at 0 of radius one-quarter, that is $f(\mathbb{D}) \supset \Delta(0, 1/4)$.

Proof. If we consider $f(z) = \sum_{n=1}^{\infty} a_n z^n$, by Bieberbach’s Theorem (see [13], pg.30), we have
\( |a_2| \leq 2 \). Now fix a point \( \tau \) and suppose \( \tau \in \mathbb{C} \setminus f(\mathbb{D}) \). Then
\[
\frac{\tau f(z)}{\tau - f(z)} = z + (a_2 + \frac{1}{\tau})z^2 + \ldots
\]
belongs to \( S_1 \). Applying the Bieberbach’s Theorem twice, we obtain
\[
\frac{1}{|\tau|} \leq |a_2| + |a_2 + \frac{1}{\tau}| \leq 2 + 2 = 4
\]

**Theorem E.5.** Let \( \zeta : \mathbb{D} \to \Omega \) and \( z_0 \in \Omega \) as in the Riemann Mapping Theorem. Then \( \Omega \supset \Delta(z_0, \frac{c(\Omega, z_0)}{4}) \).

**Proof.** In fact, define \( f(z) = \frac{1}{\zeta'(0)}(\zeta(z) - z_0) \). Clearly \( f \) belongs to \( S_1 \) and by the theorem above
\[
\frac{1}{\zeta'(0)}(\Omega - z_0) \supset \Delta(0, 1/4)
\]
Then,
\[
\Omega - z_0 \supset \Delta(z_0, \zeta'(0)/4)
\]
Therefore
\[
\Omega \supset \Delta(z_0, \frac{c(\Omega, z_0)}{4})
\]

The next result is the well-known **Koebe Distortion Theorem.**

**Theorem E.6.** If \( f \in S_1 \) and \( |z| < 1 \), then
\[
\frac{1 - |z|}{(1 + |z|)^3} \leq |f'(z)| \leq \frac{1 + |z|}{(1 - |z|)^3}
\]
and
\[
\frac{|z|}{(1 + |z|)^2} \leq |f(z)| \leq \frac{|z|}{(1 - |z|)^2}
\]

**Proof.** For the details of the proof see [9], pg. 65.
Appendix F

Controlling the height of renormalization

Lemma F.1. For all \( f \in S_1 \),
\[
|z \frac{f'(z)}{f(z)} - 1| \leq \frac{2|z|}{1 - |z|}
\]

Proof. For all \( f \in S_1 \) and for each fixed \( z \) in the open unit disk, the following inequality holds
\[
|\log\left(\frac{zf'(z)}{f(z)}\right)| \leq \log\left(\frac{1 + |z|}{1 - |z|}\right)
\]
The proof of this fact comes from the Goluzin inequalities. This was brought to my attention by Dr. Peter Duren and Dr. Leslie Kay. The interested reader may find the Goluzin inequalities in [13], pg. 126. Now let \( w = \log\left(\frac{zf'(z)}{f(z)}\right) \). Then
\[
e^{|w|} \leq \frac{1 + |z|}{1 - |z|}
\]
On the other hand it is not difficult to check that
\[
\left|\frac{zf'(z)}{f(z)} - 1\right| = |e^w - 1| = \left|\sum_{n \geq 0} \frac{w^n}{n!} - 1\right| \leq \sum_{n \geq 1} \frac{|w|^n}{n!} = e^{|w|} - 1
\]
Therefore
\[
\left|\frac{zf'(z)}{f(z)} - 1\right| \leq e^{|w|} - 1 \leq \frac{2|z|}{1 - |z|}
\]
Theorem F.2. Let \( F(Z) = Z + \alpha + \varphi(Z) \) be an element of \( \mathfrak{F}(\alpha) \). For all \( Z \in \mathbb{H} \):

\[
|\varphi'(Z)| \leq \frac{2\exp(-2\pi \Im(Z))}{1 - \exp(-2\pi \Im(Z))}
\]

\[
|\varphi(Z)| \leq \frac{-1}{\pi} \log(1 - \exp(-2\pi \Im(Z)))
\]

Proof. Let \( f \in S_1 \) such that \( f(E(Z)) = E(Z + \varphi(Z)) \) for all \( Z \in \mathbb{H} \), where \( E(Z) = \exp(2\pi i Z) \). Then

\[
\varphi'(Z) = E(Z)^{-1} f'(E(Z)) f(E(Z)) - 1
\]

Therefore, the first inequality follows from the last lemma. Now, in order to prove the second inequality we can apply the first inequality and obtain

\[
|\varphi(Z) - \varphi(Z + ni)| \leq \int_0^n |\varphi'(Z + si)| \, ds \leq \int_0^n \frac{2\exp(-2\pi (\Im(Z + s))}{1 - \exp(-2\pi (\Im(Z + s))} \, ds
\]

Then

\[
|\varphi(Z) - \varphi(Z + ni)| \leq \frac{1}{\pi} \log(1 - \exp(-2\pi \Im(Z)) \exp(-2\pi s))\Big|_0^n
\]

So

\[
|\varphi(Z) - \varphi(Z + ni)| \leq \frac{1}{\pi} \log \left( \frac{1 - \exp(-2\pi \Im(Z)) \exp(-2\pi n)}{1 - \exp(-2\pi \Im(Z))} \right)
\]

But, since \( \exp(-2\pi n) \to 0 \) as \( n \) tends to infinity and \( \lim_{\Im(Z) \to \infty} \varphi(Z) = 0 \), we obtain the second inequality.

Theorem F.3. For all \( \delta \in (0, 1/10) \), there exists a constant \( C_\delta \) such that for all \( F \in \mathfrak{F}(\alpha) \),

\[
\Im(Z) \geq C_\delta \Rightarrow |F'(Z) - 1| \leq \delta
\]

and

\[
\Im(Z) \geq \frac{1}{2\pi} \log \left( \frac{1}{\alpha} \right) + C_\delta \Rightarrow |F(z) - z - \alpha| \leq \delta \alpha
\]

Proof. Since \( F(Z) = Z + \alpha + \varphi(Z) \), we can use the last theorem and obtain

\[
|F'(Z) - 1| \leq \frac{2\exp(-2\pi \Im(Z))}{1 - \exp(-2\pi \Im(Z))}
\]

\[
|F(Z) - Z - \alpha| \leq \frac{-1}{\pi} \log(1 - \exp(-2\pi \Im(Z)))
\]

Let \( C_\delta \) be the positive constant given by \( C_\delta = \frac{-1}{2\pi} \log \left( \frac{\delta}{\alpha(2 + \delta)} \right) \). Then for all \( Z \in \mathbb{H} \) such that \( \Im(Z) = C_\delta + t \geq C_\delta \) we have

\[
|F'(Z) - 1| \leq \delta \exp(-2\pi t)
\]
Since \( C_\delta = \frac{-1}{2\pi} \log \left( \frac{\delta}{2 + \delta} \right) > \frac{-1}{2\pi} \log \left( 1 - \frac{1}{e^{\pi\delta}} \right) \), then \( \frac{-1}{\pi} \log(1 - k_\delta) \leq \delta \) where \( k_\delta = \frac{\delta}{2 + \delta} \).

On the other hand, note that for any \( t > 0 \)

\[
\log(1 - \exp(-2\pi t) \cdot k_\delta) \geq \log(1 - k_\delta) \geq \log(1 - k_\delta) \exp(-2\pi t)
\]

Hence, for any \( t > 0 \)

\[
\frac{-1}{\pi} \log(1 - \exp(-2\pi t) \cdot k_\delta) \leq \frac{-1}{\pi} \log(1 - k_\delta) \cdot \exp(-2\pi t) \leq \delta \exp(-2\pi t)
\]

If \( \Im(Z) = t + C_\delta \geq C_\delta \), by the second inequality of the last theorem and the previous inequality, we have

\[
|F(Z) - Z - \alpha| \leq \delta \exp(-2\pi t)
\]

Therefore, if \( \Im(Z) \geq C_\delta \) then \( |F'(Z) - 1| \leq \delta \).

Furthermore, if \( \Im(Z) \geq \frac{1}{2\pi} \log(\frac{1}{\alpha}) + C_\delta \) then \( |F(Z) - Z - \alpha| \leq \delta \alpha \). \( \square \)

**Remark.** In particular, \( F \) can not have fixed points above \( \frac{1}{2\pi} \log(\frac{1}{\alpha}) \) plus some universal constant.

**Lemma F.4.** Suppose \( F \in S_\delta(\alpha) \) with \( \delta \in (0, 1/10) \) and consider the corresponding sets \( V, V^*, V^- \) as in the proof of Theorem 3.3.6. Then

\[
F(V^*) \subset V^- \bigcup \overline{U}.
\]

**Proof.** By the definition of \( S_\delta(\alpha) \), \( |F(Z) - Z - \alpha| \leq \delta \alpha \) holds. Then \( \Im(F(Z)) \geq \Im(Z) - \delta \alpha \) for all \( Z \in \mathbb{H} \). In particular \( \Im(F(Z)) \geq \Im(Z) - \delta \alpha \geq 4\delta(-\Re(Z)) - \delta \alpha \) for all \( Z \in V^- \).

Since \( F \in S_\delta(\alpha) \) we also have \( \Re(F(Z)) - Z - \alpha \geq -\delta \alpha \). Hence, if \( \Re(F(Z)) < 0 \) we have,

\[
\Im(F(Z)) \geq 4\delta(-\Re(Z)) - \delta \alpha \geq 4\delta(-\Re(F(Z))) + 4\delta(\alpha - \delta \alpha) - \delta \alpha \geq 4\delta(-\Re(F(Z)))
\]

This means that for all \( Z \in V^* \) with \( \Re(F(Z)) < 0 \), \( F(Z) \) has to be in \( V^- \).

Since \( F \) is univalent on \( \mathbb{H} \) and periodic with period 1, the sets \( \overline{V}, F(\overline{V}) \) are homeomorphic, and the following union

\[
F\left\{-1 + it : t \geq 4\delta \right\} \bigcup F\left\{t + i4\delta : -1 \leq t \leq 0 \right\} \bigcup F\left\{it : t \geq 4\delta \right\}
\]

bounds the open strip \( F(V) \). By definition of \( S_\delta(\alpha) \), it is easy to see that \( \lim_{t \to \pm\infty} (F(-1 + it) - it) = -1 + \alpha < 0 \), so \( \Re(F(-1 + it)) < 0 \) for \( t \) large. Therefore, we have two possibilities. If \( \Re(F(-1 + it)) < 0 \) for some \( t \geq 4\delta \), by the first conclusion \( F(-1 + it) \in V^* \) because \(-1 + it \in V^- \) when \( t \geq 4\delta \).
If \( \Re(F(-1 + it)) \geq 0 \) then \( 0 \leq \Re(F(-1 + it)) = -1 + \Re(F(it)) < \Re(F(it)) \) which implies that the line segment \([F(-1 + it), F(it)]\) is contained in \( \overline{U} \) because \( F(-1 + it) = F(it) - 1 \) for all \( t \geq 4\delta \); therefore the inclusion \( F([-1 + it : t \geq 4\delta]) \subset V^*_\delta \cup \overline{U} \) holds. On the other hand, it is obvious that \( F([-1 + it : t \geq 4\delta]) \subset V^*_\delta \cup \overline{U} \) and using the definition of \( S_\delta(\alpha) \) one sees that \( \Im(F(s + i4\delta)) \geq \Im(s + i4\delta) - \delta\alpha \geq 4\delta - \delta\alpha \). Then we conclude that \( F(V) \subset V^*_\delta \cup \overline{U} \).

Since \(-1 + i4\delta \in V^*_\delta \), from one of the inequalities above \( \Im(F(-1 + i4\delta)) \geq 4\delta - \delta\alpha \). On the other hand it is easy to see \( \Im(F(0)) \leq \delta\alpha \). Now consider the map \( \varphi(t) = \Im(F(t - i4\delta t)) \) where \( t \in [-1, 0] \). By the previous statements \( \varphi(-1) > \varphi(0) \). Clearly \( \varphi \) is continuous on \([-1, 0] \), and differentiable on \((-1, 0) \). Moreover \( \varphi'(t) \) does not change sign on \((-1, 0) \); otherwise there exists some \( t^* \in (-1, 0) \) such that \( 0 = \varphi'(t^*) = \Im(F'(t^* - i4\delta t^*) \cdot (1 - i4\delta)) \).

Since \( F \in S_\delta(\alpha) \), we have \(|F'(t^* - i4\delta t^*) - 1| \leq \delta \). Then

\[
|F'(t^* - 4\delta t^*)i(1 - i4\delta) - (1 - i4\delta)| \leq |1 + i4\delta| \delta
\]

So

\[4\delta = \Im(F'(t^* - i4\delta t^*)\cdot (1 - i4\delta) - (1 - i4\delta)) \leq (1 + 4\delta)\delta\]

which is a contradiction because \( \delta \in (0, 1/10) \). Since \( \varphi(-1) > \varphi(0) \) and \( \varphi'(t) \neq 0 \) we can say that \( \varphi \) is strictly decreasing with minimum at \( 0 \), so \( \Im(F(t - i4\delta t)) \geq \Im(F(0)) \) for all \( t \in [-1, 0] \). Thus the curve \( F(t - i4\delta t) \) cannot intersect the segment line \([0, F(0)] \).

Now, if \( \Re(F(t - i4\delta t)) < 0 \) then \( F(t - i4\delta t) \in V^*_\delta \), because \( t - i4\delta t \in V^*_\delta \). If \( \Re(F(t - i4\delta t)) > 0 \), the point \( F(t - i4\delta t) \) cannot be at the right side of the image of the imaginary axis under \( F \); otherwise the curve \( \varphi \) intersects the image of the imaginary axis under \( F \) in at least one point. But that is impossible because \( F \) is injective, so the point \( F(t - i4\delta t) \in \overline{U} \). Therefore, the image of the curve \( \varphi \) is also in \( V^*_\delta \cup \overline{U} \).

Finally we will analyze the remainder of the set \( V^*_\delta \). This means the closure of the set \( V^*_\delta \setminus V \) which is \( \{ Z : 4\delta \geq \Im(Z) \geq -\Re(Z) : -1 \leq \Re(Z) \leq 0 \} \). Since the boundary of this set is mapped into \( V^*_\delta \cup \overline{U} \) and \( F \) is univalent, in particular a homeomorphism, we may conclude that \( F(V^*_\delta \setminus V) \) is also a subset of \( V^*_\delta \cup \overline{U} \). \( \square \)
Appendix G

Modulus of a Ring Domain and Quasiconformal Mappings

Definition G.1. A plane domain $G$ is called simply connected if its complement is connected. If the complement of $G$ consists of $n$ components ($1 < n < \infty$), then $G$ is called $n$-tuply connected. A doubly connected domain is called a ring domain or ring.

The definition of the modulus of a ring domain is based on the following mapping theorem: Every ring domain $B$ can be mapped conformally onto an annulus $\{ z : 0 \leq r_1 < |z| < r_2 \leq \infty \}$. Such a mapping is called a canonical mapping and the corresponding annulus a canonical image of $B$. If $r_1 > 0$ and $r_2 < \infty$ for one canonical image of $B$, then the ratio $r_2/r_1$ is the same for all canonical images of $B$, see ([27], Pg. 292). The number

$$M(B) = \log \left( \frac{r_2}{r_1} \right),$$

which then determines the conformal equivalence class of $B$, is called the modulus of $B$. On the other hand, if $r_1 = 0$ or $r_2 = \infty$ for any canonical image, then we define $M(B) = \infty$. This happens if and only if at least one boundary component of $B$ consists of a single point.

Definition G.2. Continuity of the Modulus. A sequence of sets $\{E_n\}$ is said to converge uniformly to a set $E$ if, for each $\epsilon > 0$, there exists an $N$ such that $n > N$ implies each point of $E_n$ lies within distance $\epsilon$ of $E$ and each point of $E$ lies within distance $\epsilon$ of $E_n$.

The next result is known as the continuity property for the modulus of a ring. For more details see [16], pg. 367.

Lemma G.3. Let $R_n$ be a sequence of rings and let $R$ be a bounded ring. If each of the components of $\partial R_n$ converges uniformly to the corresponding component of $\partial R$, then

$$M(R) = \lim_{n \to \infty} M(R_n)$$
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Definition G.4. **Quasiconformal Mappings.** A sense preserving homeomorphism \( f \) of a domain \( A \) is a \( K \)-quasiconformal (\( K \geq 1 \)) if and only if \( M(B) \leq KM(f(B)) \) for any arbitrary ring domain \( B, \overline{B} \subseteq A \).

For more details about this definition see [20], pg. 13. For these kinds of mappings we have the following generalized extension theorem. For the details of the proof see [21], pg. 42.

**Theorem G.5. Extension Theorem for Quasiconformal Mappings.** A quasiconformal mapping of a Jordan domain onto another Jordan domain can be extended to a homeomorphism between the closures of the domains.

**Lemma G.6.** Assume \( \psi : (\mathbb{D}, 0) \to (\mathbb{D}, 0) \) is a \( K \)-quasiconformal homeomorphism. For each \( r \in (0, 1) \) set \( R = \mathbb{D} \setminus [0, r] \). Then

\[
M(R) \leq KM(\psi(R))
\]

**Proof.** Fix \( r \in (0, 1) \). There exists \( n_0 \) such that \( n \geq n_0 \) implies \( \frac{1}{n} < 1 - r \). For \( n \geq n_0 \) let \( R_n \) be the bounded ring domain whose boundary is the disjoint union of the line segment \([0, r]\) and the circle \( \{z : |z| = 1 - \frac{1}{n}\} \). Clearly \( R_n \) converges uniformly to the bounded ring domain \( R \). Moreover by the definition of quasiconformal map, we have

\[
M(R_n) \leq KM(\psi(R_n))
\]

From this inequality and the continuity of the modulus it is enough to prove that the boundary of \( \psi(R_n) \) converges uniformly to the boundary of \( \psi(R) \). But from the definition of the sequence \( \{R_n\}_{n \geq n_0} \) it is enough to show that \( \psi(\{z : |z| = 1 - \frac{1}{n}\}) \) converges uniformly to \( \partial \mathbb{D} \).

Since \( \mathbb{D} \) is a Jordan domain and \( \psi \) is quasiconformal we can extend \( \psi \) homeomorphically to the boundary; we also call this extension \( \psi \). On the other hand, let \( E_n \) be the set defined by \( E_n = \psi(\{z : |z| = 1 - \frac{1}{n}\}) \).

Given \( \epsilon > 0 \) there exists \( N \) such that \( n > N \) implies \( dist(x, \partial \mathbb{D}) < \epsilon \) for all \( x \in E_n \). Otherwise there exist \( \epsilon_0 > 0 \) and a sequence \( (z_{n_k}) \) satisfying

\[
|z_{n_k}| = 1 - \frac{1}{n_k} \quad \text{and} \quad dist(\psi(z_{n_k}), \partial \mathbb{D}) > \epsilon_0;
\]

we may assume \( (z_{n_k}) \) converges to a point \( a \in \partial \mathbb{D} \). So using the extension of \( \psi \) we get

\[
dist(\psi(a), \partial \mathbb{D}) = \lim_{k \to \infty} dist(\psi(z_{n_k}), \partial \mathbb{D}) \geq \epsilon_0,
\]

which is a contradiction since \( \psi(a) \in \partial \mathbb{D} \). Now, given \( y \in \partial \mathbb{D} \) by the extension there exists a unique \( x \in \partial \mathbb{D} \) such that \( \psi(x) = y \). Since the sequence of circles \( \{z : |z| = 1 - \frac{1}{n}\} \) converges uniformly to \( \partial \mathbb{D} \) there exists a sequence \( (z_n) \) which converges to \( x \) and satisfies \( |z_n| = 1 - \frac{1}{n} \). Then \( \lim_{n \to \infty} dist(y, E_n) \leq \lim_{n \to \infty} |\psi(x) - \psi(z_n)| = 0 \). Define \( g_n(y) = dist(y, E_n) \); clearly this is a sequence of continuous functions on \( \partial \mathbb{D} \) and for each \( y \in \partial \mathbb{D} \) the sequence \( (g_n(y)) \) converges monotonically (decreasing) to zero. Since \( \partial \mathbb{D} \) is compact we can apply Dini’s Theorem. Thus \( dist(y, E_n) \) converges uniformly in \( y \) to zero. Therefore \( E_n \) converges uniformly to \( \partial \mathbb{D} \) and the lemma follows. \( \square \)
The following result is known as Grötzsch’s Modulus Theorem. For the proof see [21], pg. 54.

**Theorem G.7. Grötzsch’s Modulus Theorem** Suppose \( r \in \mathbb{R} \) with \( 0 < r < 1 \). If the ring domain \( B \) separates the points 0 and \( r \) from the circle \( |z| = 1 \) then

\[
M(B) \leq M(B(r))
\]

where \( B(r) \) is the ring domain whose boundary consists of the circle \( |z| = 1 \) and the segment \( 0 \leq x \leq r \) of the real axis.

This ring domain is called the Grötzsch extremal domain. From now on, we denote \( M(B(r)) \) by \( \mu(r) \). For any \( r \in (0, 1) \), the following equality holds:

\[
\mu(r) = \frac{\pi}{2} \frac{K(\sqrt{1 - r^2})}{K(r)},
\]

where \( K(r) \) is the Legendre normal integral given by

\[
K(r) = \int_0^1 \frac{dt}{\sqrt{1 - t^2} \sqrt{1 - r^2 t^2}}
\]

This means that \( \mu(r) \) can be expressed in terms of elliptic integrals. For the proof of the last equality above see [21], pg. 59-60. Now, it is easy to check that \( \mu \) is a continuous function on \( (0, 1) \) satisfying \( \mu(0^+) = +\infty \) and \( \mu(1^-) = 0 \). By an elementary computation (see [1], pg. 50)

\[
\frac{d}{dr} \left( \frac{K(\sqrt{1 - r^2})}{K(r)} \right) = \frac{-\pi}{2r(1 - r^2)(K(r))^2}
\]

Therefore, we conclude that \( \mu \) is a strictly decreasing homeomorphism from \( (0, 1) \) onto \( (0, +\infty) \).

**Lemma G.8.** The function \( h(r) = \mu(r) + \log(\frac{r}{1 + r'}) \), where \( r' = \sqrt{1 - r^2} \), is strictly decreasing.

**Proof.** By a computation

\[
\frac{d}{dr} (h(r)) = \frac{\pi^2}{4rr'K^2} \left( \frac{4r'K^2}{\pi^2} - 1 \right) < 0
\]

where \( K(r) \) is the Legendre normal integral.

**Lemma G.9.** The function \( f(r) = \mu(r) + \log(r) \) is strictly decreasing.

**Proof.** Clearly \( f(r) = h(r) + \log(1 + r') \) where \( r' = \sqrt{1 + r^2} \). Since \( \log(1 + r') \) is strictly decreasing, the monotonicity of \( f \) follows.
Lemma G.10. The function $\mu(r)/\log(4/r)$ is strictly decreasing on $(0,1)$.

Proof. This follows from the lemma above, since

$$\frac{\log(4/r)}{\mu(r)} = 1 + \frac{\log(4) - (\mu(r) + \log(r))}{\mu(r)}$$
List of symbols

\( \mathbb{C}^* = \mathbb{C} \setminus \{0\} \).

\( \mathbb{D} = \Delta(0, 1) := \{ z \in \mathbb{C} : |z| < 1 \} \).

\( \mathbb{H} = UpperHalfPlane := \{ Z \in \mathbb{C} : \Re(Z) > 0 \} \).

\( \Delta(z_0, r) := \{ z \in \mathbb{C} : |z - z_0| < r \} \).

\( \Delta[z_0, r] := \{ z \in \mathbb{C} : |z - z_0| \leq r \} \).

\( (a, b) := \) the open interval with extremes a and b

\( [0, z] := \) the closed line segment with extremes 0 and \( z \).

\( l = i\mathbb{R} \cap \mathbb{H} := \{ it \in \mathbb{C} : t \geq 0 \} \).

\( e = \exp(1) \).

\( f : (\mathbb{C}, 0) \to (\mathbb{C}, 0) \), means that \( f \) leaves the point \( z=0 \) fixed.

\([\alpha] := \) integer part of \( \alpha \).

\( \{\alpha\} := \) fractional part of \( \alpha \).

\( ||\alpha|| := \min\{|n - \alpha| : n \in \mathbb{Z}\} \).

\( \text{dist}(y, V) := \inf\{|y - v| : v \in V\} \).
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