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(ABSTRACT)

For simple fluids, or Newtonian fluids, the study of the Navier-Stokes equations in the high Reynolds number limit brings about two fundamental research subjects, the Euler equations and the Prandtl’s system. The consideration of infinite Reynolds number reduces the Navier-Stokes equations to the Euler equations, both of which are dealing with the entire flow region. Prandtl’s system consists of the governing equations of the boundary layer, a thin layer formed at the wall boundary where viscosity cannot be neglected.

In this dissertation, we investigate the upper convected Maxwell(UCM) model for complex fluids, or non-Newtonian fluids, in the high Weissenberg number limit. This is analogous to the Newtonian fluids in the high Reynolds number limit. We present two well-posedness results.

The first result is on an initial-boundary value problem for incompressible hypoelastic materials which arise as a high Weissenberg number limit of viscoelastic fluids. We first assume the stress tensor is rank-one and develop energy estimates to show the problem is locally well-posed. Then we show the more general case can be handled in the same spirit. This problem is closely related to the incompressible ideal magneto-hydrodynamics(MHD) system.

The second result addresses the formulation of a time-dependent elastic boundary layer through scaling analysis. We show the well-posedness of this boundary layer by transforming to Lagrangian coordinates. In contrast to the possible ill-posedness of Prandtl’s system in Newtonian fluids, we prove that in non-Newtonian fluids the stress boundary layer problem is well-posed.
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Chapter 1

Introduction

1.1 General

Most of the notations here follow Renardy[50], Renardy and Rogers[51]. For the material on Sobolev space, see [51]. For introductory materials on Newtonian fluids, see Chorin, et al. [5]. For known results on Sobolev embedding, see Temam [64]. For introduction on tensor and coordinate transformation, see Bird [1], Truesdell et al. [65] and Sommerfeld [63]. For general results on first order symmetric hyperbolic systems, see Friedrichs [14], Kreiss [27].

1.2 Complex fluids

Fluids with complex microstructure abound in daily life. One encounters complex fluids in biological science, material science as well as in many industrial processes, e.g., in the chemical, food, and oil industries. Examples include polymers, glassy liquids, particulate suspensions, electro-and magnetoresponsive suspensions, foams, emulsions and blends, liquid crystals, surfactant solutions and so on. We are interested in the flow of polymeric liquids, such as molten plastics, lubricants, paints, and many biological fluids. These fluids have mechanical properties that are intermediate between ordinary liquids and ordinary solids. They are called viscoelastic fluids or soft-solid [29].

1.2.1 Physical description

Chemical composition is responsible for the flow behavior of any fluid. The Newtonian fluids, or simple fluids, such as water and air, usually have small constituent particles. The influence of a fluid’s microstructure on its flow appears as viscosity. Its governing equation is mainly about the interplay of inertial force, pressure, viscous force and, if free surface exists, surface
tension. But a non-Newtonian fluid, or complex fluid has complex microstructure, generally with particles of much larger scale. The microstructure of a complex fluid has substantial influence on its flow motion and the phenomena for such a fluid are much more varied and complex than those of a Newtonian fluid.

The Weissenberg effects, die swell and tubeless-siphon are the most well-known phenomena for non-Newtonian fluids. These phenomena can be viewed as manifestations of the particular viscoelastic mechanisms such as normal stress effects and high elongation viscosities. When one rotates a rod in a vessel containing a Newtonian fluid, the free surface is depressed near the rotating rod due to inertial effects. In contrast, for a non-Newtonian fluid with measurable normal stresses, the free surface will actually rise, and the fluid climbs up the rod [50]. The reason is that in the rotation the normal stress component arises in the circular direction of the flow and a tension in the flow direction leads to a pressure force pushing the fluid inward. This pressure can be sufficiently large to overcome the centrifugal force and make fluids climb on the rod.

If a fluid that contains large molecules is stretched, the molecules and the particles align in the direction of the stretching process. This results in a substantial increase in the extensional viscosity of the fluid. That causes the famous tubeless siphon effect— the fluid can drag itself out of a beaker, see [50]. The special microstructure of non-Newtonian causes all kinds of mechanisms, hence phenomena, that are different from the Newtonian case.

A viscoelastic fluid shows intermediate properties between a solid and a liquid. To what extent it shows solid-like or liquid-like behavior depends not only upon properties such as normal stress and elongational viscosity but also the time scale of the flow. Weissenberg number, or Deborah number\(^1\), the ratio of a relaxation time of the fluids to a time scale of the flow, is an important dimensionless measure of elasticity. A prophetess named Deborah in the Old Testament said “the mountains flowed before the Lord”. Marcus Reiner uses this story to suggest that the time scale is important in rheology [41]. On the other hand, when a viscoelastic fluid experiences deformation in a very short time, it shows the “bouncing” phenomenon, which is typically a solid-like behavior(http://web.mit.edu/nnf/).

### 1.2.2 Mathematical description

For general incompressible fluids, the conservation of momentum gives rise to the equation

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} \right) = \text{div} \mathbf{T} - \nabla p + \mathbf{f},
\]

(1.1)

while conservation of mass requires \(^2\)

\(^1\)There are subtle differences between the definitions of these two numbers from the point of view of an engineer [8]. Here we consider time-dependent flow and it does not make a difference in our analysis.

\(^2\)Here we assume constant temperature and omit the balance of energy.
Here $\rho, v, T, p, f$ are the density, velocity, extra stress tensor, isotropic pressure and body force, respectively. The stress tensor $T$ represents the force which the material develops in response to deformation. To complete the mathematical formulation, we need a constitutive law relating $T$ to the motion.

Let $D = \frac{1}{2} (\nabla v + (\nabla v)^T)$ denote the rate-of-strain tensor, which is the symmetric part of velocity gradient. A Newtonian fluid has the constitutive law

$$ T = 2\eta D, \quad (1.3) $$

where viscosity $\eta$ is a constant which implies the stress is shear-rate-independent. Hence by (1.2) we have the Navier-Stokes equation

$$ \rho \left( \frac{\partial v}{\partial t} + (v \cdot \nabla)v \right) = \eta \Delta v - \nabla p + f, \quad (1.4) $$

The Navier-Stokes equation has to be generalized in order to study more complex fluids. People consider the generalized Newtonian fluid, in which case the viscosity depends on the rate-of-strain tensor; namely $T = \eta(|D|)(\nabla v + (\nabla v)^T)$. This model is useful in many applications because it incorporates the idea of a shear-rate-dependent viscosity. Engineers have used this type of models for over 50 years to get approximate solutions to flow problems as well as heat- and mass-transfer problems. However, its use is strictly speaking limited to steady-state shearing flow [1] and it fails to accommodate the “memory character”, or “elastic response” of viscoelastic fluids. This means the stress at any time depends upon the history of its motion. A great deal of physical insight about “elastic effects” has been obtained by studying the “ordered flow”, which is an expansion about the Newtonian fluid. But it is of limited use to both engineers and chemists because it cannot describe the full range of time dependent behavior, see [1]. Non-Newtonian models aim at taking this point into consideration.

For a general non-Newtonian fluid, the stress can be much more complicated. The constitutive law can be put into a functional $G(T, T_t, \nabla T, \nabla v, \nabla v, ...) = 0$. In many cases, the relationship between stress and deformation for a complex fluid is nonlinear, is unknown, or is under dispute [29]. Below we list some well-known models which include linear and non-linear, differential and integral ones. For more details, see [1, 42, 50].

**Maxwell’s Model:**

$$ \frac{\partial T}{\partial t} + \lambda T = \mu(\nabla v + (\nabla v)^T). $$

**Boltzmann’s Model:**

$$ T(x, t) = \int_{-\infty}^{t} G(t - s)(\nabla v + (\nabla v)^T)ds $$

**UCM model:**

$$ \lambda \left( \frac{\partial T}{\partial t} + (v \cdot \nabla)T - (\nabla v)T - T(\nabla v)^T \right) + T = \eta(\nabla v + (\nabla v)^T) $$

**Phan-Thien Tanner:**

$$ \lambda \frac{\partial T}{\partial t} + (v \cdot \nabla)T - (\nabla v)T - T(\nabla v)^T + T = \eta(\nabla v + (\nabla v)^T) + \kappa(\text{tr}T)T = \ldots^3 $$

---

3 When an ellipsis appears in a formula here, it represents the terms already there in the upper convected Maxwell model.
Giesekus: \( + \kappa T^2 = \ldots \)

Johnson-Segalman: \( + (1 - a)(TD + DT) = \ldots \)

**Dumbbell Model** (Molecular theory/Fokker-Planck equation):
\[
\mathbf{T}(\mathbf{x}, t) = n \int_{\mathbb{R}^3} \mathbf{R} F(\mathbf{R}) \psi(\mathbf{R}, \mathbf{x}, t) d\mathbf{R},
\]
\[
\int_{\mathbb{R}^3} \psi(\mathbf{R}, \mathbf{x}, t) d\mathbf{R} = 1
\]
\[
\frac{\partial \psi}{\partial t} + (\mathbf{v} \cdot \nabla) \psi = \frac{2kT}{\eta} \Delta R \psi + \text{div}_{\mathbf{R}} [ -\nabla \mathbf{v}(\mathbf{x}, t) \cdot R \psi + \frac{2}{\eta} \mathbf{F}(\mathbf{R}) \psi]
\]

**Multi-Mode:** \( \mathbf{T} = \sum T_i \)

**Oldroyd B model:** \( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = \text{div}_{\mathbf{T}} + \nu \Delta \mathbf{v} - \nabla p + \mathbf{f} \)

The Maxwell’s and Boltzmann’s model are linear in differential and integral forms, respectively. The UCM model is a nonlinear modification of Maxwell’s model. This model can also be motivated by molecular theories [1, 50]. The upper convected time derivative
\[
\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{T} - (\nabla \mathbf{v}) \mathbf{T} - \mathbf{T} (\nabla \mathbf{v})^T
\]
contains several nonlinear terms which are of importance. In our notation, we adopt \((\nabla \mathbf{v})_{ij} = \frac{\partial v_i}{\partial x_j}\). The Oldroyd B model has a stress that is the linear superposition of a UCM and a Newtonian contribution. Other popular differential models differ from the UCM by adding additional nonlinearities.

The linear viscoelastic models start considering the time-dependent stress behavior, see [11]. However they are restricted to flows with very small displacement gradients. They violate the “frame-independence-principle”, which states that material properties, including stresses, are independent of the frame of reference [65].

The nonlinear models mentioned above satisfy frame indifference, but they are sufficiently complex that very few flow problems can be solved analytically. They also present great difficulties even in numerical analysis of the high Weissenberg number problems(HWNP).

The upper convected Maxwell model is a good starting point for study: On the one hand it has a simpler form than most of the other nonlinear models, and on the other hand it is a model delicate enough to contain the necessary nonlinearities.

For the Navier-Stokes equations, there is a well-developed theory of existence, qualitative dynamics and numerical approximation[28][64], although there are still open problems for the “millionaire-to-be”. For viscoelastic fluids, there are many more unresolved issues on modeling, numerical simulation, and mathematical analysis. Virtually everything that is known about basic existence has been established in the past thirty years, see [18, 23, 42, 50, 53, 59] and the references therein.

The work of this thesis is based on the Upper Convected Maxwell(UCM) model. For vis-
coelastic fluids of UCM model, the governing system is

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = \nabla \cdot \mathbf{T} - \nabla p, \\
\nabla \cdot \mathbf{v} = 0, \\
\lambda \left( \frac{\partial \mathbf{T}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{T} - (\nabla \mathbf{v})\mathbf{T} - \mathbf{T}(\nabla \mathbf{v})^T\right) + \mathbf{T} = \eta (\nabla \mathbf{v} + (\nabla \mathbf{v})^T).
\]

Here \(\mathbf{v}, \mathbf{T}, p\) are velocity, stress and isotropic pressure while \(\rho, \lambda, \eta\) have physical meanings of fluids density, relaxation time and viscosity. Assuming proper scales \(L, U, \frac{L}{U}, \frac{\eta U}{L}\) for length, velocity, time and stress, this can be written as the dimensionless system

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = \frac{1}{\text{Re}} \nabla \cdot \mathbf{T} - \nabla p, \\
\nabla \cdot \mathbf{v} = 0, \\
\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{T} - (\nabla \mathbf{v})\mathbf{T} - \mathbf{T}(\nabla \mathbf{v})^T + \frac{1}{\text{Wi}} \mathbf{T} = \frac{1}{\text{Wi}} (\nabla \mathbf{v} + (\nabla \mathbf{v})^T),
\]

where \(\text{Re} = \rho U L / \eta\) is the Reynolds number and \(\text{Wi} = \lambda U / L\) is the Weissenberg number.

### 1.3 High Weissenberg number limit

We are interested in a limiting system of the UCM model, in which case Weissenberg number \(\text{Wi}\) goes to infinity. This is analogous to the Navier-Stokes equations approaching Euler equations in Newtonian flow.

The flow of Newtonian fluids at high Reynolds number presents a host of mathematical difficulties in both numerical and theoretical analysis. Formally, if we take the Reynolds number to infinity, we obtain the Euler equations. That raises questions about the limiting system, which include well-posedness, stability, even brand new issues like Onsager’s conjecture[38]. Another difficulty of high Reynolds number flow is the formation of singular layers along boundaries and separating streamlines, where the validity of the Euler equations breaks down.

It turns out that difficulties in these two aspects exist also for the non-Newtonian flows in high Weissenberg number limit. Since we focus particularly on near-wall behavior, we have strong interests in situations dominated by shear flow. Since normal stresses in shear flow are of order \(\text{Wi}\) rather than order one, we shall scale the stresses with an additional factor \(\text{Wi}\) to obtain

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = \frac{\text{Wi}}{\text{Re}} \nabla \cdot \mathbf{T} - \nabla p, \\
\nabla \cdot \mathbf{v} = 0, \\
\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{T} - (\nabla \mathbf{v})\mathbf{T} - \mathbf{T}(\nabla \mathbf{v})^T + \frac{1}{\text{Wi}} \mathbf{T} = \frac{1}{\text{Wi}^2} (\nabla \mathbf{v} + (\nabla \mathbf{v})^T).
\]
Here $E = \frac{Wi}{Re}$ is called the elasticity constant. This plays a key role in our problem. When $Wi$ is finite and a wall boundary is present, we need to impose the no-slip boundary condition on the system (1.7). The first rigorous result for the nonlinear models at finite Weissenberg number was given in [43]. In the high Weissenberg number limit of non-Newtonian fluids we get a system that plays a role analogous to the Euler equations in Newtonian fluids [47, 54]. We can only impose the no-penetration condition on it. The study of stress boundary layers formation at high Weissenberg number limit was initialized in [44, 20, 45]. In [46, 48, 49], Boundary layer analysis for steady flow has been put into a neat framework. We work on the non-steady, i.e., time-dependent case, which has a very different origin from the steady one [57]. The general idea is to make proper variable substitutions to put the most significant variables to order one. We then omit the high order small terms to get an approximating equations. Advances in scaling and boundary layer analysis can be expected to shed light on the multiscale modeling [10, 32, 39].

In this dissertation, we concern ourselves with the time-dependent system in the high Weissenberg number limit. We shall investigate

1. Well-posedness of the limiting UCM model[67]–Chapter 2
2. Stress boundary layer formation and its well-posedness[56, 57]–Chapter 3.
Chapter 2

High Weissenberg Number Limit

The goal of this chapter is a well-posedness result for the equations arising in the high Weissenberg number limit of the upper convected Maxwell fluids. This limiting system for viscoelastic fluids is analogous to the Euler equations for Newtonian fluids [67].

2.1 Governing system

In Section 2.1, we introduce the governing equations. In Section 2.2, we discuss the analogy of our problem with ideal MHD, which was first pointed out by Ogilvie and Proctor [35]. In Section 2.3, we state our main result and outline the plan of the chapter.

2.1.1 Governing equations

We recall the nonlinear UCM model of viscoelastic fluids

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = E \text{div} \mathbf{T} - \nabla p + \mathbf{f},
\]

\[
\nabla \cdot \mathbf{v} = 0,
\]

\[
\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{T} - \mathbf{T} (\nabla \mathbf{v})^T + \frac{1}{\text{Wi}} \mathbf{T} = \frac{1}{\text{Wi}^2} (\nabla \mathbf{v} + (\nabla \mathbf{v})^T).
\]

where \( \mathbf{v}, \mathbf{T}, p, \mathbf{f} \) are the dimensionalized versions of velocity, extra stress tensor, isotropic pressure and body force, respectively. \( \text{Wi} \) is the dimensionless Weissenberg number. \( E = \text{Wi}/\text{Re} \) is the elasticity constant. In this chapter, we are interested in a limit where \( \text{Wi} \) and \( \text{Re} \) tend to infinity simultaneously, but \( E \) remains fixed. Hence it can be eliminated by a rescaling of \( \mathbf{T} \), and we simply set it equal to 1.
In (2.3), letting $S \equiv T + \mathbf{W}^{-2}\mathbf{I}$, we have
\[ \frac{\partial S}{\partial t} + (\mathbf{v} \cdot \nabla)S - (\nabla \mathbf{v})S - S(\nabla \mathbf{v})^T + \mathbf{W}^{-1}(S - \mathbf{W}^{-2}\mathbf{I}) = 0. \] (2.4)

**Proposition 1.** The matrix $S$ is symmetric, and, for physically relevant solutions at finite Weissenberg number, it must be positive definite.

**Proof:** The initial value of $S$ is symmetric by default. Taking transpose of $S$ in (2.4), we see $S$ and $S^T$ satisfy the same equation, hence they must be same whenever the solution exists. To see $S$ stays positive definite, we use the Jacobi’s formula
\[ \frac{d}{dt} \det(S) = \det(S) \text{tr}(S^{-1} \frac{dS}{dt}) = \det(S) \text{tr}(S^{-1} \left[ \frac{\partial S}{\partial t} + \mathbf{v} \cdot \nabla S \right]). \] (2.5)

From (2.4), noting that $\text{tr}(S^{-1} \nabla \mathbf{v} S) = \text{tr}(\nabla \mathbf{v}) = \text{div} \mathbf{v} = 0$, we have
\[ \frac{d}{dt} \det(S) = \det(S) \text{tr}(S^{-1} \left[ \frac{S^{-1}}{\mathbf{W}^{-2}} - \frac{1}{\mathbf{W}^{-1}} \right]). \] (2.6)

$S$ ceases to be positive definite only if some eigenvalue of $S$, hence $\det(S)$, approaches zero. But that would make some eigenvalue for $S^{-1}$ become large. Hence the right hand side of (2.6) would become positive and $\det(S)$ would increase and get away from zero.

Under high Weissenberg Number asymptotics, formally letting $\mathbf{W}^{-1} = 0$, (2.4) becomes
\[ \frac{\partial S}{\partial t} + (\mathbf{v} \cdot \nabla)S - (\nabla \mathbf{v})S - S(\nabla \mathbf{v})^T = 0. \] (2.7)

However, we can only assume that $S$ is positive semidefinite. In this case, there exists a tensor $\mathbf{C}$ such that
\[ S = \mathbf{C} \mathbf{C}^T. \] (2.8)

With
\[ \dot{\mathbf{C}} = \frac{\partial \mathbf{C}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{C} - (\nabla \mathbf{v})\mathbf{C}, \] (2.9)

(2.7) and (2.8) imply
\[ \dot{\mathbf{C}} \mathbf{C}^T + \mathbf{C} \dot{\mathbf{C}}^T = 0. \] (2.10)

For (2.7) to be true, it is sufficient to require $\dot{\mathbf{C}} = 0$, i.e.,
\[ \frac{\partial \mathbf{C}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{C} - (\nabla \mathbf{v})\mathbf{C} = 0. \] (2.11)

or in vector form:
\[ \frac{\partial \mathbf{C}_i}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{C}_i - (\mathbf{C}_i \cdot \nabla)\mathbf{v} = 0, \quad i = 1, 2, 3. \] (2.12)
Here $C_i$ are the column vectors of $C$.

Using the Einstein summation convention, we have $S = CC^T = C_iC_i^T$. Hence
\[
\nabla \cdot T = \nabla \cdot S = \nabla \cdot (C_iC_i^T) = (C_i \cdot \nabla)C_i + (\nabla \cdot C_i)C_i.
\]
(2.13)

Substituting into (2.3), we have the equation of motion
\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} - (\mathbf{q} \cdot \nabla)\mathbf{v} = (\nabla \cdot \mathbf{q})\mathbf{q} - \nabla p + \mathbf{f}.
\]
(2.14)

The objective of this chapter is the analysis of the system (2.2), (2.12), (2.14). As an intermediate step, we formulate a simpler problem, and we eventually show that once we solve the simpler problem (Theorem 1), the general case is actually an easy generalization (Corollary 1).

We shall now assume that $S$ is a rank-one tensor, namely
\[
S = \mathbf{qq}^T, \mathbf{q}(x,t) \in \mathbb{R}^n, \mathbf{q} \neq 0.
\]
(2.15)

We can now satisfy (2.7) by requiring that
\[
\frac{\partial \mathbf{q}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{q} - (\mathbf{q} \cdot \nabla)\mathbf{v} = 0.
\]
(2.16)

Substituting $\nabla \cdot T = \nabla \cdot (\mathbf{qq}^T)$ into (2.3), we have the equation of motion
\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} - (\mathbf{q} \cdot \nabla)\mathbf{q} = (\nabla \cdot \mathbf{q})\mathbf{q} - \nabla p + \mathbf{f}.
\]
(2.17)

Now we seek solutions of (2.2),(2.16) and (2.17) for $t > 0$ and $x \in \Omega$, where $\Omega$ is a bounded domain in $\mathbb{R}^3$. We impose initial conditions
\[
\mathbf{v}(x,0) = \mathbf{v}_0(x), \mathbf{q}(x,0) = \mathbf{q}_0(x).
\]
(2.18)

and the boundary conditions
\[
\mathbf{v} \cdot \mathbf{n} = 0, \mathbf{q} \cdot \mathbf{n} = 0, x \in \partial \Omega.
\]
(2.19)

The boundary conditions mean that no fluid crosses the boundary and that the stress tensor is aligned parallel to the boundary.

Most of this chapter will be concerned with the analysis of the initial-boundary value problem consisting of (2.2) and (2.16)-(2.19).

Remarks:
1. In principle, the term $Wi^{-1}(S - Wi^{-2}I)$, which we neglected in the equations, is a term involving no derivatives, which does not affect the well-posedness of the problem. The difference between the case of finite Weissenberg number and infinite Weissenberg number is in the assumptions on $S$. For finite Weissenberg number $S$ is strictly positive definite. The existence result in [43] depends on this to guarantee a strict ellipticity condition. In the high Weissenberg number limit, polymer molecules typically line up in a preferred direction, and the result is a stress dominated by one component. In the limit $Wi \to \infty$, the appropriate assumption for most flows of physical interest is a stress of rank one.

2. The loss of strict ellipticity affects the boundary conditions which can be imposed. For finite Weissenberg number, we can impose Dirichlet conditions for the velocity, but in our case, we can impose only the normal component. The condition $q \cdot n = 0$ is not really “imposed.” Rather, it is preserved by the equations as long as it holds for the initial data, same as proof of lemma 4 below. It is reasonable to require this condition, since the flow at a wall is viscometric, and the dominant stress component for high Weissenberg number is the first normal stress.

### 2.1.2 Comparison with MHD

It is easy to see the formal analogy between MHD and our problem (2.2) and (2.16)-(2.19). We collect the equations to have

\[
\begin{aligned}
\frac{\partial v}{\partial t} + (v \cdot \nabla)v - (q \cdot \nabla)q &= (\nabla \cdot q)q - \nabla p + f, \\
\frac{\partial q}{\partial t} + (v \cdot \nabla)q - (q \cdot \nabla)v &= 0, \\
\nabla \cdot v &= 0, \\
v(x, 0) &= v_0(x); q(x, 0) = q_0(x), \\
v \cdot n = 0; q \cdot n = 0, & x \in \partial \Omega.
\end{aligned}
\]

(2.20)

We emphasize the fact that the normal components of $v$ and $q$ vanish on the boundary and this makes the boundary characteristic. It is an important part of our argument to show that this property persists in our iterative scheme, see the proof of Lemma 4 in Section 3.

We recall the incompressible magnetohydrodynamics (MHD) system

\[
\begin{aligned}
\frac{\partial v}{\partial t} + (v \cdot \nabla)v - (q \cdot \nabla)q &= \epsilon \Delta v - \nabla(p + \frac{1}{2} |q|^2) + f, \\
\frac{\partial q}{\partial t} + (v \cdot \nabla)q - (q \cdot \nabla)v &= \eta \Delta q, \\
\nabla \cdot v &= 0, \nabla \cdot q = 0, \\
v(x, 0) &= v_0(x); q(x, 0) = q_0(x),
\end{aligned}
\]

(2.21)

where $v, q, f, \epsilon, \eta$ represent the fluid velocity field, the magnetic field, the body force, the constant kinematic viscosity and the constant magnetic diffusivity, respectively, with $\epsilon \geq 0, \eta \geq 0$. If the system is set in $\mathbb{R}^n$, then (2.21) is a Cauchy problem. If we consider the
problem in some domain in $\mathbb{R}^n$, we have an IBVP and we need proper boundary conditions for it. For example, in the case that $\epsilon = 0, \eta = 0$, we may impose the same boundary condition as in (2.20)
\[ v \cdot n = 0; q \cdot n = 0, x \in \partial \Omega. \] (2.22)
In other cases, (2.22) is generally not enough for problem (2.21) to be well-posed.

Magnetohydrodynamics finds a wide range of industrial applications, from liquid metals to cosmic plasmas. For an in-depth derivation of the MHD model and a detailed application to plasmas, see [16]. We organize our review into three cases:

**Case I.** $\epsilon > 0, \eta > 0$. The kinematic viscosity and the magnetic diffusivity are taken into account. In this case, for the Cauchy problem (2.21), J. Cannone et al. study the uniqueness and regularity of Leray-Hopf’s weak solutions in [3], while C. He and Z. Xin [19] give two classes of sufficient conditions which guarantee the weak solutions are regular.

**Case II.** $\epsilon = \eta = 0$. The MHD equations (2.21) are called ideal MHD in the sense that the effect of fluid viscosity and magnetic diffusivity is neglected. It describes the motion of a perfectly conducting fluid interacting with a non-resistive magnetic field. In this case, similar to getting the regularity for the Euler equation by controlling the vorticity, Q. Jiu and C. He [22] and J. Wu [69] study sufficient conditions which guarantee the regularity of solutions of 3D ideal MHD. Zhang and Liu [70] study the blow-up criterion of smooth solutions to the Cauchy problem (2.21). P. Secchi studies the initial boundary value problem when $\Omega$ is a bounded domain in [60]. He also shows, for $\Omega = \mathbb{R}^3_+$, the existence of a regular solution in the anisotropic Sobolev space $H^{m}_{\ast\ast}(\Omega), m \geq 5$ he introduced in [62]. If a solution exists on some bounded domain $\Omega$, we can linearize (2.21)-(2.22) about this solution to get a perturbed equation whose regularity is a consequence of M. Ohno and T. Shirota [36].

**Case III.** One of $\epsilon, \eta$ is zero, but not both. We say the equations have partial viscous terms; in a sense they are like a combination of Euler and Navier-Stokes equations. In this case the smoothing effect of the viscous part plays a critical role. J. Fan and T. Ozawa [12] prove some regularity conditions for (2.21) as a Cauchy problem. For the IBVP with exterior domain or half plane case, E. Case et al. [4] prove the existence of classical solutions global in time. For smooth initial data and without boundary, it has been proved that the solution of the Navier-Stokes equations converges to that of the Euler equations as the viscosity goes to zero. It is natural to ask what happens when Case I becomes Case II. In this regard, J. Wu [68] investigates the Cauchy problem while G. Chen et al. [6] study the IBVP with a nonhomogeneous vorticity boundary condition.

It is interesting to see the obvious structural analogy between our setting (2.20) for the UCM fluid in the limit of infinite Weissenberg number and the Case II for ideal MHD. One difference is that there is no physical reason to require $\nabla \cdot q = 0$ in our case. On the other hand, even in our problem $\nabla \cdot q$ will equal zero if it is zero initially. If $\nabla \cdot q$ is not zero, we shall be able to derive estimates for $\nabla \cdot q$, which will play a crucial role in our proof.
2.1.3 Main results and plan

We make the following assumptions of smoothness and compatibility:

(S1) The domain \( \Omega \subset \mathbb{R}^3 \) is a bounded open set lying locally on one side of its boundary \( \partial \Omega \) which is of class \( C^{m+2}, m \geq 3 \).

(S2) \( \mathbf{v}_0 \in H^m, \mathbf{q}_0 \in H^m, \nabla \cdot \mathbf{q}_0 \in H^m \).

(S3) For some \( T > 0 \), we have \( f \in \bigcap_{k=0}^m W^{k,1}([0, T]; H^{m-k}(\Omega)) \).

(C) \( \mathbf{v}_0 \cdot \mathbf{n} = 0, \mathbf{q}_0 \cdot \mathbf{n} = 0 \) on \( \partial \Omega \) and \( \nabla \cdot \mathbf{v}_0 = 0 \).

We prove the following results:

**Theorem 1** Assume that (S1)-(S3) and (C) hold. Then there is a \( T' \in (0, T] \) such that the problem (2.20) has a unique solution with the regularity

\[
(\mathbf{v}, \mathbf{q})^T \in \bigcap_{k=0}^m C^k([0, T']; H^{m-k}(\Omega)).
\]  

(2.23)

Moreover, the solutions depend on the data continuously in \( C([0, T'], H^m) \). More specifically, suppose we have a sequence of data \( \mathbf{v}_n, \mathbf{q}_n, f^n \) which satisfy the requirements for \( \mathbf{v}_0, \mathbf{q}_0, f \). Correspondingly we have a sequence of solutions \( (\mathbf{v}_n, \mathbf{q}_n) \) in \( C([0, T_n], H^m) \). Despite the different intervals of time existence, we prove that if the following is true:

1. \( \lim_{n \to \infty} (\mathbf{v}_0^n, \mathbf{q}_0^n) \to (\mathbf{v}_0, \mathbf{q}_0) \) in \( H^m \)
2. \( \lim_{n \to \infty} \nabla \cdot \mathbf{q}_0^n \to \nabla \cdot \mathbf{q}_0 \) in \( H^m \),
3. \( \lim_{n \to \infty} f^n \to f \) in \( L^1([0, T], H^m) \), then on some common interval \([0, T^*]\) the solutions \( (\mathbf{v}_n, \mathbf{q}_n) \) exist and \( (\mathbf{v}_n, \mathbf{q}_n) \to (\mathbf{v}, \mathbf{q}) \) in \( C([0, T^*], H^m) \).

As far as we know, the closest result to ours is in [60] where P. Secchi shows the well-posedness of solutions for MHD Case II using techniques based on Kato’s perturbation theory, see also Veiga[66]. In several aspects, our proof is different. In our problem there is no divergence free assumption on \( \mathbf{q} \). That forces an extra estimation of \( \beta \) which approximates \( \nabla \cdot \mathbf{q} \) in our scheme, see Section 2.1. For the same reason in the data dependence part we need the assumption \( \lim_{n \to \infty} \nabla \cdot \mathbf{q}_0^n \to \nabla \cdot \mathbf{q}_0 \) in \( H^m \) to guarantee the continuous dependence in \( C([0, T^*], H^m) \) of the solution on the data. In our proof of existence and uniqueness, we take advantage of results in Majda[33]. For continuous dependence, while Secchi’s approach can be applied to our problem, we take a different approach based on an idea of Bona and Smith [2], see also [25] for a similar application of the same method. After we tackle the case of a rank one stress tensor, our analysis can be smoothly extended to the more general case given by (2.2)(2.12)(2.14). More specifically, we make the following assumptions:

(S4) \( \mathbf{v}_0 \in H^m, \mathbf{C}_0 \in H^m, \nabla \cdot \mathbf{C}_{10} \in H^m \).
(C1) $v_0 \cdot n = 0, C_{i0} \cdot n = 0$ on $\partial \Omega$ and $\nabla \cdot v_0 = 0$. 

Here $C_{i0}$ is the $i$th column of $C_0$. And we have

**Corollary 1.** Assume that (S1),(S3),(S4) and (C1) hold. Then there is a $T' \in (0, T]$ such that the problem (2.14),(2.2) and (2.12), together with corresponding initial values, has a unique solution with the regularity

$$
(v, C) \in \bigcap_{k=0}^{m} C^k([0, T']; H^{m-k}(_{\Omega})) \tag{2.24}
$$

Moreover the solutions depend continuously on the initial data. 

In Section 2.2, we introduce the iteration scheme and the metric space we use to construct the solution. To show the existence part of **Theorem 1**, it suffices to show the lemmas which are stated in Section 2.2. Then in Section 2.3-2.4 we complete the proofs of those lemmas as well as the continuous dependence of the solution on the data. In Section 2.5 we describe the proof for **Corollary 1**.

### 2.2 Construction of solution

To prove the existence and uniqueness of the solution, we generate a sequence of functions approximating the solution. As is commonly done for PDEs of hyperbolic type, we first show boundedness of the iterates in a higher order norm and then use knowledge of this bound to show convergence in a lower order norm. We shall use some of the terminology introduced in [43].

#### 2.2.1 Metric space

Let $Z(M, T')$ be the set of all functions $l = (v, q) : \Omega \times [0, T'] \to \mathbb{R}^6$ with the following properties:

$$
l \in W^{0, \infty}([0, T']; H^m(\Omega)) \bigcap W^{1, \infty}([0, T'], H^{m-1}(\Omega)); \tag{2.25}
$$

$$
||l||_{0,m} + ||l||_{1,m-1} \leq M, \tag{2.26}
$$

$$
\nabla \cdot v = 0, \tag{2.27}
$$

$$
v \cdot n|_{\partial \Omega} = 0, q \cdot n|_{\partial \Omega} = 0, \tag{2.28}
$$
\[ \mathbf{v}(x, 0) = \mathbf{v}_0(x), \mathbf{q}(x, 0) = \mathbf{q}_0(x). \]  

(2.29)

Here \( || \cdot ||_{k,l} \) denotes the norm in \( W^{k,\infty}([0, T']; H^l(\Omega)) \). On \( Z(M, T') \) we define the metric

\[ d(l, \tilde{l}) = ||l - \tilde{l}||_{0,1}. \]  

(2.30)

As in [43], when \( M \) is sufficiently large we can show \( Z(M, T') \) is not empty and is complete with metric \( d \).

In (2.17), we take the divergence and the normal component on the boundary to obtain a Neumann problem for \( p \):

\[ \Delta p = \nabla \cdot (\mathbf{f} + (\mathbf{q} \cdot \nabla)\mathbf{q} + (\nabla \cdot \mathbf{q})\mathbf{q} - (\mathbf{v} \cdot \nabla)\mathbf{v}), \]

with boundary condition

\[ \frac{\partial p}{\partial n} = \{\mathbf{f} + (\mathbf{q} \cdot \nabla)\mathbf{q} + (\nabla \cdot \mathbf{q})\mathbf{q} - (\mathbf{v} \cdot \nabla)\mathbf{v}\} \cdot \mathbf{n}, x \in \partial \Omega. \]

On the other hand, if we view \( p \) as known, (2.20) is a hyperbolic problem for \( \mathbf{v} \) and \( \mathbf{q} \). This suggests that we construct our solution by iterating between these two problems. To ensure sufficient regularity at each step, it will be necessary to introduce an additional scalar function \( \beta(x, t) \) which approximates \( \nabla \cdot \mathbf{q} \) in the iteration.

We shall adopt the terminology of a “controllable” function in [43].

**Definition 1.** A continuous function \( \psi(M, T', \alpha, \beta, \cdots) : \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R} \cdots \rightarrow \mathbb{R} \) is called controllable if there are continuous functions \( \tau(M, \alpha, \beta, \cdots) \) and \( \omega(\alpha, \beta, \cdots) \) such that \( \tau > 0 \) and \( \psi(M, T', \alpha, \beta, \cdots) \leq \omega(\alpha, \beta, \cdots) \) as long as \( T' \leq \tau(M, \alpha, \beta, \cdots) \).

The essence of Definition 1 is evident. For fixed \( \alpha, \beta \), we can always bound \( \psi \) by adjusting \( T' \) even if \( M \) changes. This definition is interwoven with the metric space. When we adjust \( M, T' \) for \( \psi \), we also adjust the space \( Z(M, T') \).

### 2.2.2 Iterate scheme

Starting with \((\mathbf{v}^n, \mathbf{q}^n) \in Z(M, T')\), we try to construct a mapping \( \Sigma : (\mathbf{v}^n, \mathbf{q}^n) \mapsto (\mathbf{v}^{n+1}, \mathbf{q}^{n+1}) \) on \( Z(M, T') \).

**Step 1.** For given \( \mathbf{v}^n \) determine \( \beta^n(x, t) \) from

\[ \frac{\partial}{\partial t} \beta^n(x, t) + (\mathbf{v}^n \cdot \nabla)\beta^n(x, t) = 0, \]  

(2.31)

\[ \beta^n(x, 0) = \nabla \cdot \mathbf{q}_0 \]  

(2.32)
Step 2. For known $q^n$ and $\beta^n$, determine $\varphi^n$ from

$$\Delta \varphi^n = \beta^n - \nabla \cdot q^n$$

$$\frac{\partial \varphi^n}{\partial n} = 0$$

Notice this problem is well-defined because we can easily derive $\int_\Omega \beta^n dx = 0$ from (2.31)-(2.32) and $q^n \cdot n = 0$.

Step 3. Let $\hat{q}^n = q^n + \nabla \varphi^n$. Then

$$\nabla \cdot \hat{q}^n = \beta^n, \hat{q}^n \cdot n = 0.$$ (2.35)

Step 4. Given $v^n, q^n, \hat{q}^n$ and $\beta^n$ we determine $p^n$ by

$$\Delta p^n = \nabla \cdot (f + (q^n \cdot \nabla)\hat{q}^n + \beta^n q^n - (v^n \cdot \nabla)v^n),$$

$$\frac{\partial p^n}{\partial n} = (f + (q^n \cdot \nabla)\hat{q}^n + \beta^n q^n - (v^n \cdot \nabla)v^n) \cdot n.$$ (2.37)

Step 5. Then $\hat{v}^{n+1}, \hat{q}^{n+1}$ are determined from

$$\frac{\partial \hat{q}^{n+1}}{\partial t} + (v^n \cdot \nabla)\hat{q}^{n+1} - (q^n \cdot \nabla)\hat{q}^{n+1} = \beta^n q^n - \nabla p^n + f$$

$$+ \left[\left( (q^n \cdot \nabla) n_\epsilon \right) \cdot (\hat{q}^{n+1} - \hat{q}^n) - \left( (v^n \cdot \nabla) n_\epsilon \right) \cdot (\hat{v}^{n+1} - v^n) \right] n_\epsilon,$$ (2.38)

$$\frac{\partial \hat{v}^{n+1}}{\partial t} + (v^n \cdot \nabla)\hat{v}^{n+1} - (q^n \cdot \nabla)\hat{v}^{n+1} =$$

$$\left[\left( (q^n \cdot \nabla) n_\epsilon \right) \cdot (\hat{v}^{n+1} - v^n) - \left( (v^n \cdot \nabla) n_\epsilon \right) \cdot (\hat{q}^{n+1} - q^n) \right] n_\epsilon,$$ (2.39)

with

$$\left( \hat{v}^{n+1}, \hat{q}^{n+1} \right)(x, 0) = (v_0, q_0)(x).$$ (2.40)

Here $n_\epsilon$ is a smooth vector function on $\mathbb{R}^n$ which has support in an $\epsilon$ neighborhood of the boundary and which is equal to $n$ on the boundary. We will show that the solution satisfies $\hat{v}^{n+1} \cdot n = 0, \hat{q}^{n+1} \cdot n = 0$.

Step 6. Now for known $\hat{v}^{n+1}$ solve for $\psi^n$ by

$$\Delta \psi^{n+1} = -\nabla \cdot \hat{v}^{n+1},$$

$$\frac{\partial \psi^{n+1}}{\partial n} = 0.$$ (2.42)
Step 7. Finally, let
\[ v^{n+1} = \hat{v}^{n+1} + \nabla q^{n+1}, \quad q^{n+1} = \hat{q}^{n+1}. \tag{2.43} \]
Thus, we have
\[ \nabla \cdot v^{n+1} = 0, \quad v^{n+1} \cdot n = 0, \quad q^{n+1} \cdot n = 0. \tag{2.44} \]

Our eventual task is to show that the mapping \( \Sigma : (v^n, q^n) \mapsto (v^{n+1}, q^{n+1}) \) is a contraction on \( Z(M, T') \). Then we show that the fixed point of the contraction is indeed the solution of (2.20).

Remarks: The reason why the term involving \( n_e \) is added in the hyperbolic system is to preserve the boundary condition. We shall explain this in detail in the proofs below.

### 2.2.3 Lemmas

It is easy to verify the problem in each step is well-defined. We have to show the iterate scheme is well-defined, namely, for some fixed \( M, T' \), the mapping \( \Sigma \) maps \( Z(M, T') \) into \( Z(M, T') \). We use \( C, C_M, C_\Omega \) as generic constants throughout this chapter. And \( \phi, \phi_1, \phi_2, ..., \phi_7 \) are all controllable functions that are independent of the iteration steps.

**Lemma 1.** Let \( v^n \in Z(M, T') \) be given. Then (2.31)-(2.32) has a unique solution \( \beta^n \) which satisfies

\[
\sup_{0 \leq t \leq T'} ||\beta^n(\cdot, t)||_{H^m} \leq e^{C_MT'}||\nabla \cdot q_0||_{H^m}, \tag{2.45}
\]

where \( C_M \) is a constant depending upon \( M \). If there is another equation

\[
\frac{\partial}{\partial t} \tilde{\beta}^n(x, t) + (\tilde{v}^n \cdot \nabla) \tilde{\beta}^n(x, t) = 0,
\]

where \( \tilde{v}^n \in Z(M, T') \), then we have

\[
||\beta^n - \tilde{\beta}^n||_{0,0} \leq \phi_1(M, T')||v^n - \tilde{v}^n||_{0,0}, \tag{2.46}
\]

and

\[
||\nabla (\beta^n - \tilde{\beta}^n)||_{0,0} \leq \phi_2(M, T')||v^n - \tilde{v}^n||_{0,1}. \tag{2.47}
\]

Here the controllable functions \( \phi_1(M, T'), \phi_2(M, T') \to 0 \) as \( T' \to 0 \).

**Lemma 2.** Problem (2.33)-(2.34) has a unique solution which satisfies

\[
||\nabla \phi^n||_{H^m} \leq C_\Omega(||\beta^n||_{H^{m-1}} + ||q^n||_{H^m}). \tag{2.48}
\]
Hence we have from Step 3
\[ ||\hat{q}^n||_m \leq ||q||_m + ||\nabla \varphi^n||_m \leq CMG. \]

Furthermore, if there is another \( \tilde{\varphi}^n \) which satisfies
\[ \Delta \tilde{\varphi}^n = \tilde{\beta}^n - \nabla \cdot \hat{q}^n, \frac{\partial \tilde{\varphi}^n}{\partial t} = 0, \]
then we have
\[ ||\nabla (\varphi^n - \tilde{\varphi}^n)||_{H^1} \leq C_G(||\beta^n - \tilde{\beta}^n||_{H^0} + ||q^n - \tilde{q}^n||_{H^1}), \tag{2.49} \]
and for \( \hat{q}^n = \tilde{q}^n + \nabla \hat{\varphi} \) we have
\[ ||\hat{q}^n - \tilde{q}^n||_{H^1} \leq C_G(||\beta^n - \tilde{\beta}^n||_{H^0} + ||q^n - \tilde{q}^n||_{H^1}). \tag{2.50} \]

**Lemma 3.** Let \((\mathbf{v}^n, \mathbf{q}^n) \in Z(M, T')\) be given and assume that \(T'\) is sufficiently small. Let \( \beta^n, \hat{q}^n \) be as in Lemma 1 and Step 3. Then (2.36)-(2.37) has a solution \( p^n \) which satisfies
\[ ||\nabla p^n||_{W^{0,1}([0,T'],H^m)} \leq C(M^2T' + ||f||_{W^{0,1}([0,T'],H^m)}). \tag{2.51} \]

Furthermore, if there is a second equation for \( \tilde{p}^n \),
\[ \Delta \tilde{p}^n = \nabla \cdot (f + (\hat{\mathbf{q}}^n \cdot \nabla)\tilde{\mathbf{q}}^n + \beta^n \hat{\mathbf{q}}^n - (\tilde{\mathbf{v}}^n \cdot \nabla)\tilde{\mathbf{v}}^n) \]
with boundary condition
\[ \frac{\partial \tilde{p}^n}{\partial n} = \{f + (\hat{\mathbf{q}}^n \cdot \nabla)\tilde{\mathbf{q}}^n + \beta^n \hat{\mathbf{q}}^n - (\tilde{\mathbf{v}}^n \cdot \nabla)\tilde{\mathbf{v}}^n\} \cdot \mathbf{n}, x \in \partial \Omega, \]
then we have for each \( t, a.e., \)
\[ ||\nabla p^n - \nabla \tilde{p}||_{0,1,1} \leq \phi_3(M, T')||\tilde{k}^n||_{0,1}. \tag{2.52} \]

Here \( \phi_3(M, T') \) is controllable and \( \mathbf{k}^n = (\mathbf{v}^n, \mathbf{q}^n) \).

To simplify the notations we let \( \mathbf{v}, \mathbf{q}, \hat{\mathbf{v}}, \hat{\mathbf{q}}, \tilde{\mathbf{v}}, \tilde{\mathbf{q}}, \mathbf{s}, \mathbf{w}, \mathbf{s}, \mathbf{p} \) represent \( \mathbf{v}^n, \mathbf{q}^n, \hat{\mathbf{v}}^n, \hat{\mathbf{q}}^n, \tilde{\mathbf{v}}^{n+1}, \tilde{\mathbf{q}}^{n+1}, \mathbf{q}^{n+1}, p^n \) respectively. Now for equations (2.38)-(2.40) we have
\[ \frac{\partial \hat{\mathbf{w}}}{\partial t} + (\mathbf{v} \cdot \nabla)\hat{\mathbf{w}} - (\mathbf{q} \cdot \nabla)\hat{s} = \mathbf{h}_1(\hat{\mathbf{w}}, \hat{s}, \mathbf{v}, \mathbf{q}, \hat{\mathbf{q}}, \beta, \nabla p, \mathbf{n}, f), \tag{2.53} \]
\[ \frac{\partial \hat{s}}{\partial t} + (\mathbf{v} \cdot \nabla)\hat{s} - (\mathbf{q} \cdot \nabla)\hat{\mathbf{w}} = \mathbf{h}_2(\hat{\mathbf{w}}, \hat{s}, \mathbf{v}, \mathbf{q}, \hat{\mathbf{q}}, \beta, \nabla p, \mathbf{n}, f), \tag{2.54} \]
with
\[ (\hat{\mathbf{w}}(x, 0), \hat{s}(x, 0)) = (\mathbf{v}_0, \mathbf{q}_0)(x), \tag{2.55} \]
where
\[
h_1 = \beta q - \nabla p + f + \left( (q \cdot \nabla) n_\epsilon \right) \cdot (\hat{s} - \hat{q}) - \left( (v \cdot \nabla) n_\epsilon \right) \cdot (\hat{w} - v) \right] n_\epsilon,
\]
\[
h_2 = \left[ (q \cdot \nabla) n_\epsilon \right) \cdot (\hat{w} - v) - \left( (v \cdot \nabla) n_\epsilon \right) \cdot (\hat{s} - q) \right] n_\epsilon.
\] (2.56)

Using \( \hat{l} = (\hat{w}, \hat{s}) \), \( k = (v, q) \), we put (2.53)-(2.55) into a more compact form
\[
\frac{\partial \hat{l}}{\partial t} + \sum_{j=1}^{3} A_j(k) \frac{\partial \hat{l}}{\partial x_j} = g(\hat{l}, k, \hat{q}, \beta, \nabla p, n_\epsilon, f),
\]
\[
\hat{l}(x, 0) = (v_0, q_0)^T,
\] (2.57)
with
\[
g(\hat{l}, k, \hat{q}, \beta, \nabla p, n_\epsilon, f) = \begin{pmatrix} h_1 \\ h_2 \end{pmatrix}.
\] (2.58)

**Lemma 4:** Let \((v, q) \in Z(M, T')\), \(p\) satisfy the bounds in Lemma 3. Assume that \(T'\) is sufficiently small. Then (2.57) has a unique solution
\[
\hat{l} \in W^{0,\infty}([0, T']; H^m(\Omega))
\] (2.59)
which satisfies a bound of the form
\[
||\hat{l}||_{0,m} \leq e^{C_T'}(||l_0||_{0,m} + h(T')).
\] (2.60)
Here \(h(T')\) is a function which tends to zero as \(T' \to 0\). Moreover, if there is a second equation in Step 5
\[
\frac{\partial \tilde{l}}{\partial t} + \sum_{j=1}^{3} A_j(\tilde{k}) \frac{\partial \tilde{l}}{\partial x_j} = \tilde{g}(\tilde{l}, \tilde{k}, \tilde{q}, \tilde{\beta}, \nabla p^n, n_\epsilon, f),
\]
\[
\tilde{l}(x, 0) = (v_0, q_0)^T
\] (2.61)
then we have an estimate of the form
\[
||\hat{l} - \tilde{l}||_{0,1} \leq \phi_4(M, T')(||k - \tilde{k}||_{0,1} + ||g - \tilde{g}||_{0,1})
\] (2.62)
with
\[
||g - \tilde{g}||_{0,1} \leq \phi_5(M, T')(||k - \tilde{k}||_{0,1} + ||\hat{l} - \tilde{l}||_{0,1}).
\] (2.63)
This implies
\[
||\hat{l} - \tilde{l}||_{0,1} \leq \phi_6(M, T')||k - \tilde{k}||_{0,1}.
\] (2.64)
Here \(\phi_4(M, T'), \phi_5(M, T'), \phi_6(M, T')\) are controllable and \(\phi_4, \phi_6 \to 0\) as \(T' \to 0\).

In Steps 6 and 7, we know \(l = (v^{n+1}, q^{n+1}) = \hat{l} + (\nabla \psi^{n+1}, 0)\).
Lemma 5: From (2.41)-(2.43) we have
\[ ||l||_{0,m} \leq \phi_7(M, T')(||l_0||_m + h(T')). \]  
(2.65)

Moreover, in Step 6, if there is another equation
\[ \Delta \tilde{\psi}^{n+1} = -\nabla \cdot \tilde{v}^{n+1}, \frac{\partial \tilde{\psi}^{n+1}}{\partial n} = 0, \]
then we have
\[ ||\nabla(\tilde{\psi}^{n+1} - \psi^{n+1})||_{0,1} \leq C_M ||\tilde{v}^{n+1} - v^{n+1}||_{0,1} \leq C_M ||\tilde{l} - \tilde{l}||_{0,1}. \]  
(2.66)

Furthermore, if \( \tilde{l} = (\tilde{v}^{n+1}, \tilde{q}^{n+1}) = \tilde{l} + (\nabla \tilde{\psi}^{n+1}, 0) \) then it is obvious that
\[ ||\tilde{l} - l||_{0,1} \leq ||\tilde{l} - \tilde{l}||_{0,1} + ||\nabla(\tilde{\psi}^{n+1} - \psi^{n+1})||_{0,1}. \]  
(2.67)

Here \( \phi_7 \) is controllable.

From (2.65) we see that \( ||l||_{0,m} \leq M \) has a controllable bound. On the other hand, if \( \tilde{l} \in W'^{0,\infty}([0, T'], H^m(\Omega)) \), then it is easy to see from (2.57) and (2.41)-(2.44) that \( l \in W'^{1,\infty}([0, T'], H^{m-1}(\Omega)) \). In other words, \( \Sigma \) maps \( Z(M, T') \) into itself.

And by (2.67), combined with (2.66) and (2.64), it is clear that \( \Sigma \) is a contraction if \( T' \) is chosen small enough. So the Cauchy sequence finds a limit \( l_s = (v, q)^T \) in \( Z(M, T') \).

But we can not conclude that \( l_s \) solves the equation (2.20) unless we can show \( \beta = \nabla \cdot q \). Certainly we can not claim \( \beta^n = \nabla \cdot q^n \) from (2.31)-(2.32). However let \( \beta \) denote the solution of (2.31)-(2.32) when \( v^n = v \) and consider (2.39) in the limit. We have \( \frac{\partial q}{\partial t} + (v \cdot \nabla)q - (q \cdot \nabla)v = 0 \) from (2.39). Taking the divergence we get
\[ \frac{\partial}{\partial t}(\nabla \cdot q) + (v \cdot \nabla)(\nabla \cdot q) = 0, \]  
(2.68)
\[ (\nabla \cdot q)(x, 0) = \nabla \cdot q_0. \]  
(2.69)

which means \( \beta \) and \( \nabla \cdot q \) satisfy the same equation with the same initial value, hence they are equal.

To complete the proof of existence and uniqueness, we only need to show that the solution \( l_s \), which has been proved to belong to \( W'^{0,\infty}([0, T'], H^m) \), actually belongs to \( C([0, T']; H^m(\Omega)) \). For then \( l_s \in \bigcap_{k=0}^m C^k([0, T']; H^{m-k}(\Omega)) \) is a direct consequence of the hyperbolic equation (2.20). It is easy to check the solution is weakly continuous in \( t \). Then showing the continuity is a standard procedure as in [43]. All those proofs, together with the proof of data dependence, are presented in the next section.
2.3 Proofs of lemmas

**Proof of Lemma 1.** We have
\[
\frac{\partial}{\partial t} \beta(x, t) + (\mathbf{v} \cdot \nabla) \beta(x, t) = 0. \tag{2.70}
\]
Since \(\mathbf{v} \cdot \mathbf{n} = 0, \nabla \cdot \mathbf{v} = 0\), we have \(\frac{\partial}{\partial t} \int_{\Omega} \beta^2(x, t) dx = 0\) which implies \(\|\beta(\cdot, t)\|_{H^0} = \|\nabla \cdot \mathbf{q}_0\|_{H^0}\) for \(t \in (0, T')\), a.e.. Following this line and applying the Hölder inequality together with embedding theorem, we can show (2.45)
\[
\sup_{0 \leq t \leq T'} \|\beta\|_{H^m} \leq e^{C_M T'} \|\nabla \cdot \mathbf{q}_0\|_{H^m}.
\]
Moreover since \(m \geq 3\), we see \(\|\nabla \beta\|_{\infty} = \sup_{[0,T'] \times \Omega} |\nabla \beta| \leq \phi(M, T')\) is controllable.

Suppose there is another \(\tilde{\beta}(x, t)\) satisfying
\[
\frac{\partial}{\partial t} \tilde{\beta}(x, t) + (\tilde{\mathbf{v}} \cdot \nabla) \tilde{\beta}(x, t) = 0, \tilde{\beta}(x, 0) = \nabla \cdot \mathbf{q}_0.
\]
We then have
\[
\frac{\partial}{\partial t}(\beta - \tilde{\beta}) + ((\mathbf{v} - \tilde{\mathbf{v}}) \cdot \nabla) \beta + (\tilde{\mathbf{v}} \cdot \nabla)(\beta - \tilde{\beta}) = 0. \tag{2.71}
\]
Thus
\[
\frac{1}{2} \frac{\partial}{\partial t} \| (\beta - \tilde{\beta}) \|_{H^0}^2 \leq \| \mathbf{v} - \tilde{\mathbf{v}} \|_{H^0} \| \nabla \beta \|_\infty \| \beta - \tilde{\beta} \|_{H^0}, \tag{2.72}
\]
or
\[
\frac{\partial}{\partial t} \| \beta - \tilde{\beta} \|_{H^0} \leq C_M \| \mathbf{v} - \tilde{\mathbf{v}} \|_{H^0}. \tag{2.73}
\]
Hence on \([0, T']\)
\[
\| \beta - \tilde{\beta} \|_{0,0} \leq C_M \int_0^{T'} \| \mathbf{v}(s) - \tilde{\mathbf{v}}(s) \|_{H^0} ds \leq \phi_1(M, T') \| \mathbf{v} - \tilde{\mathbf{v}} \|_{0,0}. \tag{2.74}
\]

Now differentiating (2.71) w.r.t. \(x_i\), we have
\[
\frac{\partial}{\partial t} \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} + \frac{\partial (\mathbf{v} - \tilde{\mathbf{v}})}{\partial x_i} \cdot \nabla \beta + (\mathbf{v} - \tilde{\mathbf{v}}) \cdot \nabla \frac{\partial \beta}{\partial x_i} + \frac{\partial \tilde{\mathbf{v}}}{\partial x_i} \cdot \nabla (\beta - \tilde{\beta}) + \tilde{\mathbf{v}} \cdot \nabla \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} = 0. \tag{2.75}
\]
Multiplying by \(\frac{\partial (\beta - \tilde{\beta})}{\partial x_i}\), and integrating, we find
\[
\frac{1}{2} \int \left[ \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \right]^2 dx + \int \frac{\partial (\mathbf{v} - \tilde{\mathbf{v}})}{\partial x_i} \cdot \nabla \beta \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} dx + \int (\mathbf{v} - \tilde{\mathbf{v}}) \cdot \nabla \frac{\partial \beta}{\partial x_i} \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} dx
\]
\[
+ \int \frac{\partial \tilde{\mathbf{v}}}{\partial x_i} \cdot \nabla (\beta - \tilde{\beta}) \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} dx + \int (\tilde{\mathbf{v}} \cdot \nabla) \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} dx = 0. \tag{2.76}
\]
The last term vanishes. The second term gives
\[
| \int \frac{\partial (v - \tilde{v})}{\partial x_i} \cdot \nabla \beta \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \, dx | \leq \| \frac{\partial (v - \tilde{v})}{\partial x_i} \|_{L^2} \| \nabla \beta \|_\infty \| \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \|_{L^2}.
\]
The third term gives
\[
| \int (v - \tilde{v}) \cdot \nabla \beta \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \, dx | \leq \| (v - \tilde{v}) \|_{L^6} \| \nabla \beta \|_{L^3} \| \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \|_{L^2}
\]
\[
\leq C \| (v - \tilde{v}) \|_{H^1} \| \nabla \beta \|_{H^1} \| \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \|_{L^2}.
\]
In this inequality, we use the fact that $H^1$ is continuously embedded in $L^6$ and $\| \nabla \beta \|_{L^3} \leq C \| \nabla \beta \|_{L^6}$ for we consider the problem on a bounded domain with $C^{m+2}$ boundary.

The fourth term gives
\[
| \int \frac{\partial \tilde{v}}{\partial x_i} \cdot \nabla (\beta - \tilde{\beta}) \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \, dx | \leq \| \frac{\partial \tilde{v}}{\partial x_i} \|_\infty \| \nabla (\beta - \tilde{\beta}) \|_{L^2} \| \frac{\partial (\beta - \tilde{\beta})}{\partial x_i} \|_{L^2}
\]
Combining all these above, we have $\frac{\partial p}{\partial t} \| \nabla (\beta - \tilde{\beta}) \|_{L^2} \leq C_M (\| v - \tilde{v} \|_{H^1} + \| \nabla (\beta - \tilde{\beta}) \|_{L^2})$, hence on $[0, T']$ we have, with $\phi_2 = C_M T' e^{C_M T'}$,
\[
\| \nabla (\beta - \tilde{\beta}) \|_{0, 0} \leq \phi_2 (M, T') \| v - \tilde{v} \|_{0, 1}.
\] (2.77)

\[\square\]

**Proof of Lemma 2.** The proof is trivial and omitted.

\[\square\]

**Proof of Lemma 3.** Denote by $\tilde{f} = (f + (q \cdot \nabla) \dot{q} + \beta q - (v \cdot \nabla) v)$. From (2.36) and (2.37) we have
\[
\Delta p = \nabla \cdot \tilde{f}, \, x \in \Omega; \quad \frac{\partial p}{\partial n} = \tilde{f} \cdot n, \, x \in \partial \Omega.
\] (2.78)

To make the solution unique, we require $\int_{\Omega} p(x, t) \, dx = 0$. Then for fixed $t \in [0, T']$ a.e. and for any positive integer $m$, we have
\[
\| \nabla p \|_{H^m(\Omega)} \leq C_\Omega (\| \nabla \cdot \tilde{f} \|_{H^{m-1}(\Omega)} + \| \tilde{f} \cdot n \|_{H^{m-\frac{1}{2}}(\partial \Omega)}).
\] (2.79)

We now note the following:

1. From Lemma 1 and Assumption (S2): $\nabla \cdot q_0 \in H^m$ we conclude $\beta^m \in H^m$. 
2. If \( f, g \in H^s, s > \frac{N}{2} \), then \( f \cdot g \in H^s \).

3. To show

\[
||\nabla \cdot \tilde{f}||_{H^{m-1}(\Omega)} = ||\nabla \cdot (f + (q \cdot \nabla) \hat{q} + \beta q - (v \cdot \nabla)v)||_{H^{m-1}(\Omega)},
\]

we use the following facts

\[
f \in H^m \Rightarrow \nabla \cdot f \in H^{m-1},
\]

\[
||\nabla \cdot ((q \cdot \nabla) \hat{q})||_{H^{m-1}} \leq ||\frac{\partial q_i}{\partial x_j} \frac{\partial \hat{q}_i}{\partial x_j}||_{H^{m-1}} + ||q \cdot (\nabla \beta)||_{H^{m-1}},
\]

\[
\nabla \cdot (\beta q) = \nabla \beta \cdot q + \beta \nabla \cdot q \in H^{m-1},
\]

\[
||\nabla \cdot ((v \cdot \nabla)v)||_{H^{m-1}} = ||\frac{\partial v_i}{\partial x_j} \frac{\partial v_j}{\partial x_i}||_{H^{m-1}}.
\]

(2.81)

4. To show

\[
||\tilde{p} \cdot n||_{H^{m-\frac{1}{2}}(\partial \Omega)} = ||(f + (q \cdot \nabla) \hat{q} + \beta q - (v \cdot \nabla)v) \cdot n||_{H^{m-\frac{1}{2}}(\partial \Omega)},
\]

we note that

\[
f \in H^m(\Omega) \Rightarrow f \in H^{m-\frac{1}{2}}(\partial \Omega),
\]

\[
\beta q \cdot n = 0,
\]

(2.83)

Moreover, because \( \hat{q} \cdot n = 0 \) on the boundary, we have

\[
||(q \cdot \nabla) \hat{q} \cdot n||_{H^{m-\frac{1}{2}}(\partial \Omega)} = ||q \hat{q} \gamma_{ij}||_{H^{m-\frac{1}{2}}(\partial \Omega)} \leq C_\gamma ||q||_m ||\hat{q}||_m
\]

(2.84)

for some \( \gamma \in C^m(\partial \Omega) \). Same for \( v \).

The analysis above implies

\[
||\nabla p||_{H^m} \leq C_{\gamma,M,\Omega}(||f||_{H^m} + ||k||_{H^m} + ||k||_{H^m} + 1),
\]

(2.85)

hence

\[
||\nabla p||_{W^{0,1}([0,T'],H^m(\Omega))} \leq C(M^2T' + ||f||_{W^{0,1}([0,T'],H^m(\Omega))}).
\]

(2.86)

Let us now consider a second equation for \( \tilde{p} \). We have

\[
||\nabla p - \nabla \tilde{p}||_{H^1} \leq C(||\nabla \cdot (\tilde{f} - \hat{f})||_{H^0(\Omega)} + ||(f - \hat{f}) \cdot n||_{H^{\frac{1}{2}}(\partial \Omega)}).
\]

(2.87)
Note that
\[
\nabla \cdot \mathbf{f} = \nabla \cdot (\mathbf{f} + (\mathbf{q} \cdot \nabla)\mathbf{q} + \beta \mathbf{q} + (\mathbf{v} \cdot \nabla)\mathbf{v}) = \nabla \cdot \mathbf{f} + \frac{\partial q_i}{\partial x_j} \frac{\partial \hat{q}_j}{\partial x_i} + \beta(\nabla \cdot \mathbf{q}) + 2(\nabla \beta) \cdot \mathbf{q} + \frac{\partial v_i}{\partial x_j} \frac{\partial \hat{v}_j}{\partial x_i}
\]
(2.88)

and
\[
\nabla \cdot \tilde{\mathbf{f}} = \nabla \cdot \mathbf{f} + \frac{\partial \hat{q}_i}{\partial x_j} \frac{\partial \hat{\tilde{q}}_j}{\partial x_i} + \hat{\beta}(\nabla \cdot \mathbf{\tilde{q}}) + 2(\nabla \hat{\beta}) \cdot \mathbf{\tilde{q}} + \frac{\partial \hat{v}_i}{\partial x_j} \frac{\partial \hat{\tilde{v}}_j}{\partial x_i}
\]
(2.89)

So we have
\[
||\nabla \cdot \tilde{\mathbf{f}} - \nabla \cdot \tilde{\mathbf{f}}||_{H^0} \leq C||\frac{\partial q_i}{\partial x_j} \frac{\partial \hat{q}_j}{\partial x_i} + \frac{\partial v_i}{\partial x_j} \frac{\partial \hat{v}_j}{\partial x_i}||_{H^0} + 2||\beta(\nabla \cdot \mathbf{q}) - (\nabla \hat{\beta}) \cdot \mathbf{\tilde{q}}||_{H^0}
\]
(2.90)

Now we have four terms to check: *First two terms*
\[
||\frac{\partial q_i}{\partial x_j} \frac{\partial \hat{q}_j}{\partial x_i}||_{H^0} \text{ and } ||\frac{\partial v_i}{\partial x_j} \frac{\partial \hat{v}_j}{\partial x_i}||_{H^0}.
\]

We have
\[
||\frac{\partial q_i}{\partial x_j} \frac{\partial \hat{q}_j}{\partial x_i}||_{H^0} = ||\frac{\partial (q_i - \hat{q}_i)}{\partial x_j} \frac{\partial \hat{q}_j}{\partial x_i}||_{H^0}
\]
\[
\leq ||\frac{\partial \hat{q}_j}{\partial x_i}||_\infty ||\frac{\partial (q_i - \hat{q}_i)}{\partial x_j}||_{H^0} + ||\frac{\partial q_i}{\partial x_j}||_\infty ||\frac{\partial (q_i - \hat{q}_i)}{\partial x_i}||_{H^0}
\]
\[
\leq C||\mathbf{q} - \mathbf{\tilde{q}}||_{H^1} + ||\beta - \hat{\beta}||_{H^0}
\]
\[
\leq C||\mathbf{k} - \mathbf{\tilde{k}}||_{H^1}.
\]
(2.91)

And similarly
\[
||\frac{\partial v_i}{\partial x_j} \frac{\partial \hat{v}_j}{\partial x_i}||_{H^0} \leq C||\mathbf{v} - \mathbf{\tilde{v}}||_{H^1}.
\]
(2.92)

*Third term*
\[
||\beta(\nabla \cdot \mathbf{q}) - \hat{\beta}(\nabla \cdot \mathbf{\tilde{q}})||_{H^0} \leq ||(\beta - \hat{\beta})(\nabla \cdot \mathbf{q})||_{H^0} + ||\hat{\beta} \nabla \cdot (\mathbf{q} - \mathbf{\tilde{q}})||_{H^0}
\]
\[
\leq C_M(||\beta - \hat{\beta}||_{H^0} + ||\mathbf{q} - \mathbf{\tilde{q}}||_{H^1}) \leq C_M||\mathbf{k} - \mathbf{\tilde{k}}||_{H^1}
\]

*Last term*
\[
||\nabla \beta \cdot \mathbf{q} - \nabla \hat{\beta} \cdot \mathbf{\tilde{q}}||_{H^0} \leq ||\nabla (\beta - \hat{\beta}) \cdot \mathbf{q}||_{H^0} + ||\nabla \hat{\beta} \cdot (\mathbf{q} - \mathbf{\tilde{q}})||_{H^0}
\]
\[
\leq C_M||\mathbf{k} - \mathbf{\tilde{k}}||_{H^1} \text{ since } \beta, \hat{\beta} \in H^m
\]

The boundary terms are analyzed in a similar fashion; we omit the details. In summary, we have obtained
\[
||\nabla \mathbf{p} - \nabla \hat{\mathbf{p}}||_{H^1} \leq C_M||\mathbf{k} - \mathbf{\tilde{k}}||_{H^1}
\]
In view of (2.74),(2.77), the estimations above imply
\[
||\nabla \mathbf{p} - \nabla \hat{\mathbf{p}}||_{0,1} \leq \phi_3(M, T')||\mathbf{k} - \mathbf{\tilde{k}}||_{0,1}
\]
and the proof of Lemma 3 is complete.

*Proof of Lemma 4.* In the iteration there is a hyperbolic equation system (2.38)-(2.40) where an extra term \( \mathbf{n}_e \) is involved. Here we explain what role the trick plays. Note that our problem is posed on a bounded domain with boundary condition. However, we need
to consider the problem on all of space so that we can take spatial derivatives without worrying about the boundary. Then we have to make sure our solution inside the domain is independent of the extension, i.e., at each step we expect $v^{n+1} \cdot n|_{\partial \Omega} = q^{n+1} \cdot n|_{\partial \Omega} = 0$ provided $v^n \cdot n|_{\partial \Omega} = q^n \cdot n|_{\partial \Omega} = 0$. As it stands, this is not satisfied in the original equation. But for (2.38)-(2.40), we have on $\partial \Omega$:

$$\frac{\partial (\hat{v}^{n+1} \cdot n)}{\partial t} + (v^n \cdot \nabla)(\hat{v}^{n+1} \cdot n) - (q^n \cdot \nabla)(\hat{q}^{n+1} \cdot n) = 0$$ (2.93)

$$\frac{\partial (\hat{q}^{n+1} \cdot n)}{\partial t} + (v^n \cdot \nabla)(\hat{q}^{n+1} \cdot n) - (q^n \cdot \nabla)(\hat{v}^{n+1} \cdot n) = 0$$ (2.94)

Obviously, equations (2.93) and (2.94) form a symmetric hyperbolic system for $(\hat{v}^{n+1} \cdot n), (\hat{q}^{n+1} \cdot n)$. Because of the zero initial data, we have $\hat{v}^{n+1} \cdot n = \hat{q}^{n+1} \cdot n = 0$ for every $n$ and all $t$. Thus from the construction of $v^{n+1}, q^{n+1}$ in Step 7, it is trivial that $v^{n+1} \cdot n = 0, q^{n+1} \cdot n = 0$.

Thus, we do not worry about the boundary condition in the iteration. Moreover, after the extension to the whole space $\mathbb{R}^3$, at each step we have a linear symmetric hyperbolic system whose existence and uniqueness can easily be shown. We now prove the requisite estimates for the solution.

We define $\hat{l}_\alpha = D^\alpha \hat{l}$ for $|\alpha| \leq m$ and differentiate (2.57) with respect to $x, \alpha$-times. We compute the equations for $|\alpha| \leq m$,

$$\frac{\partial \hat{l}_\alpha}{\partial t} + \sum A_j(k) \frac{\partial \hat{l}_\alpha}{\partial x_j} = F_\alpha + D^\alpha g(\hat{l}, k, \nabla \cdot \hat{q}, \nabla p^n, n, f),$$ (2.95)

$$l_\alpha(x, 0) = D^\alpha l_0(x),$$ (2.96)

with $F_\alpha$ defined by commutator terms as

$$F_\alpha = \sum_{j=1}^{3} [A_j(k) \frac{\partial \hat{l}_\alpha}{\partial x_j} - D^\alpha (A_j(k) \frac{\partial \hat{l}}{\partial x_j})].$$ (2.97)

Under the assumption on $v, q$, we have (see page 42, Majda [33])

$$\sum_{|\alpha| \leq m} (||F_\alpha||_{H^m} + ||D^\alpha g||_{H^m}) \leq C_M(||\hat{l}||_m + ||f||_{H^m})$$ (2.98)

By applying the energy principle to (2.95), using (2.98) and summing over $\alpha$ with $|\alpha| \leq m$ we have
\[
\max_{0 \leq s \leq T'} \|\hat{l}\|_m \leq e^{CT'}(\|l_0\|_m + h(T')) ,
\]  
(2.99)

where \(h(T') \to 0\) as \(T' \to 0\).

So (2.60) is proved. The proof of (2.62)-(2.64) is a routine procedure as in [33]. We simply take the difference of equations (2.57) and (2.61) and apply the energy principle and Taylor theorem together with the estimation (2.52).

**Proof of Lemma 5**  
From (2.41)-(2.42), we have  
\[
\|\nabla \psi\|_{0,m} \leq C_\Omega \|\hat{v}\|_{0,m} \leq C_\Omega \|\hat{l}\|_{0,m},
\]

hence by (2.43)  
\[
\|l\|_{0,m} \leq \|\hat{l}\|_{0,m} + \|\nabla \psi\|_{0,m} \leq \phi_7(M, T')(\|l_0\|_m + T').
\]

And (2.66)-(2.67) are trivial.  
\(\square\)

### 2.4 Proof of the data dependence

We shall now prove the second part of Theorem 1, namely the continuous dependence of the solution on the initial data. More specifically, consider the equation (2.20) on the whole space, and put it in form of

\[
\frac{\partial l}{\partial t} + \sum_{j=1}^{3} A_j(l) \frac{\partial}{\partial x_j} = g(l, \nabla \cdot q, \nabla p, f),
\]

\[
l(x, 0) = (v_0, q_0)^T ,
\]

(2.100)

where \(f \in L^1([0, T], H^m)\), \(l_0 = (v_0, q_0) \in H^m, m > 1 + \frac{N}{2}\). By the first part of Theorem 1, there exists a solution \(l = (v, q) \in C([0, T'], H^m)\) for some \(0 < T' < T\). Now suppose we have a sequence of data \(l_0^n, f^n\) which satisfy the requirements for \(l_0, f\). Correspondingly, we have a sequence of solutions \(l^n\) in \(C([0, T^n], H^m)\) which satisfy

\[
\frac{\partial l^n}{\partial t} + \sum_{j=1}^{3} A_j(l^n) \frac{\partial}{\partial x_j} = g(l^n, \nabla \cdot q^n, \nabla p^n, f^n),
\]

\[
l^n(x, 0) = (v_0^n, q_0^n)^T.
\]

(2.101)

We shall prove that, despite the different intervals of time existence for different \(n\), there exists a common interval \([0, T^*], T^* \leq \min\{T, T'\}\) on which \(l^n\) exist and \(l^n \to l\) in \(C([0, T^*], H^m)\) provided

1. \(\lim_{n \to \infty} (v_0^n, q_0^n) \to (v_0, q_0)\) in \(H^m\)
2. \(\lim_{n \to \infty} \nabla \cdot q_0^n \to \nabla \cdot q_0\) in \(H^m\),
3. \(\lim_{n \to \infty} f^n \to f\) in \(L^1([0, T], H^m)\),

First of all, we note that in the proof of existence, the time interval only depends upon \(M, ||l_0||_m\) and \(||f||_{L^1([0, T], H^m)}\). Since \(\lim_{n \to \infty} l_0^n \to l_0\) in \(H^m\), and \(\lim_{n \to \infty} f^n \to f\) in \(L^1([0, T], H^m)\) we
Similarly for (2.101) we have
\[ \alpha |D\phi| \]
We multiply by \( D\phi \) where \( \phi \) is a suitable mollifier.

Taking the difference of (2.100) and (2.102) we have
\[ g^\varepsilon (l^\varepsilon, \nabla \cdot q^\varepsilon, \nabla p^\varepsilon, f \ast \phi_\varepsilon), \]
where \( \phi_\varepsilon(x) = \frac{1}{\varepsilon^n} \phi(\frac{x}{\varepsilon}) \) is a suitable mollifier.

Taking the difference of (2.100) and (2.102) we have
\[ \frac{\partial (l^\varepsilon - 1)}{\partial t} + \sum_{j=1}^{3} A_j(l^\varepsilon) \frac{\partial l^\varepsilon}{\partial x_j} = \sum_{j=1}^{3} [A_j(l^\varepsilon) - A_j(l^\varepsilon^*)] \frac{\partial l^\varepsilon}{\partial x_j} + g^\varepsilon - g, \]
(2.103)

Differentiation of (2.103) \( \alpha \)-times with \( |\alpha| \leq m \) yields
\[ D^\alpha (l^\varepsilon - 1) + \sum_{j=1}^{3} A_j(l^\varepsilon) \frac{\partial l^\varepsilon}{\partial x_j} D^\alpha (l^\varepsilon - 1) = \sum_{j=1}^{3} \left( [D^\alpha, A_j(l^\varepsilon)] \frac{\partial l^\varepsilon}{\partial x_j} (l^\varepsilon - 1) \right) \]
\[ + \sum_{j=1}^{3} D^\alpha ([A_j(l^\varepsilon) - A_j(l^\varepsilon^*)] \frac{\partial l^\varepsilon}{\partial x_j}) + D^\alpha (g^\varepsilon - g), \]
(2.104)

Here we use the commutator notation \( ([D^\alpha, f] g) = D^\alpha (fg) - f D^\alpha g. \)

We multiply by \( D^\alpha (l^\varepsilon - 1) \), integrate with respect to the spatial variable and add up the resulting equations for all \( |\alpha| \leq m \). This leads to
\[ \frac{\partial (l^\varepsilon - 1)}{\partial t} + ||l^\varepsilon - 1||_m \leq C_1 ||l^\varepsilon - 1||_m + C_2 ||l^\varepsilon - 1||_{\infty} ||l^\varepsilon||_{m+1} + ||g^\varepsilon - g||_m \]
\[ \leq C_1 ||l^\varepsilon - 1||_m + C_2 ||l^\varepsilon - 1||_{m-1} ||l^\varepsilon||_{m+1} + ||g^\varepsilon - g||_m, \]
(2.105)

Similarly for (2.101) we have
\[ \frac{\partial (l^{n,\varepsilon} - l^n)}{\partial t} + ||l^{n,\varepsilon} - l^n||_m \leq C_3 ||l^{n,\varepsilon} - l^n||_m \]
\[ + C_4 ||l^{n,\varepsilon} - l^n||_{m-1} ||l^{n,\varepsilon}||_{m+1} + ||g^{n,\varepsilon} - g^n||_m. \]
(2.106)
In [2], it is shown how to construct $\phi_\epsilon$ in such a manner that, as $\epsilon \to 0$, we have
\[
\|\phi_\epsilon \ast k\|_{m+1} \leq \frac{C}{\epsilon} \|k\|_m,
\] (2.107)
and moreover,
\[
\|\phi_\epsilon \ast k - k\|_m \to 0,
\]
\[
\frac{1}{\epsilon} \|\phi_\epsilon \ast k - k\|_{m-1} \to 0
\] (2.108)
uniformly for $k$ in compact subsets of $H^m$.

It follows from this that
\[
\|l_0^\epsilon\|_{m+1} = O\left(\frac{1}{\epsilon}\right),
\]
\[
\|l_0^{n,\epsilon}\|_{m+1} = O\left(\frac{1}{\epsilon}\right),
\]
\[
\|l_0 - l_0\|_m = o(1),
\]
\[
\|l_0^{n,\epsilon} - l_0\|_m = o(1),
\]
\[
\|f^\epsilon - f\|_{L^1([0,T],H^m)} = o(1),
\]
\[
\|f^\epsilon - f\|_{L^1([0,T],H^{m-1})} = o(\epsilon).
\] (2.109)

Repeating the estimates of the existence proof, with $m$ replaced by $m + 1$, we find that
\[
\|l_0^\epsilon\|_{m+1} = O\left(\frac{1}{\epsilon}\right),
\]
\[
\|l_0^{n,\epsilon}\|_{m+1} = O\left(\frac{1}{\epsilon}\right).
\] (2.109)

Also, using estimates analogous to those used in the existence proof, we find that
\[
\|l^\epsilon - l\|_{m-1} = o(\epsilon),
\]
\[
\|l^{n,\epsilon} - l^n\|_{m-1} = o(\epsilon),
\]
\[
\|g^\epsilon - g\|_m \leq C\|l^\epsilon - l\|_m + \|f^\epsilon - f\|_m + \|\nabla \cdot q^\epsilon - \nabla \cdot q\|_m,
\]
\[
\|g^{n,\epsilon} - g^n\|_m \leq C\|l^{n,\epsilon} - l^n\|_m + \|f^\epsilon - f\|_m + \|\nabla \cdot q^{n,\epsilon} - \nabla \cdot q^n\|_m.
\] (2.110)

By combining these estimates with (2.105) and (2.106), we deduce that
\[
\|l^\epsilon - l\|_m = o(1), \quad \|l^{n,\epsilon} - l^n\|_m = o(1),
\] (2.111)
as $\epsilon \to 0$, uniformly in $n$. We can now complete the proof by applying the triangle inequality
\[
\|l^n - l\|_m \leq \|l^n - l^{n,\epsilon}\|_m + \|l^{n,\epsilon} - l^\epsilon\|_m + \|l^\epsilon - l\|_m
\]
\[
\leq o(1) + C\|l_0^n - l_0\|_m + o(1), \epsilon \to 0.
\] (2.112)
2.5 On Corollary 1

For the sake of clarity, we collect the equations to have

\[
\begin{align*}
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} - (\mathbf{C}_i \cdot \nabla)\mathbf{C}_i &= (\nabla \cdot \mathbf{C}_i)\mathbf{C}_i - \nabla p + \mathbf{f}, \\
\frac{\partial \mathbf{C}_i}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{C}_i - (\mathbf{C}_i \cdot \nabla)\mathbf{v} &= 0, \quad i = 1, 2, 3, \\
\nabla \cdot \mathbf{v} &= 0, \\
\mathbf{v}(x, 0) &= \mathbf{v}_0(x); \mathbf{C}(x, 0) = \mathbf{C}_0(x), \\
\mathbf{v} \cdot \mathbf{n} &= 0; \mathbf{C}_i \cdot \mathbf{n} = 0, x \in \partial \Omega.
\end{align*}
\]

(2.113)

In (2.14), taking the divergence on both sides we have the following equation for \(p\):

\[
\Delta p = \nabla \cdot (\mathbf{f} + (\mathbf{C}_i \cdot \nabla)\mathbf{C}_i + (\nabla \cdot \mathbf{C}_i)\mathbf{C}_i - (\mathbf{v} \cdot \nabla)\mathbf{v}).
\]

(2.114)

We impose the boundary condition

\[
\frac{\partial p}{\partial n} = \{(\mathbf{f} + (\mathbf{C}_i \cdot \nabla)\mathbf{C}_i + (\nabla \cdot \mathbf{C}_i)\mathbf{C}_i - (\mathbf{v} \cdot \nabla)\mathbf{v})\} \cdot \mathbf{n}, \quad x \in \partial \Omega,
\]

(2.115)

so that this Neumann problem is compatible.

Now a simple observation tells us that (2.113) is still a symmetric hyperbolic system if we view \(p\) and the other right hand sides as known quantities. The second equation in (2.113) enables the same estimate as that on \(\beta\) in (2.70). The only difference between (2.20) and (2.113) is that the number of unknowns becomes 12 instead of 6. And (2.114)-(2.115) is still a compatible Neumann problem. So the original proof under a slight modifications on metric space and iteration scheme will work for the new problem. \(\square\)

Concluding remarks: It is of interest not just to study the limiting equations for infinite Weissenberg number, but also the manner in which this limit is approached. The term proportional to \(\text{Wi}^{-1}\) in (2.4) does not present a problem. The main issue is in the dependence of the initial data on \(\text{Wi}\). As pointed out above, in the infinite Weissenberg number limit, it is appropriate to consider cases where \(\mathbf{S}\) is degenerate. On the other hand, for any finite Weissenberg number \(\text{S}\) must be strictly positive definite. For instance, in a parallel shear flow with shear rate 1, we would have

\[
\mathbf{S} = \begin{pmatrix}
2 + \text{Wi}^{-2} & \text{Wi}^{-1} & 0 \\
\text{Wi}^{-1} & \text{Wi}^{-2} & 0 \\
0 & 0 & \text{Wi}^{-2}
\end{pmatrix}.
\]

(2.116)

Hence in a meaningful physical situation, the initial condition would have to be allowed to depend on \(\text{Wi}\). Above we have derived a result on continuous dependence on the initial data. However, even there we have assumed that \(\mathbf{S} \cdot \mathbf{n}\) vanishes on the boundary. If this condition were relaxed, the boundary conditions required for a well posed problem would change, making the analysis much more complicated.
Chapter 3

Boundary Layers in complex fluids

In this chapter we derive a system for the boundary layer of UCM flow in the high Weis-
senberg limit and prove the well-posedness of this system [56, 57]. A transformation to
Lagrangian coordinates is crucial in the argument. A detailed scaling analysis is given. We
also show the same boundary layer system can be derived for a curved boundary.

3.1 Introduction

Classical fluid mechanics is based on the Navier-Stokes equations supplemented by a no-slip
boundary condition on walls. In the limit of zero viscosity, the Euler equations are obtained.
However, the Euler equations do not allow for a no-slip boundary condition, and only the
normal component of the velocity can be prescribed to be zero on a wall. It was Prandtl’s
fundamental insight more than a century ago [40] that for many high Reynolds number
flows the Euler equations provide an adequate description except in a thin layer close to
the boundary, which is called a boundary layer. By taking advantage of the thinness of
this layer, the Navier-Stokes equations can formally be reduced to the system which is now
known as the Prandtl equations. For two-dimensional flow, and a boundary placed at \( y = 0 \),
these equations take the form

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \nu u_{yy} - \frac{\partial p}{\partial x},
\]

\[
\frac{\partial p}{\partial y} = 0,
\]

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0,
\]

\[
u (x, y, 0) = u_0(x, y),
\]

\[
u(x, 0, t) = 0,
\]

\[
u(x, \infty, t) = u^\infty(x, 0, t). \tag{3.1}
\]

Here \(u, v\) are velocities in \(x, y\) directions, \(p\) is pressure, \(\nu\) is viscosity, and \(u^\infty(x, y, t)\) represents the given flow in the core region.

One might hope to obtain a simplified procedure for solving high Reynolds number flow problems by solving the Euler equations (or even the simpler special case of potential flow) in the core of the flow domain, and then solving the Prandtl equations near the boundary. This program, however, runs into difficulties related to the question of well-posedness of the Prandtl equations. Oleinik [37] established a well-posedness result under the assumption that the velocity profile in the boundary layer is monotone. Sammartino and Caflisch [58] established an existence result for analytic initial data. We also refer to the review article of Weinan E [9] for further work prior to 2000. Recently, Gérard-Varet and Dormy [15] established that, for general initial data, the Prandtl equations are not well-posed in Sobolev spaces.

Viscoelastic flows exhibit phenomena of instability which share many characteristics of turbulence [17]. In this chapter, we shall focus on the upper convected Maxwell model for the viscoelastic flow. In the limit of high elasticity, a limiting equation can be derived which is similar to the system of ideal magnetohydrodynamics and, like the Euler equations, does not allow the imposition of a no-slip boundary condition. The well-posedness of this system has been established in Chapter 2, also see [67]. The goal of this manuscript is to supplement this analysis with a study of the well-posedness of the accompanying boundary layer equations.

We note that the ill-posedness of the Prandtl equations [15] is linked to shear flow instabilities. Elasticity has a stabilizing effect on high Reynolds number flow instabilities [21, 35, 34, 24, 52]. This stabilizing effect can restore well-posedness of the hydrostatic approximation in situations where this approximation is ill-posed for the Euler equations [55]. We may therefore hope to establish well-posedness in the boundary layer system as well. Indeed, this turns out to be the case. We shall show that a transformation into Lagrangian coordinates transforms the boundary layer system into a semilinear wave equation for which well-posedness can be readily established.
3.2 Formulation of boundary layers

3.2.1 Scaling analysis

We start with the upper convected Maxwell model in dimensionless form:

\[
\begin{align*}
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} &= \frac{\text{Wi}}{\text{Re}} \nabla \cdot \mathbf{T} - \nabla p, \\
\nabla \cdot \mathbf{v} &= 0, \\
\frac{\partial \mathbf{T}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{T} - (\nabla \mathbf{v}) \mathbf{T} - \mathbf{T}(\nabla \mathbf{v})^T + \frac{1}{\text{Wi}} \mathbf{T} &= \frac{1}{\text{Wi}^2} (\nabla \mathbf{v} + (\nabla \mathbf{v})^T). 
\end{align*}
\]  

(3.2)

In [67], we assume \( E = \frac{\text{Wi}}{\text{Re}} \) fixed and formally set \( \text{Wi} = \infty \) above, we obtain the limiting system

\[
\begin{align*}
\frac{\partial \mathbf{v}^0}{\partial t} + (\mathbf{v}^0 \cdot \nabla) \mathbf{v}^0 &= E \nabla \cdot \mathbf{T}^0 - \nabla p^0, \\
\frac{\partial \mathbf{T}^0}{\partial t} + (\mathbf{v}^0 \cdot \nabla) \mathbf{T}^0 - (\nabla \mathbf{v}^0) \mathbf{T}^0 - \mathbf{T}^0(\nabla \mathbf{v}^0)^T &= 0, \\
\nabla \cdot \mathbf{v}^0 &= 0.
\end{align*}
\]  

(3.3)

We considered the initial-boundary value problem in a smooth domain \( \Omega \), subject to initial conditions for \( \mathbf{v}^0 \) and \( \mathbf{T}^0 \), and the boundary condition \( \mathbf{v}^0 \cdot \mathbf{n} = 0 \). In the proof of the well-posedness of this system, a crucial assumption was that \( \mathbf{T}^0 \cdot \mathbf{n} = 0 \); it can be shown that the equations preserve this condition if it is satisfied initially. The physical background behind this assumption is that the local flow near a solid wall is always a shear flow, and at high Weissenberg number the extra stress is dominated by the first normal stress, i.e. the stress component tangent to the wall.

For the full equations, however, we have the boundary condition \( \mathbf{v} = 0 \), not just \( \mathbf{v} \cdot \mathbf{n} = 0 \). To accommodate this, boundary layers must form near the wall. For discussing these boundary layers, it is convenient to set \( \mathbf{S} = \mathbf{T} + \mathbf{I}/\text{Wi}^2 \). With this substitution, the constitutive law transforms to

\[
\frac{\partial \mathbf{S}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{S} - (\nabla \mathbf{v}) \mathbf{S} - \mathbf{S}(\nabla \mathbf{v})^T + \frac{1}{\text{Wi}} (\mathbf{S} - \frac{1}{\text{Wi}^2} \mathbf{I}) = 0,
\]

and we have \( \text{div} \mathbf{T} = \text{div} \mathbf{S} \) in the momentum equation. The change in boundary conditions is related to the fact that while \( \mathbf{S} \cdot \mathbf{n} \) vanishes on the boundary at leading order, for the full equations we have strict positive definiteness of \( \mathbf{S} \).

Here we shall consider the general elasticity constant \( E = \frac{\text{Wi}}{\text{Re}} \) with large \( \text{Wi} \). We establish the boundary layer system and show that the boundary layer thickness is \( 1/\sqrt{\text{WiRe}} \).
Assuming a flat boundary given by $y = 0$, original system (3.2) in component form becomes:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= \frac{\text{Wi}}{\text{Re}} \left( \frac{\partial S_{11}}{\partial x} + \frac{\partial S_{12}}{\partial y} \right) - \frac{\partial p}{\partial x}, \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= \frac{\text{Wi}}{\text{Re}} \left( \frac{\partial S_{12}}{\partial x} + \frac{\partial S_{22}}{\partial y} \right) - \frac{\partial p}{\partial y}.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial S_{11}}{\partial t} + u \frac{\partial S_{11}}{\partial x} + v \frac{\partial S_{11}}{\partial y} - \frac{\partial u}{\partial x} S_{11} - \frac{\partial u}{\partial y} S_{12} - S_{11} \frac{\partial u}{\partial x} - S_{12} \frac{\partial u}{\partial y} &= -\frac{1}{\text{Wi}} \left( S_{11} - \frac{1}{\text{Wi}^2} \right), \\
\frac{\partial S_{12}}{\partial t} + u \frac{\partial S_{12}}{\partial x} + v \frac{\partial S_{12}}{\partial y} - \frac{\partial u}{\partial x} S_{12} - \frac{\partial u}{\partial y} S_{22} - S_{11} \frac{\partial v}{\partial x} - S_{12} \frac{\partial v}{\partial y} &= -\frac{1}{\text{Wi}} S_{12}, \\
\frac{\partial S_{22}}{\partial t} + u \frac{\partial S_{22}}{\partial x} + v \frac{\partial S_{22}}{\partial y} - \frac{\partial v}{\partial x} S_{12} - \frac{\partial v}{\partial y} S_{22} - S_{12} \frac{\partial v}{\partial x} - S_{22} \frac{\partial v}{\partial y} &= -\frac{1}{\text{Wi}} \left( S_{22} - \frac{1}{\text{Wi}^2} \right).
\end{align*}
\]

(3.4)

Consider $S_{22}$ in (3.4). At a flat wall we know $u = v = 0$, $u_x = v_y = 0$ and $v_x = -u_y = 0$. That suggests $S_{22} = O(\text{Wi}^{-2})$. We make the scaling assumption in view of incompressibility

\[
\begin{align*}
t' = t, x' = x, y' = \lambda y, u' = u, v' = \lambda v, p' = p, \\
S'_{11} = \gamma S_{11}, S'_{12} = \kappa S_{12}, S'_{22} = \text{Wi}^2 S_{22}
\end{align*}
\]

(3.5)

with $\lambda, \gamma, \kappa$ to be determined. Here $1/\lambda$ represents boundary layer thickness.

Substituting into (3.4) and omit the primes, the moment equations become

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= \frac{\text{Wi}}{\text{Re}} \left( \frac{\lambda \gamma}{\kappa} \frac{\partial S_{11}}{\partial x} + \frac{\gamma}{\kappa} \frac{\partial S_{12}}{\partial y} \right) - \frac{\partial p}{\partial x}, \\
\frac{1}{\lambda^2} \left( \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \right) &= \frac{\text{Wi}}{\text{Re}} \left( \frac{\partial S_{12}}{\partial x} \right) + \frac{1}{\text{Wi Re}} \frac{\partial S_{22}}{\partial y} - \frac{\partial p}{\partial y} = 0.
\end{align*}
\]

(3.6)

The incompressibility condition stays the same. The constitutive equations in componentwise form are

\[
\begin{align*}
\frac{\partial S_{11}}{\partial t} + u \frac{\partial S_{11}}{\partial x} + v \frac{\partial S_{11}}{\partial y} - \frac{\partial u}{\partial x} S_{11} - \frac{\partial u}{\partial y} S_{12} - S_{11} \frac{\partial u}{\partial x} - S_{12} \frac{\partial u}{\partial y} &= -\frac{1}{\text{Wi}} S_{11} + \frac{\gamma}{\text{Wi}^2}, \\
\frac{\partial S_{12}}{\partial t} + u \frac{\partial S_{12}}{\partial x} + v \frac{\partial S_{12}}{\partial y} - \frac{\partial u}{\partial x} S_{12} - \frac{\partial u}{\partial y} S_{22} - \frac{\kappa}{\lambda} \frac{\partial S_{12}}{\partial x} - S_{12} \frac{\partial v}{\partial x} - S_{22} \frac{\partial v}{\partial y} &= -\frac{1}{\text{Wi}} S_{12}, \\
\frac{\partial S_{22}}{\partial t} + u \frac{\partial S_{22}}{\partial x} + v \frac{\partial S_{22}}{\partial y} - \frac{\partial v}{\partial x} S_{12} - \frac{\partial v}{\partial y} S_{22} - \frac{\text{Wi}^2}{\kappa \lambda} S_{12} \frac{\partial v}{\partial x} - S_{22} \frac{\partial v}{\partial y} &= -\frac{1}{\text{Wi}} S_{22} + \frac{1}{\text{Wi}}.
\end{align*}
\]

(3.7)

To maintain balance between inertial force, stress and pressure to the leading order, (3.6) suggests that $\gamma = \frac{\text{Wi}}{\text{Re}}$ and (3.7) suggests that $\lambda \gamma = \kappa$ as well as $\kappa \lambda = \text{Wi}^2$. It is not hard to solve for the consistent scaling with $\gamma = \frac{\text{Wi}}{\text{Re}}, \lambda = \sqrt{\text{Wi Re}}, \kappa = \frac{\text{Wi}^3}{\text{Re}}$. 
If we keep only the leading order terms in the rescaled equations, then the momentum equations reduce to
\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial S_{11}}{\partial x} + \frac{\partial S_{12}}{\partial y} - \frac{\partial p}{\partial x},
\]
\[
\frac{\partial p}{\partial y} = 0.
\] (3.8)

The equation \( \partial p / \partial y = 0 \) implies that to the leading order the pressure \( p(x, t) = p^0(x, 0, t) \) in the boundary layer is the known function given by the outside flow. For the constitutive equation and continuity equations, we have
\[
\frac{\partial S}{\partial t} + (\mathbf{v} \cdot \nabla) S - (\nabla \mathbf{v}) S - S (\nabla \mathbf{v})^T = 0,
\]
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0.
\] (3.9)

We note that these equations are different from those formulated for boundary layers in steady flow in [46]. In the steady flow analysis of [46], it was assumed that there is no velocity boundary layer, i.e. \( u \) is of order \( 1/\text{Wi} \) and \( v \) is of order \( 1/\text{Wi}^2 \), compared to order 1 and \( 1/\sqrt{\text{WiRe}} \) above. Moreover, in a steady flow situation, the terms \( \partial S / \partial t \) and \( (\mathbf{v} \cdot \nabla) S \) both vanish on the boundary, and the term \( S / \text{Wi} \) becomes important.

The study of the boundary layer problem therefore reduces to finding spatially periodic solutions (with respect to \( x \)) of the equations (3.8) and (3.9) above.

### 3.2.2 Curved boundary

In an actual flow geometry, the boundary is curved. We shall show now that this does not change the boundary layer equations. For simplicity, we shall stick to the two-dimensional case, where each component of the boundary is a closed curve. We shall use local coordinates \( q \) and \( r \), where \( q \) denotes arclength along the boundary, and \( r \) is distance from the boundary. In three dimensions, we would have to treat the boundary as a manifold, where coordinates can be defined only locally. However, this would not fundamentally alter the analysis.

In three dimensions, let \( x_i \) denote Cartesian coordinates, and let \( p_i \) denote curvilinear but orthogonal coordinates. We use some transformation rules given in Appendix I of [63]. Let \( g_k \) be defined by
\[
g_k^2 = \sum_i \left( \frac{\partial x_i}{\partial p_k} \right)^2
\] (3.10)
and let \( \mathbf{i}_k, \mathbf{e}_k \) be the unit vectors in the Cartesian and \( p \) coordinate systems, respectively. Then we have
\[
\frac{\partial \mathbf{e}_k}{\partial p_l} = \frac{1}{g_k} \frac{\partial g_k}{\partial p_l} \mathbf{e}_l - \delta_{kl} \sum_h \frac{1}{g_h} \frac{\partial g_h}{\partial p_l} \mathbf{e}_h,
\] (3.11)
and
\[ \nabla = \sum_k \mathbf{e}_k \frac{1}{g_k} \frac{\partial}{\partial p_k}. \] (3.12)

Hence for a scalar function \( f \) we have the gradient
\[ \nabla f = f_{x_1} \mathbf{i}_1 + f_{x_2} \mathbf{i}_2 + f_{x_3} \mathbf{i}_3 = \sum_{k=1}^{3} \frac{1}{g_k} \frac{\partial f}{\partial p_k} \mathbf{e}_k, \] (3.13)

and the divergence of a vector \( \mathbf{f} = f_1 \mathbf{e}_1 + f_2 \mathbf{e}_2 + f_3 \mathbf{e}_3 \) in the \( p \) system is given by
\[ \nabla \cdot \mathbf{f} = \frac{1}{g_1 g_2 g_3} \left( \frac{\partial (f_1 g_2 g_3)}{\partial p_1} + \frac{\partial (f_2 g_1 g_3)}{\partial p_2} + \frac{\partial (f_3 g_1 g_2)}{\partial p_3} \right). \] (3.14)

In the two-dimensional case, this reduces to
\[ \nabla \cdot \mathbf{f} = \frac{1}{g_1 g_2} \left( \frac{\partial (f_1 g_2)}{\partial p_1} + \frac{\partial (f_2 g_1)}{\partial p_2} \right). \] (3.15)

Convective terms in the equations transform as follows:
\[ (\mathbf{a} \cdot \nabla) \mathbf{b} = \sum_{i,k} \mathbf{e}_k \left( a_i \frac{\partial b_k}{\partial p_i} + a_k b_i \frac{\partial g_k}{g_i \partial p_i} - a_i b_i \frac{\partial g_k}{g_k \partial p_k} \right). \] (3.16)

Now we consider a solid boundary of our domain parameterized by the arc length \( q \), \( \mathbf{x}^* = \mathbf{x}^*(q) \in C^2 \). In the local coordinates \((q, r)\) consider a point \( \mathbf{x} = \mathbf{x}^*(q) + r \mathbf{n} \) Then we have
\[ \begin{pmatrix} x_{1}'(q) \\ x_{2}'(q) \end{pmatrix} = \begin{pmatrix} n_2(q) \\ -n_1(q) \end{pmatrix}, \quad \begin{pmatrix} n_{1}'(q) \\ n_{2}'(q) \end{pmatrix} = -\rho(q) \begin{pmatrix} n_2(q) \\ -n_1(q) \end{pmatrix} \] (3.17)

Here \( \rho(q) \) is the curvature which is assumed to be bounded. When \( r \) is small, \( \frac{\partial (\mathbf{x}_1, \mathbf{x}_2)}{\partial (q, r)} = 1 - \rho(q)r \neq 0 \), hence \((q, r)\) are local coordinates. For this coordinates transformation we have
\[ g_1 = \sqrt{x_1'(q)^2 + x_2'(q)^2} = 1 - \rho r, \]
\[ g_2 = 1. \] (3.18)

The unit vectors in the curvilinear coordinate system are \( \mathbf{e}_1 = \tau, \mathbf{e}_2 = \mathbf{n} \). With \( \mathbf{v} = u \mathbf{e}_1 + v \mathbf{e}_2 \), we obtain
\[ \nabla \cdot \mathbf{v} = \frac{1}{1 - \rho r} \frac{\partial u}{\partial q} + \frac{\partial v}{\partial r} - \frac{\rho u v}{1 - \rho r}, \] (3.19)

and
\[ (\mathbf{v} \cdot \nabla) \mathbf{v} = \left[ \frac{1}{1 - \rho r} \frac{\partial u}{\partial q} + \frac{\partial u}{\partial r} - \frac{\rho u v}{1 - \rho r} \right] \mathbf{e}_1 + \left[ \frac{u}{1 - \rho r} \frac{\partial v}{\partial r} + \frac{v}{1 - \rho r} + \frac{\rho u^2}{1 - \rho r} \right] \mathbf{e}_2. \] (3.20)
For the divergence of the stress tensor we find, with $S = \sum_{ij} S_{ij} e_i e_j$,

$$
\nabla \cdot S = \left[ \frac{1}{1 - \rho r} \frac{\partial S_{11}}{\partial q} + \frac{\partial S_{12}}{\partial r} - \frac{2\rho}{1 - \rho r} S_{12} \right] e_1
+ \left[ \frac{1}{1 - \rho r} \frac{\partial S_{12}}{\partial q} + \frac{\partial S_{22}}{\partial r} + \frac{\rho}{1 - \rho r} S_{11} - \frac{\rho}{1 - \rho r} S_{22} \right] e_2.
$$

(3.21)

Under the scaling

$$q' = q, r' = Wi r, u' = u, v' = Wi v,
S'_{11} = S_{11}, S'_{12} = Wi S_{12}, S'_{22} = Wi^2 S_{22}, p' = p,$$

(3.22)

the divergence condition becomes

$$
\nabla \cdot v' = \frac{1}{1 - \frac{\rho'}{Wi} \rho} \frac{\partial}{\partial q'} u' + \frac{\partial}{\partial r'} v' + \left( \frac{-\rho}{1 - \frac{\rho'}{Wi} \rho} \frac{v'}{Wi} \right) = 0.
$$

(3.23)

To the leading order as $Wi \to \infty$ we find

$$
\nabla \cdot v' = \frac{\partial u'}{\partial q'} + \frac{\partial v'}{\partial r'} = 0.
$$

(3.24)

That is, the divergence condition assumes the same form in the $(q', r')$ coordinates as in (3.9) above. In a similar fashion, it can be seen that the momentum and constitutive equations also remain unchanged at leading order.

### 3.2.3 Lagrangian description

We shall transform (3.8) and (3.9) into Lagrangian coordinates. Let $\xi_1$ and $\xi_2$ denote the coordinates of a fluid particle at $t = 0$, and let $x = x(\xi_1, \xi_2, t), y = y(\xi_1, \xi_2, t)$ denote the position of the same particle at a later time. That is, we have

$$
\frac{\partial x(\xi_1, \xi_2, t)}{\partial t} = u(x(\xi_1, \xi_2, t), y(\xi_1, \xi_2, t), t),
\frac{\partial y(\xi_1, \xi_2, t)}{\partial t} = v(x(\xi_1, \xi_2, t), y(\xi_1, \xi_2, t), t),
$$

(3.25)

$$x(\xi_1, \xi_2, 0) = \xi_1,
y(\xi_1, \xi_2, 0) = \xi_2.
$$

We introduce the deformation gradient tensor $F = \left( \begin{array}{cc} \frac{\partial x}{\partial \xi_1} & \frac{\partial x}{\partial \xi_2} \\ \frac{\partial y}{\partial \xi_1} & \frac{\partial y}{\partial \xi_2} \end{array} \right)$. It is easy to check that it satisfies $\frac{\partial F}{\partial t} + (v \cdot \nabla) F - (\nabla v) F = 0, F(0) = I$ and $F$ is non-singular all the time.
Let $C = F^{-1}SF^{-T}$. It then follows from the constitutive law that $\frac{\partial C}{\partial t} + (v \cdot \nabla)C = 0$.

The boundary layer system now becomes

$$
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial S_{11}}{\partial x} + \frac{\partial S_{12}}{\partial y} - P(x,t),
$$

$$
\frac{\partial C}{\partial t} + (v \cdot \nabla)C = 0,
$$

$$
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0,
$$

$$
u = 0, v = 0, \text{ at } y = 0,
$$

$$
u(x,y,0) = u_0(x,y),
$$

$$
C(x,y,0) = S_0(x,y).
$$

Here we have introduced $P(x,t)$ for the known pressure gradient $\frac{\partial p}{\partial x}$.

We find that in Lagrangian coordinates, we have $\frac{\partial C}{\partial t} = 0$, and hence $C(\xi_1,\xi_2, t) = C(\xi_1, \xi_2)$. We shall assume throughout that $C$ is positive semidefinite and there is positive constant $C_0$ such that $C_{22} \geq C_0 > 0$.

### 3.3 Results

#### 3.3.1 Lemmas

The following lemma shows how our governing equations transform.

**Lemma 1.** In Lagrangian coordinates from (3.26) we have for $x$ the second order hyperbolic equation:

$$
\frac{\partial^2 x}{\partial t^2} = \nabla \cdot (C \nabla x) - P(x,t),
$$

$$
x(\xi_1, \xi_2, 0) = \xi_1,
$$

$$
\frac{\partial x}{\partial t}(\xi_1, \xi_2, 0) = u_0(\xi_1, \xi_2),
$$

$$
x(\xi_1, 0, t) = \xi_1.
$$

**Proof:** The horizontal acceleration is given by

$$
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial^2 x(\xi_1, \xi_2, t)}{\partial t^2}.
$$

Next we show that

$$
\frac{\partial S_{11}}{\partial x} + \frac{\partial S_{12}}{\partial y} = \frac{\partial}{\partial \xi_j}(C_{ji}(\xi_1, \xi_2) \frac{\partial x}{\partial \xi_j}) = \nabla \cdot (C \nabla x).
$$
We write \( \text{div} (\mathbf{FCF}^T) \) in components with the Einstein summation convention:

\[
\frac{\partial}{\partial x_j} (F_{ik} C_{kl} F_{jl}) = F_{jl} \frac{\partial}{\partial x_j} (C_{kl} F_{ik}) + C_{kl} F_{ik} \frac{\partial F_{jl}}{\partial x_j}. \tag{3.30}
\]

For the first term, we note that by the chain rule we have

\[
F_{jl} \frac{\partial}{\partial x_j} = \frac{\partial x_j}{\partial \xi_l} \frac{\partial}{\partial \xi_i} \frac{\partial}{\partial x_j} = \frac{\partial}{\partial \xi_i}. \tag{3.31}
\]

For the second term we write

\[
\frac{\partial F_{jl}}{\partial x_j} = \frac{\partial \xi_k}{\partial x_j} \frac{\partial F_{jl}}{\partial \xi_k} = \frac{\partial \xi_k}{\partial x_j} \frac{\partial^2 x_j}{\partial \xi_k \partial \xi_l} = \text{tr} (\mathbf{F}^{-1} \frac{\partial \mathbf{F}}{\partial \xi_l}). \tag{3.32}
\]

Since \( \text{det} \mathbf{F} = 1 \) by the incompressibility condition, we find

\[
\frac{\partial}{\partial \xi_l} (\text{det} \mathbf{F}) = (\text{det} \mathbf{F}) \text{tr} (\mathbf{F}^{-1} \frac{\partial \mathbf{F}}{\partial \xi_l}) = 0. \tag{3.33}
\]

□

Once we have found \( x \), we can solve for \( y \) from the incompressibility condition.

**Lemma 2.** From the incompressibility condition, we find the following equation for \( y \) under the Lagrangian description:

\[
\frac{\partial x}{\partial \xi_1} \frac{\partial y}{\partial \xi_2} - \frac{\partial x}{\partial \xi_2} \frac{\partial y}{\partial \xi_1} = 1,
\]

\[
y(\xi_1, 0, t) = 0. \tag{3.34}
\]

This equation is a well-posed transport equation for \( y \) with \( t \) as a parameter. The details are omitted. □

After we get \( x(\xi_1, \xi_2, t) \) and \( y(\xi_1, \xi_2, t) \), we can recover \( u = x_t, v = y_t \). Hence the deformation tensor \( \mathbf{F} = \left( \begin{array}{cc} \frac{\partial x}{\partial \xi_1} & \frac{\partial x}{\partial \xi_2} \\ \frac{\partial y}{\partial \xi_1} & \frac{\partial y}{\partial \xi_2} \end{array} \right) \) and extra stress \( \mathbf{S} = \mathbf{FCF}^T \).

### 3.3.2 Main theorem

We now focus on the solution of (3.27). This is simply a semilinear wave equation. We are seeking solutions which are periodic with respect to \( \xi_1 \) with a given period, but the behavior for \( \xi_2 \to \infty \) warrants some discussion. We want to match to a given outer solution. Therefore, we assume that the initial condition \( u_0 \) has a limit at infinity:

\[
\lim_{\xi_2 \to \infty} u_0(\xi_1, \xi_2) = u^\infty(\xi_1). \tag{3.35}
\]
We also assume that $C_{11}$ has a limit,
\[
\lim_{\xi_2 \to \infty} C_{11}(\xi_1, \xi_2) = C_{11}^\infty(\xi_1),
\]
(3.36)
and that $C_{12}$ and $C_{22}$ and their derivatives are uniformly bounded.

The behavior at infinity is now governed by the following limit problem:
\[
\frac{\partial^2 x^\infty(\xi_1, t)}{\partial t^2} = \frac{\partial}{\partial \xi_1} \left( C_{11}^\infty(\xi_1) \frac{\partial x^\infty}{\partial \xi_1} \right) - P(x^\infty, t),
\]
\[
x^\infty(\xi_1, 0) = \xi_1,
\]
\[
\frac{\partial x^\infty}{\partial t}(\xi_1, 0) = u^\infty(\xi_1).
\]
(3.37)

Note that this is precisely the $x$ component of the momentum equation for the outer flow at the wall transformed to Lagrangian coordinates.

Combine (3.27) and (3.37), and denote $x - x^\infty$ by $X$. We have
\[
X_{tt} = \nabla \cdot (C \nabla X) + \Psi(X, \xi_1, \xi_2, t),
\]
\[
X(\xi_1, \xi_2, 0) = 0,
\]
\[
\frac{\partial X}{\partial t}(\xi_1, \xi_2, 0) = f(\xi_1, \xi_2),
\]
\[
X(\xi_1, 0, t) = g(\xi_1, t)
\]
(3.38)
with
\[
\Psi = \nabla \cdot (C \nabla x^\infty) - \frac{\partial}{\partial \xi_1} \left( C_{11}^\infty(\xi_1) \frac{\partial x^\infty}{\partial \xi_1} \right) - P(X + x^\infty, t) + P(x^\infty, t),
\]
\[
f(\xi_1, \xi_2) = u_0(\xi_1, \xi_2) - u^\infty(\xi_1),
\]
\[
g(\xi_1, t) = \xi_1 - x^\infty(\xi_1, t).
\]
(3.39)

Now we want to make the boundary and initial conditions homogeneous. Pick a smooth function $\chi = \begin{cases} 1, & 0 \leq \xi_2 \leq 1, \\ 0, & 2 \leq \xi_2, \end{cases}$ defined on $[0, \infty)$ such that $0 \leq \chi \leq 1$.

Let
\[
Y = g(\xi_1, t) \cdot \chi(\xi_2) + t[u_0(\xi_1, \xi_2) - u^\infty(\xi_1) \cdot (1 - \chi(\xi_2))],
\]
\[
\bar{x} = X(\xi_1, \xi_2, t) - Y.
\]
(3.40)

We have for $\bar{x}$
\[
\bar{x}_{tt} = \nabla \cdot (C \nabla \bar{x}) + \Phi(\bar{x}, \xi_1, \xi_2, t),
\]
\[
\bar{x}(\xi_1, \xi_2, 0) = 0,
\]
\[
\frac{\partial \bar{x}}{\partial t}(\xi_1, \xi_2, 0) = 0,
\]
\[
\bar{x}(\xi_1, 0, t) = 0,
\]
(3.41)
where
\[ \Phi(\bar{x}, \xi_1, \xi_2, t) = \Psi(\bar{x} + Y, \xi_1, \xi_2, t) + \nabla \cdot (C\nabla Y) - Y_{tt}. \] (3.42)

We have an initial-boundary value problem for a semilinear wave equation of \( \bar{x} \). We shall state our existence result for \( \bar{x} \) in \( L^2 \) based spaces. Unlike the work of Lasiecka et al. [30], our problem is posed on an unbounded domain and does not satisfy the uniformly hyperbolic condition, namely we do not require \( C > 0 \) strictly throughout the domain. To study this IBVP, we shall transform the equation into an equivalent first order system.

Since \( C \) is real positive semi-definite, there is a unique real positive semi-definite \( A \) with \( a_{22} \geq c_0 > 0 \), denoted by \( A = \begin{pmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \end{pmatrix} \), such that \( A^2 = C \). Let \( U = \bar{x}_t, (V, W)^T = A\nabla \bar{x}, \vec{V} = (U, V, W)^T \). From (3.41) we have an integro-differential system
\[ \vec{V}_t = A_1 \vec{V}_{\xi_1} + A_2 \vec{V}_{\xi_2} + B\vec{V} + \vec{\Phi}, \] (3.43)

with initial and boundary condition
\[ \vec{V}(\xi_1, \xi_2, 0) = 0, \]
\[ U(\xi_1, 0, t) = \bar{x}_t(\xi_1, 0, t) = 0. \] (3.44)

Here \( A_1 = \begin{pmatrix} 0 & a_{11} & a_{12} \\ a_{11} & 0 & 0 \\ a_{12} & 0 & 0 \end{pmatrix} \), \( A_2 = \begin{pmatrix} 0 & a_{12} & a_{22} \\ a_{12} & 0 & 0 \\ a_{22} & 0 & 0 \end{pmatrix} \), \( \vec{\Phi} = \begin{pmatrix} \Phi \\ 0 \end{pmatrix} \),
\[ B = \begin{pmatrix} 0 & \frac{\partial a_{11}}{\partial \xi_1} + \frac{\partial a_{12}}{\partial \xi_2} & \frac{\partial a_{12}}{\partial \xi_1} + \frac{\partial a_{22}}{\partial \xi_2} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \Phi = \Phi([\int_0^t U(\xi_1, \xi_2, s)ds], \xi_1, \xi_2, t). \]

This is a first order linear symmetric hyperbolic system when \( \Phi \) is given. The dependence of \( \Phi \) on \( \bar{x} \) can then be handled via a standard fixed point argument. In the following, we shall show that on the half plane with given periodic forcing term \( \Phi \) the system (3.43)-(3.44) has a unique local solution which is periodic.

The theory for hyperbolic systems was developed by Friedrichs [14], Kreiss [26], Lax and Phillips [31], and others. The general idea is to do energy estimate on the equations. Based on proper a priori estimates, one can either define a weak solution then improve its regularity [13], or use different schemes to approximate the real solutions [27]. For general hyperbolic system with characteristic boundary, the full regularity may be lost [7]. People developed anisotropic weighted space of Sobolev type to meet this purpose, see Secchi [61].

Our problem presents a first order symmetric hyperbolic system with characteristic boundary. We show that nevertheless we are still able to get the full regularity in Sobolev spaces because of its special structure.
Theorem 1. Consider the boundary layer system (3.43)-(3.44) on the domain

\[-\infty < \xi_1 < \infty, 0 \leq \xi_2 < \infty, \text{ for } t \geq 0.\]

Let \(m \geq 1\) be an integer. We assume that \(A_1, A_2, B\) and their derivatives up to order \(m\) are bounded for \((\xi_1, \xi_2, t) \in (-\infty, \infty) \times [0, \infty) \times [0, T]\). Moreover they are all periodic in \(\xi_1\) with period 1. Let \(\Omega = [0, 1] \times [0, \infty), Q = \Omega \times [0, T],\) and denote by \(H^m_p(Q), m \in \mathbb{N}\) the space of all periodic (in \(\xi_1\)) functions which have \(H^m\) regularity. If \(\Phi \in H^m_p(Q),\) then there exists some \(T' \in (0, T]\) such that a unique solution of (3.43)-(3.44) exists and satisfies \(\vec{V} \in H^m_p(Q)\).

The idea of the proof is to develop a priori estimates for solutions which are assumed smooth, a density argument can be used to extend the result for general Sobolev data in \(H^m\). In the estimates, the inhomogeneous forcing term \(\Phi\) always contributes terms of the form

\[
(D^\alpha \Phi, D^\beta U) \leq C(\|D^\alpha \Phi\|^2 + \|D^\beta U\|^2). \tag{3.45}
\]

Since these terms are easily dealt with, we present the estimates without the forcing term \(\Phi\).

Proof: We complete the energy estimate in an elementary way. The \(L^2\) estimate is done by virtue of the special structure of coefficient matrices. The evaluation of higher order Sobolev norms gets into trouble due to the loss of normal derivative at the boundary. For that reason we do the estimate separately. We first work on the \(L^2\) norm. Then we use the integral for the estimate of all derivative except the normal direction. For the normal derivative, we take advantage of the boundary condition and of a constraint on the solution that is preserved by the equations.

1. \(L^2\) estimate

Consider (3.43)-(3.44). Note that boundary conditions are imposed only on \(U\), and not on \(V\) and \(W\).

We multiply (3.43) with \(\vec{V}\) and integrate it with respect to \(\xi \in \Omega\)

\[
\int_{\Omega} \vec{V}_t \cdot \vec{V} d\xi = \int_{\Omega} A_1 \vec{V}_{\xi_1} \cdot \vec{V} d\xi + \int_{\Omega} A_2 \vec{V}_{\xi_2} \cdot \vec{V} d\xi + \int_{\Omega} B \vec{V} \cdot \vec{V} d\xi. \tag{3.45}
\]

Integrating by parts, we have

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\vec{V}|^2 d\xi = \frac{1}{2} \int_0^1 A_1 \vec{V} \cdot \vec{V}_{\xi_1} \big|_{\xi_1=0} d\xi_2 - \frac{1}{2} \int_{\Omega} \frac{\partial A_1}{\partial \xi_1} \vec{V} \cdot \vec{V} d\xi + \frac{1}{2} \int_0^1 A_2 \vec{V} \cdot \vec{V}_{\xi_2} \big|_{\xi_2=0} d\xi_1 - \frac{1}{2} \int_{\Omega} \frac{\partial A_2}{\partial \xi_2} \vec{V} \cdot \vec{V} d\xi \\
+ \frac{1}{2} \int_{\Omega} (B + B^*) \vec{V} \cdot \vec{V} d\xi \tag{3.46}
\]
because \( \vec{V}(0, \xi_2, t) = \vec{V}(1, \xi_2, t) \) and \( \int_0^1 A_2 \vec{V}(\xi_1, 0, t) \cdot \vec{V}(\xi_1, 0, t) d\xi_1 = 0 \).

2. \( \partial_t \) estimate

The energy estimate for \( \vec{V}_t \) can be done similarly to the \( L^2 \) case. Differentiating (3.43) w.r.t \( t \) we have

\[
(\vec{V}_t)_t = A_1(\vec{V}_t)_{\xi_1} + A_2(\vec{V}_t)_{\xi_2} + B \vec{V}_t. \tag{3.47}
\]

Multiply and integrate to have

\[
\int (\vec{V}_t)_t \cdot \vec{V}_t d\xi = \int A_1(\vec{V}_t)_{\xi_1} \cdot \vec{V}_t d\xi + \int A_2(\vec{V}_t)_{\xi_2} \cdot \vec{V}_t d\xi + \int B \vec{V}_t \cdot \vec{V}_t d\xi. \tag{3.48}
\]

Simplify to have

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\vec{V}_t|^2 d\xi = -\frac{1}{2} \int_{\Omega} \frac{\partial A_1}{\partial \xi_1} \vec{V}_t \cdot \vec{V}_t d\xi + \frac{1}{2} \int_0^1 A_2 \vec{V}_t \cdot \vec{V}_t|_{\xi_2=0}^\infty d\xi_1
- \frac{1}{2} \int_{\Omega} \frac{\partial A_2}{\partial \xi_2} \vec{V}_t \cdot \vec{V}_t d\xi + \frac{1}{2} \int_{\Omega} (B + B^*) \vec{V}_t \cdot \vec{V}_t d\xi
= \frac{1}{2} \int_{\Omega} [B + B^* - \frac{\partial A_1}{\partial \xi_1} - \frac{\partial A_2}{\partial \xi_2}] \vec{V}_t \cdot \vec{V}_t d\xi. \tag{3.49}
\]

Notice that \( A_2 \vec{V}_t \cdot \vec{V}_t = 0 \) at the boundary.

3. \( \partial_{\xi_1} \) estimate

Differentiate (3.43) w.r.t \( \xi_1 \) we get

\[
(\vec{V}_{\xi_1})_t = A_1(\vec{V}_{\xi_1})_{\xi_1} + \frac{\partial A_1}{\partial \xi_1} \vec{V}_{\xi_1} + A_2(\vec{V}_{\xi_1})_{\xi_2} + \frac{\partial A_2}{\partial \xi_1} \vec{V}_{\xi_1} + B \vec{V}_{\xi_1} + \frac{\partial B}{\partial \xi_1} \vec{V}. \tag{3.50}
\]

Multiply and integrate to get

\[
\int (\vec{V}_{\xi_1})_t \cdot (\vec{V}_{\xi_1}) d\xi_t = \int A_1(\vec{V}_{\xi_1})_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi + \int \frac{\partial A_1}{\partial \xi_1} \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi + \int A_2(\vec{V}_{\xi_1})_{\xi_2} \cdot \vec{V}_{\xi_1} d\xi + \int \frac{\partial A_2}{\partial \xi_1} \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi + \int B \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi + \int \frac{\partial B}{\partial \xi_1} \vec{V} \cdot \vec{V}_{\xi_1} d\xi. \tag{3.51}
\]
Simplify to get
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\vec{V}_{\xi_1}|^2 d\xi = -\frac{1}{2} \int_{\Omega} \frac{\partial \mathbf{A}_1}{\partial \xi_1} \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi + \int \frac{\partial \mathbf{A}_1}{\partial \xi_1} \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi \\
+ \frac{1}{2} \int_0^1 \mathbf{A}_2 \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} |\xi_2=0 d\xi_1 - \frac{1}{2} \int_{\Omega} \frac{\partial \mathbf{A}_2}{\partial \xi_2} \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi \\
+ \int \frac{1}{2} [\mathbf{B} + \mathbf{B}^*] \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi \\
+ \frac{1}{2} \int \frac{\partial (\mathbf{B} + \mathbf{B}^*)}{\partial \xi_1} \vec{V} \cdot \vec{V}_{\xi_1} d\xi + \int \frac{\partial \mathbf{A}_2}{\partial \xi_1} \vec{V}_{\xi_2} \cdot \vec{V}_{\xi_1} d\xi \\
= \frac{1}{2} \int_{\Omega} \left[ \frac{\partial \mathbf{A}_1}{\partial \xi_1} - \frac{\partial \mathbf{A}_2}{\partial \xi_2} + \mathbf{B} + \mathbf{B}^* \right] \vec{V}_{\xi_1} \cdot \vec{V}_{\xi_1} d\xi \\
+ \frac{1}{2} \int \frac{\partial (\mathbf{B} + \mathbf{B}^*)}{\partial \xi_1} \vec{V} \cdot \vec{V}_{\xi_1} d\xi + \int \frac{\partial \mathbf{A}_2}{\partial \xi_1} \vec{V}_{\xi_2} \cdot \vec{V}_{\xi_1} d\xi. \tag{3.52}
\]

To estimate \( \vec{V}_{\xi_1} \), we need knowledge of \( \vec{V}_{\xi_2} \) because of the term
\[
\int \frac{\partial \mathbf{A}_2}{\partial \xi_1} \vec{V}_{\xi_2} \cdot \vec{V}_{\xi_1} d\xi.
\]
This turns out to be no problem when we finish the \( \partial_{\xi_2} \) estimate below.

4. \( \partial_{\xi_2} \) estimate

The crucial estimate is for the term \( \vec{V}_{\xi_2} \). Because of the loss of normal derivative, we can not proceed as before. Instead, we go back to original equation and solve for \( \vec{V}_{\xi_2} \) as a function of \( \vec{V}, \vec{V}_t, \vec{V}_{\xi_1} \).

From (3.43) we get
\[
U_t = a_{12} V_{\xi_2} + a_{22} W_{\xi_2} + a_{11} V_{\xi_1} + a_{12} W_{\xi_1}, \tag{3.53}
\]
\[
+ [\frac{\partial a_{11}}{\partial \xi_1} + \frac{\partial a_{12}}{\partial \xi_2}] V + [\frac{\partial a_{12}}{\partial \xi_1} + \frac{\partial a_{22}}{\partial \xi_2}] W,
\]
\[
V_t = a_{11} U_{\xi_1} + a_{12} U_{\xi_2}, \tag{3.54}
\]
\[
W_t = a_{12} U_{\xi_1} + a_{22} U_{\xi_2}. \tag{3.55}
\]

By (3.55) we have
\[
U_{\xi_2} = \frac{1}{a_{22}} (W_t - a_{12} U_{\xi_1}),
\]
which leads to
\[
||U_{\xi_2}||_0 \leq C(||W_t||_0 + ||U_{\xi_1}||_0).
\]
To solve for $V_{\xi_2}$ and $W_{\xi_2}$, we differentiate (3.54) with respect to $\xi_1$, $\xi_2$, respectively, to have

\[
V_{\xi_1 t} = a_{11} U_{\xi_1,\xi_1} + a_{12} U_{\xi_1,\xi_2} + \frac{\partial a_{11}}{\partial \xi_1} U_{\xi_1} + \frac{\partial a_{12}}{\partial \xi_1} U_{\xi_2},
\]

\[
V_{\xi_2 t} = a_{11} U_{\xi_2,\xi_2} + a_{12} U_{\xi_2,\xi_2} + \frac{\partial a_{11}}{\partial \xi_2} U_{\xi_1} + \frac{\partial a_{12}}{\partial \xi_2} U_{\xi_2}.
\]

Similarly, for (3.55) we have

\[
W_{\xi_1 t} = a_{12} U_{\xi_1,\xi_1} + a_{22} U_{\xi_1,\xi_2} + \frac{\partial a_{12}}{\partial \xi_1} U_{\xi_1} + \frac{\partial a_{22}}{\partial \xi_1} U_{\xi_2},
\]

\[
W_{\xi_2 t} = a_{12} U_{\xi_2,\xi_2} + a_{22} U_{\xi_2,\xi_2} + \frac{\partial a_{12}}{\partial \xi_2} U_{\xi_1} + \frac{\partial a_{22}}{\partial \xi_2} U_{\xi_2}.
\]

Multiplying with $a_{12}, a_{22}$ and doing simple calculations, we obtain

\[
(a_{22} V_{\xi_2} - a_{12} W_{\xi_2} + a_{12} V_{\xi_1} - a_{11} W_{\xi_1})_t
= \left[ a_{12} \frac{\partial a_{11}}{\partial \xi_1} + a_{22} \frac{\partial a_{11}}{\partial \xi_2} - a_{11} \frac{\partial a_{12}}{\partial \xi_1} - a_{12} \frac{\partial a_{12}}{\partial \xi_2} \right] U_{\xi_1}
+ \left[ a_{12} \frac{\partial a_{12}}{\partial \xi_1} + a_{22} \frac{\partial a_{12}}{\partial \xi_2} - a_{11} \frac{\partial a_{22}}{\partial \xi_1} - a_{12} \frac{\partial a_{22}}{\partial \xi_2} \right] U_{\xi_2}
= \left[ a_{12} \frac{\partial a_{11}}{\partial \xi_1} + a_{22} \frac{\partial a_{11}}{\partial \xi_2} - a_{11} \frac{\partial a_{12}}{\partial \xi_1} - a_{12} \frac{\partial a_{12}}{\partial \xi_2} \right] U_{\xi_1}
+ \frac{1}{a_{22}} \left[ a_{12} \frac{\partial a_{12}}{\partial \xi_1} + a_{22} \frac{\partial a_{12}}{\partial \xi_2} - a_{11} \frac{\partial a_{22}}{\partial \xi_1} - a_{12} \frac{\partial a_{22}}{\partial \xi_2} \right] (W_t - a_{12} U_{\xi_1})
= \mathbf{F}(U_{\xi_1}, W_t, \xi_1, \xi_2).
\]

Since $\tilde{V}(\xi_1, \xi_2, 0) = 0$, we have

\[
a_{22} V_{\xi_2} - a_{12} W_{\xi_2} = \int_0^t \mathbf{F}(U_{\xi_1}, W_t, \xi_1, \xi_2) ds - a_{12} V_{\xi_1} + a_{11} W_{\xi_1}.
\]  

(3.56)
And (3.53) yields

$$a_{12} V_{\xi_2} + a_{22} W_{\xi_2} = U_t - a_{11} V_{\xi_1} - a_{12} W_{\xi_1}$$  \hspace{1cm} (3.57)

$$-\left[ \frac{\partial a_{11}}{\partial \xi_1} + \frac{\partial a_{12}}{\partial \xi_2} \right] V + \left[ \frac{\partial a_{12}}{\partial \xi_1} + \frac{\partial a_{22}}{\partial \xi_2} \right] W.$$ 

Together we can now solve for $V_{\xi_2}$ and $W_{\xi_2}$ in terms of $U_t$, $U_{\xi_1}$, $V_{\xi_1}$, $W_{\xi_1}$, $V$, and $W$, and we know $V_{\xi_2}$ in term of other derivatives. We then plug $V_{\xi_2}$ back in (3.52) to complete the estimate for $V_{\xi_1}$. Finally, the estimate for $V_{\xi_2}$ is done by using the triangle inequality. For the estimate of the integral term $\int_0^t F(U_{\xi_1}, W_t, \xi_1, \xi_2) ds$, we use Minkowski’s inequality. In this way we get the $H_1$ regularity of the solution. Taking higher order derivatives of (3.43), the $H_m$ energy estimate can be done in same fashion.

Based on the energy estimate, the uniqueness and regularity are easy to see. The existence proof can be obtained along the lines of [27]. Our system corresponds to Case 2 in the discussion given in that reference. Following [27], to show the existence, we would first diagonalize the system so that $A_2$ transforms to

$$\begin{pmatrix} -\lambda & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & +\lambda \end{pmatrix},$$

where $\lambda = \sqrt{a_{12}^2 + a_{22}^2} \geq c_0 > 0$. Then we consider the perturbed problem with

$$A_{2\sigma} = \begin{pmatrix} -\lambda + \sigma & 0 & 0 \\ 0 & \sigma & 0 \\ 0 & 0 & +\lambda + \sigma \end{pmatrix},$$

where $0 < \sigma < \lambda$. This perturbed problem has same number of negative eigenvalue as the original problem, but a noncharacteristic boundary. Standard methods can be used to show that there exists a solution depending on $\sigma$, which, for instance, is constructed by finite difference approximating scheme in [27]. The estimates are independent of $\sigma$ and a limit argument gives the existence of original problem (3.43). We refer to [27], page 297-298 for a detailed discussion.
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