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ABSTRACT

Software-based system architecture has been recognized as a foundation laying out the underpinnings that are critically important for successful engineering of large-scale complex systems. In recent years, architecting has played a more crucial role in engineering network-centric system of systems. The software paradigm has been shifting from treating software as a product (SaaP) to treating software as a service (SaaS). SaaS is also referred to as the Cloud Computing, where the term “cloud” is used as a metaphor for “network”.

As the complexity of the architecture of network-centric software-based system of systems has increased, the description of such architecture has posed significant technical challenges. The U.S. Department of Defense (DoD) has developed the DoD Architecture Framework [DoDAF 2009a, DoDAF 2009b] for describing system architectures. IEEE proposes a Recommended Practice for Architectural Description of Software-Intensive Systems [IEEE 2000]. SEI provides high-level guidelines for Documenting Software Architectures [Clements et al 2003]. However, all of the diagrams proposed by DoD, IEEE, and SEI are two-dimensional static graphical and textual representations that do not reveal the dynamic characteristics of a system architecture.

This thesis presents a conceptual framework (CF) for specifying the architecture of a network-centric software-based system of systems. The developed CF provides the beginning part of a larger research effort. The main goal of the overall research is to employ the automation-based software paradigm and to automatically generate a visual simulation model of a system architecture, with which experiments can be conducted to assess the dynamic characteristics of that architecture. The CF, developed in the research described herein, enables the automatic generation of a visual simulation model representing a system architecture. The proposed CF is evaluated in half a dozen case studies to demonstrate that it provides the necessary elements for automatic generation of a simulation model as the description of a complex system of systems architecture.
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CHAPTER 1: INTRODUCTION

With the expansion of network technology, software industry has moved from PC-centric concept to the network-centric concept [Garlan 2000]. Along with this, the way of architecting and designing software systems has changed. Each component of such systems is an independent subsystem which can be architected, designed, developed and managed separately.

“This trend had a number of consequences for software engineering, in general, and software architecture, in particular” [Garlan 2000]. Architecting process for such systems became an essential part in software life cycle model [Balci 2009b]. Architectural descriptions have long been recognized as an essential ingredient of a well-designed system [Monroe 1997]. These descriptions mostly consist of a set of elements and interactions between them. However they are all static and do not show dynamic perspective of the architected system.

1.1 Network-Centric Architecture

Network-centric architectures describe software systems which are loosely-coupled, consist of independent components which more often is an integral of a larger system that involves the collaboration of software, hardware, and people to solve complex computing problems [Chigani 2007].

The following sections describe major network-centric software-based system architectures.

1.1.1 Client-Server Architecture

Client-server architecture is a model of computing which splits computing tasks between client and server. Most often clients and servers are located on different hardware and are communicating over the network (see Figure 1). In such type of architecture, clients request services and servers provide them to the clients.

![Figure 1. Client-server architecture](image)
1.1.1.1 Two-tier client server architecture

Two-tier is the simplest type of client-server architecture. It basically defines how application processing is divided in the application. In two-tier application presentation layer is provided to multiple clients which communicate with the server computer over the network. The server computer plays the role of centralized data storage (see Figure 2).

Figure 2. Two-tier client-server architecture

Most internet applications, such as email, telnet, ftp and a lot of web-sites are simple two-tier applications. Without providing a lot of data processing these applications provide a simple interface to access data over the network [Reese 2000].

A simple two-tier application can be a kind of application where clients are responsible for all application logic and servers are only responsible for data management. Therefore client-server applications are categorized as [Balci 2009c]:

- Thin-client model
- Thick-client model

1.1.1.2 Three-tier and n-tier architectures

Three-tier, also commonly called n-tier or multi-tier, architecture is the extension of two-tier client-server architecture. Three-tier architecture adds one more processing layer to the two-tier architecture, which separates application management and data management processes. Such decomposition helps to isolate data processing in a central and maximize object reuse [Reese 2000].
In Figure 3 you can see the example of the application which uses three-tier architecture.

![Figure 3. Three-tier client-server architecture](image)

In Figure 3 tier 1 contains presentation layer which is provided to the user. Tier 2 contains business process logic and the data access and is provided by the application server. Tier 3 is a database server which contains and provides business data.

1.1.1.3 Thin-client model

A thin-client model is a type of client-server architecture where all the application processes and data management are performed on the server. The client only provides the presentation with some very simple processing logic. In such type of model clients are heavily depend on the server.

Thin client model is usually used in the areas where there is no many data processing or computations logic, because it “places a heavy processing load on both server and the network” [Balci 2009c].

1.1.1.4 Thick-client model

Thick client model is the opposite of the thin-client model, i.e. in case of thick-client model servers are only responsible for data management and clients are responsible for presentation layer and application logic [Balci 2009c]. In this type of model most of the processing is delegated to the client. Therefore it can cause problems in data management especially if software system is rather complex.

1.1.2 Distributed Objects Architecture

Distributed Objects Architecture (DOA) describes a collection of objects that are interconnected and can be located on multiple computers and connected via the network or inside the same
In DOA there is no distinction between clients and servers. Any object of the system may provide services or consume services provided by other objects. In this type of architecture, objects are communicated via the middleware system called an Object Request Broker (ORB) (software bus) [Balci 2009c].

Figure 4 shows the DOA example.

![Diagram of Distributed Objects Architecture](image)

**Figure 4. Example of Distributed Objects Architecture.**

The advantages of such an architecture are that the system is very flexible and scalable. The system which is architected using DOA becomes very open and new resources can be easily added to it as required. Also, during design stage decisions on where and how services should be provided can be delayed.

From the logical prospective, DOA allows you to think and organize the architecting system in terms of services and combination of services. So, in general, DOA is very similar to client-server architecture. The main distinction is that clients and servers are distributed objects and are communicated through software bus.

Today there are a lot of frameworks that can help you to build software systems using DOA. But Common Object Request Broker Architecture (CORBA) is the leading standard.

### 1.1.2.1 Common Object Request Broker Architecture (CORBA)

The CORBA standard is defined by Object Management Group (OMG) [OMG 2010]. It enables software components running on different platforms and machines and written on different languages to interoperate with each other. OMG provides only specification which is implemented by different vendors. There are many implementations of CORBA specification; some of them are commercial, while others are open source.
CORBA was developed mostly for enterprise and therefore standardizes a lot of fundamental services, e.g. for banking, insurance and e-commerce. CORBA also specifies such fundamental services as directories and security management.

The CORBA system consists of an ORB, which manages requests to object services. It manages what objects provide what services, route calls from one object to another and then return responses to the requesters.

All objects that provide services should specify their interfaces using common Interface Definition Language (IDL). And then specify a mapping from IDL to a specific programming language, such as C++ or Java.

There is usually more than one computer in a distributed system. And each of these computers will have its own ORB. Figure 5 shows the example of inter-ORB communication which is used for distributed object calls.

![Figure 5. Example of inter-ORB communication](image)

### 1.1.3 Peer-to-Peer Architecture

The peer-to-peer architecture is a type of architecture where each node has equivalent capabilities and responsibilities and there is no need for central coordination. This differs peer-to-peer architecture from client-server architecture where some workstations are serving others.

When peer-to-peer architecture is used, information is not gathered in one location. Instead, it is spread across the nodes of a distributed system. Figure 6 shows the example of a peer-to-peer architecture. If, for example, user in “Node 1” wants to share any document with others, there is no need to publish it on some particular server. It can be placed in “Node 1” and then will be distributed among other nodes.
There are two different logical peer-to-peer network architectures:

- Decentralized peer-to-peer architecture
- Semi-centralized peer-to-peer architecture

Figure 7 shows the example of decentralized peer-to-peer architecture. And Figure 8 provides the example of semi-centralized peer-to-peer architecture.
The difference is that in the semi-centralized peer-to-peer architecture you can see a discovery server which is used by all other nodes to find out what other nodes are available [Balci 2009c].

The most common examples of peer-to-peer architecture are:

- File sharing systems
- Instant messaging systems

### 1.1.4 Service-Oriented Architecture

Service-Oriented Architecture (SOA) is a type of architecture which is composed of loosely coupled services and addresses the requirements of standard based and protocol-independent distributed computing.

The SOA is a “design philosophy” and is independent from any specific technology. This is achieved by limiting the number of implementation restrictions to the level of the service interface [Papazoglou and Heuvel 2007]. Services are SOA building blocks. They are well defined, self-contained modules [Fremantle et al 2002]. The fundamental intent of a service is to provide a reusable unit of business functionality and to be independent from the state or context of other services.

SOA requires that services to be defined by a description language and have a published interface that can be discovered and used by the consumers. In general, each service in SOA is a bound pair of a service interface and its implementation [Papazoglou and Heuvel 2007].

Figure 9 shows the way services are discovered and consumed.

![Figure 9. SOA working model](image)

Interoperability is one of SOA characteristics. It means that services can be implemented in different platforms and programming languages and still are expected to be able to work with each other. Service should be discoverable, meaning that it should publish its definition in a service registry (service directory) which can be easily found and used by service consumers.
Service should be *loosely coupled*, i.e. it should be independent and try to minimize dependencies.

The advantages of SOA are services *composition* and *reusability*. It is expected that services can be easily reused and combined for more complex business functionalities or other services. Therefore it is important to define services in an appropriate level of granularity.

SOA does not require to be implemented using a specific technology. For example, CORBA [OMG 2010], DCOM [Microsoft 2007] or Web Services [W3C 2006] can be used. However, web services is the most commonly used technology nowadays.

### 1.2 Statement of the Problem

Software-based system architecture has been recognized as a foundation laying out the underpinnings that are critically important for successful engineering of large-scale complex systems. In recent years, architecting has played a more crucial role in engineering network-centric system of systems.

As the complexity of the architecture of network-centric software-based system of systems has increased, the description of such architecture has posed significant technical challenges. The U.S. Department of Defense (DoD) has developed the DoD Architecture Framework [DoDAF 2009a, DoDAF 2009b] for describing system architectures. IEEE proposes a Recommended Practice for Architectural Description of Software-Intensive Systems [IEEE 2000]. SEI provides high-level guidelines for Documenting Software Architectures [Clements et al 2003]. However, all of the diagrams proposed by DoD, IEEE, and SEI are two-dimensional static graphical and textual representations that do not reveal the dynamic characteristics of a system architecture.

### 1.3 Statement of Objectives

The primary objective of the research is to develop a Conceptual Framework (CF) for specifying the architecture of a network-centric software-based system of systems. The CF should enable the automatic generation of a visual simulation model representing a system architecture.

The CF is the beginning part of a larger research effort. The main goal of the overall research is to employ the automation-based software paradigm and to automatically generate a visual simulation model of a system architecture, with which experiments can be conducted to assess the dynamic characteristics of that architecture.

The secondary objective is to evaluate the proposed CF in half a dozen case studies and demonstrate that it provides the necessary elements for automatic generation of a simulation model as the description of a complex system of systems architecture.
1.4 Overview of Thesis

This thesis is organized as follows. Chapter 2 contains a literature review about the most recognizable and widely used architectural frameworks, their concepts and ideas. Chapter 3 describes the proposed CF for specification and simulation of network-centric system architectures. Chapter 4 shows the applicability of the proposed CF by describing half a dozen examples of using it in creating network-centric system architecture specifications and simulation models. Finally, Chapter 5 presents conclusions, states the contributions and describes future work.
CHAPTER 2: RELATED WORK

2.1 Frameworks

This section describes the most widely used and recognizable architecture frameworks. We also think that these architecture frameworks influenced the field of software-based system architecting the most. Therefore it is important to know and understand its concepts.

2.1.1 Zachman Framework

One of the first who raised a question about difficulty of managing information systems was John Zachman [Zachman 1987]. He identified the main contributing factors: the increasing size and the complexity of the systems, and the tendency of systems distribution because of enterprise operations automation.

2.1.1.1 Architecture Framework

Zachman originally explained his framework as an analogy with the building industry. He organized architectural artifacts in a two-dimensional schema. One dimension consists of:

- Planner (Theorist)
- Owner
- Designer
- Builder
- Sub-contractor (Implementer)
- End User (Participant)

It represents a distinct view of the system during all phases of development. In other words every player requires complete information, but point of view of one player differs for another one. For example, “the owner is interested in a complete description of the functionality and aesthetics of the building. The builder is interested in a complete description of the materials and construction process. The owner doesn’t care about the placement of stubs in the walls. The builder doesn’t care how the bedroom windows line up with the morning sun” [Sessions 2007].

From the IT prospective the owner is interested in a general outlook of what the product will look like. The designer is responsible for the logical view of the system. The builder is creating a physical layout of the system. Sub-contractor implements out-of-context sub components. And the end user has the final product.

The second dimension represents different descriptive focuses of each view. These six focuses are the next: what, how, where, who, when and why.

Each focus is different for each player, i.e. both the planner and the owner need to know what, but the planner’s “what” is different from owners “what”. And each of what, how, where, who, when and why depends on who is asking the question [Sessions 2007].
The current version (v2.01) is shown in Figure 10. It consists of 36 cells where the last row (6 cells) represents the final product, while other cells are for the product development.

"As we move horizontally in the grid, we see different descriptions of the system – all from the same player’s perspective. As we move vertically in the grid, we see a single focus, but change the player from whose perspective we are viewing that focus" [Sessions 2007].

There is some criticism about the framework [Ambler 2007]:

- It is very hard to document everything taking into consideration that there are 36 cells and each cell can contain multiple models
- Too many questions should be asked
- Zachman Framework isn’t very well accepted within the development community

As a conclusion it is worth to say that John Zachman laid the foundation for the enterprise architecting frameworks. He was able to highlight the critical issues by asking the right questions and has stimulated the development of other enterprise architecting frameworks, such as DoDAF.
2.1.2 Department of Defense Architecture Framework (DoDAF)

The Department of Defense Architecture Framework (DoDAF) defines the organization of specification of enterprise architecture for all major U.S. Government Department of Defense (DoD) information technology systems.

“The Department of Defense Architecture Framework (DoAF), Version 2.0 serves as the overarching, comprehensive framework and conceptual model enabling the development of architectures to facilitate the ability of Department of Defense (DoD) managers at all levels to make key decisions more effectively through organized information sharing across the Department, Joint Capability Areas (JCAs), Mission, Component, and Program boundaries. The DoDAF serves as one of the principal pillars supporting the DoD Chief Information Officer (CIO) in his responsibilities for development and maintenance of architectures”. The second version of the DoDAF “provides extensive guidance on the development of architectures supporting the adoption and execution of Net-centric services within the DoD” [DoDAF 2009a].

2.1.2.1 Architecture Framework

The DoDAF has two important terms: DoDAF-described Models and Fit-for-Purpose Views [DoDAF 2009a]:

- “Models are created from the subset of data for a particular purpose. Once the DoDAF-described Models are populated with data, these “views” are useful as examples for presentation purposes, and can be used as needed”.
- “Views are user-defined views of a subset of architectural data created for some specific purpose (i.e., “Fit-for-Purpose”). These views are not described or defined in DoDAF, and can be created, as needed, to ensure that presentation of architectural data is easily understood within an agency. This enables agencies to use their own established presentation preferences in their deliberations”.

In other words models are some kind of templates for organizing and displaying the data in a way which is more understandable for decision makers. After data is collected and presented in such particular way, it is called a view. Organized collection of views is called a viewpoint, and the collection of all viewpoints is called Architectural Description.

The second version of DoDAF groups models in the following eight viewpoints [DoDAF 2009b]:

- All Viewpoint (AV)
- Capability Viewpoint (CV)
- Data and Information Viewpoint (DIV)
- Operational Viewpoint (OV)
- Project Viewpoint (PV)
- Services Viewpoint (SvcV)
- Standard Viewpoint (StdV)
- Systems Viewpoint (SV)
But all models do not have to be created. As it was said, DoDAF is “Fit-for-Purpose” and decision-makers should decide what models should be used. DoDAF is more data-focused as data is the most necessary ingredient for architecture development [DoDAF 2009a]. Table 1 presents the DoDAF viewpoints in a graphic format:

Table 1. Architecture Viewpoints in DoDAF v2.0

<table>
<thead>
<tr>
<th>Viewpoint Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Viewpoint</td>
<td>Overarching aspects of architecture context that relate to all views</td>
</tr>
<tr>
<td>Capability Viewpoint</td>
<td>Articulate the capability requirement, delivery timing, and deployed capability</td>
</tr>
<tr>
<td>Data and Information Viewpoint</td>
<td>Articulate the data relationships and alignment structures in the architecture content</td>
</tr>
<tr>
<td>Operational Viewpoint</td>
<td>Articulate operational scenarios, processes, activities &amp; requirements</td>
</tr>
<tr>
<td>Project Viewpoint</td>
<td>Describes the relationships between operational and capability requirements and the various projects being implemented; Details dependencies between capability management and the Defense Acquisition System process</td>
</tr>
<tr>
<td>Services Viewpoint</td>
<td>Articulate the performers, activities, services, and their exchanges providing for, or supporting, DoD functions</td>
</tr>
<tr>
<td>Standard Viewpoint</td>
<td>Articulate applicable Operational, Business, Technical, and Industry policy, standards, guidance, constraints, and forecasts</td>
</tr>
<tr>
<td>Systems Viewpoint</td>
<td>Articulate the legacy systems or independent systems, their composition, interconnectivity, and context providing for, or supporting, DoD functions</td>
</tr>
</tbody>
</table>

Table 2 provides the list and description of all models in DoDAF v2.0.

Table 2. DoDAF v2.0 Models

<table>
<thead>
<tr>
<th>Models</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-1: Overview and Summary Information</td>
<td>Describes a Project's Visions, Goals, Objectives, Plans, Activities, Events, Conditions, Measures, Effects (Outcomes), and produced objects.</td>
</tr>
<tr>
<td>AV-2: Integrated Dictionary</td>
<td>An architectural data repository with definitions of all terms used throughout the architectural data and presentations.</td>
</tr>
<tr>
<td>CV-1: Vision</td>
<td>The overall vision for transformational endeavors, which provides a strategic context for the capabilities described and a high-level scope.</td>
</tr>
<tr>
<td>CV-2: Capability Taxonomy</td>
<td>A hierarchy of capabilities which specifies all the capabilities that are referenced throughout one or more Architectural Descriptions.</td>
</tr>
<tr>
<td>CV-3: Capability Phasing</td>
<td>The planned achievement of capability at different points in time or during specific periods of time. The CV-3 shows the capability phasing in terms of the activities, conditions, desired effects, rules complied with, resource consumption and production, and measures, without regard to the performer and location solutions.</td>
</tr>
<tr>
<td>CV-4: Capability Dependencies</td>
<td>The dependencies between planned capabilities and the definition of logical groupings of capabilities.</td>
</tr>
<tr>
<td><strong>CV-5: Capability to Organizational Development Mapping</strong></td>
<td>The fulfillment of capability requirements shows the planned capability deployment and interconnection for a particular Capability Phase. The CV-5 shows the planned solution for the phase in terms of performers and locations and their associated concepts.</td>
</tr>
<tr>
<td><strong>CV-6: Capability to Operational Activities Mapping</strong></td>
<td>A mapping between the capabilities required and the operational activities that those capabilities support.</td>
</tr>
<tr>
<td><strong>CV-7: Capability to Services Mapping</strong></td>
<td>A mapping between the capabilities and the services that these capabilities enable.</td>
</tr>
<tr>
<td><strong>DIV-1: Conceptual Data Model</strong></td>
<td>The required high-level data concepts and their relationships.</td>
</tr>
<tr>
<td><strong>DIV-2: Logical Data Model</strong></td>
<td>The documentation of the data requirements and structural business process (activity) rules. In DoDAF V1.5, this was the OV-7.</td>
</tr>
<tr>
<td><strong>DIV-3: Physical Data Model</strong></td>
<td>The physical implementation format of the Logical Data Model entities, e.g., message formats, file structures, physical schema. In DoDAF V1.5, this was the SV-11.</td>
</tr>
<tr>
<td><strong>OV-1: High-Level Operational Concept Graphic</strong></td>
<td>The high-level graphical/textual description of the operational concept.</td>
</tr>
<tr>
<td><strong>OV-3: Operational Resource Flow Matrix</strong></td>
<td>A description of the resources exchanged and the relevant attributes of the exchanges.</td>
</tr>
<tr>
<td><strong>OV-4: Organizational Relationships Chart</strong></td>
<td>The organizational context, role or other relationships among organizations.</td>
</tr>
<tr>
<td><strong>OV-5a: Operational Activity Decomposition Tree</strong></td>
<td>The capabilities and activities (operational activities) organized in a hierarchical structure.</td>
</tr>
<tr>
<td><strong>OV-5b: Operational Activity Model</strong></td>
<td>The context of capabilities and activities (operational activities) and their relationships among activities, inputs, and outputs; Additional data can show cost, performers, or other pertinent information.</td>
</tr>
<tr>
<td><strong>OV-6a: Operational Rules Model</strong></td>
<td>One of three models used to describe activity (operational activity). It identifies business rules that constrain operations.</td>
</tr>
<tr>
<td><strong>OV-6b: State Transition Description</strong></td>
<td>One of three models used to describe operational activity (activity). It identifies business process (activity) responses to events (usually, very short activities).</td>
</tr>
<tr>
<td><strong>OV-6c: Event-Trace Description</strong></td>
<td>One of three models used to describe activity (operational activity). It traces actions in a scenario or sequence of events.</td>
</tr>
<tr>
<td><strong>PV-1: Project Portfolio Relationships</strong></td>
<td>It describes the dependency relationships between the organizations and projects and the organizational structures needed to manage a portfolio of projects.</td>
</tr>
<tr>
<td><strong>PV-2: Project Timelines</strong></td>
<td>A timeline perspective on programs or projects, with the key milestones and interdependencies.</td>
</tr>
<tr>
<td><strong>PV-3: Project to Capability Mapping</strong></td>
<td>A mapping of programs and projects to capabilities to show how the specific projects and program elements help to achieve a capability.</td>
</tr>
<tr>
<td><strong>SvcV-1: Services Context Description</strong></td>
<td>The identification of services, service items, and their interconnections.</td>
</tr>
<tr>
<td><strong>SvcV-2: Services Resource Flow Description</strong></td>
<td>A description of Resource Flows exchanged between services.</td>
</tr>
<tr>
<td><strong>SvcV-3a: Systems-Services Matrix</strong></td>
<td>The relationships among or between systems and services in a given Architectural Description.</td>
</tr>
<tr>
<td><strong>SvcV-3b: Services-Services Matrix</strong></td>
<td>The relationships among services in a given Architectural Description. It can be designed to show relationships of interest, (e.g., service-type interfaces, planned vs. existing interfaces).</td>
</tr>
<tr>
<td><strong>SvcV-4: Services Functionality Description</strong></td>
<td>The functions performed by services and the service data flows among service functions (activities).</td>
</tr>
<tr>
<td>SvcV-5: Operational Activity to Services Traceability Matrix</td>
<td>A mapping of services (activities) back to operational activities (activities).</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>SvcV-6: Services Resource Flow Matrix</td>
<td>It provides details of service Resource Flow elements being exchanged between services and the attributes of that exchange.</td>
</tr>
<tr>
<td>SvcV-7: Services Measures Matrix</td>
<td>The measures (metrics) of Services Model elements for the appropriate time frame(s).</td>
</tr>
<tr>
<td>SvcV-8: Services Evolution Description</td>
<td>The planned incremental steps toward migrating a suite of services to a more efficient suite or toward evolving current services to a future implementation.</td>
</tr>
<tr>
<td>SvcV-9: Services Technology &amp; Skills Forecast</td>
<td>The emerging technologies, software/hardware products, and skills that are expected to be available in a given set of time frames and that will affect future service development.</td>
</tr>
<tr>
<td>SvcV-10a: Services Rules Model</td>
<td>One of three models used to describe service functionality. It identifies constraints that are imposed on systems functionality due to some aspect of system design or implementation.</td>
</tr>
<tr>
<td>SvcV-10b: Services State Transition Description</td>
<td>One of three models used to describe service functionality. It identifies responses of services to events.</td>
</tr>
<tr>
<td>SvcV-10c: Services Event-Trace Description</td>
<td>One of three models used to describe service functionality. It identifies service-specific refinements of critical sequences of events described in the Operational Viewpoint.</td>
</tr>
<tr>
<td>StdV-1: Standards Profile</td>
<td>The listing of standards that apply to solution elements.</td>
</tr>
<tr>
<td>StdV-2: Standards Forecast</td>
<td>The description of emerging standards and potential impact on current solution elements, within a set of time frames.</td>
</tr>
<tr>
<td>SV-1: Systems Interface Description</td>
<td>The identification of systems, system items, and their interconnections.</td>
</tr>
<tr>
<td>SV-3: Systems-Systems Matrix</td>
<td>The relationships among systems in a given Architectural Description. It can be designed to show relationships of interest, (e.g., system-type interfaces, planned vs. existing interfaces).</td>
</tr>
<tr>
<td>SV-4: Systems Functionality Description</td>
<td>The functions (activities) performed by systems and the system data flows among system functions (activities).</td>
</tr>
<tr>
<td>SV-5a: Operational Activity to Systems Function Traceability Matrix</td>
<td>A mapping of system functions (activities) back to operational activities (activities).</td>
</tr>
<tr>
<td>SV-5b: Operational Activity to Systems Traceability Matrix</td>
<td>A mapping of systems back to capabilities or operational activities (activities).</td>
</tr>
<tr>
<td>SV-6: Systems Resource Flow Matrix</td>
<td>Provides details of system resource flow elements being exchanged between systems and the attributes of that exchange.</td>
</tr>
<tr>
<td>SV-7: Systems Measures Matrix</td>
<td>The measures (metrics) of Systems Model elements for the appropriate timeframe(s).</td>
</tr>
<tr>
<td>SV-8: Systems Evolution Description</td>
<td>The planned incremental steps toward migrating a suite of systems to a more efficient suite, or toward evolving a current system to a future implementation.</td>
</tr>
<tr>
<td>SV-9: Systems Technology &amp; Skills Forecast</td>
<td>The emerging technologies, software/hardware products, and skills that are expected to be available in a given set of time frames and that will affect future system development.</td>
</tr>
<tr>
<td>SV-10a: Systems Rules Model</td>
<td>One of three models used to describe system functionality. It identifies constraints that are imposed on systems functionality due to some aspect of system design or implementation.</td>
</tr>
<tr>
<td>SV-10b: Systems State Transition Description</td>
<td>One of three models used to describe system functionality. It identifies responses of systems to events.</td>
</tr>
<tr>
<td>SV-10c: Systems Event-Trace Description</td>
<td>One of three models used to describe system functionality. It identifies system-specific refinements of critical sequences of events described in the Operational Viewpoint.</td>
</tr>
</tbody>
</table>
2.1.3 The Open Group Architecture Framework (TOGAF)

The Open Group Architecture Framework (TOGAF) is an open source Enterprise Architecture Framework and represents a detailed method and a set of supporting tools for developing enterprise architecture [THE OPEN GROUP 2009a]. It is continuously evolved since 1995 and initially was based on Technical Architecture Framework for Information Management (TAFIM).

2.1.3.1 Architecture Framework

TOGAF is designed to support four architecture domains. A brief description of all of them is given below [THE OPEN GROUP 2009b]:

1. **Business Architecture:** Defines the business strategy, governance, organization and key business processes.

2. **Data Architecture:** Describes the structure of an organization’s local and physical data assets and data management resources.

3. **Application Architecture:** Provides a blueprint for the individual application systems to be deployed, their interactions, and their relationships to the core business processes of the organization.

4. **Technology Architecture:** Describes the logical software and hardware capabilities that are required to support the deployment of business, data, and application services. This includes IT infrastructure, middleware, networks, communications, processing, standards, etc.

TOGAF consists of the following components:

- Architecture Development Model (ADM)
- Architecture Content Framework
- Enterprise Continuum
- Architecture Capability Framework

2.1.3.1.1 Architecture Development Model

The ADM is a methodology for developing an organization-specific Enterprise Architecture that addresses business requirements and form the core of TOGAF.

The ADM consists of nine phases [THE OPEN GROUP 2009c]:

1. **Preliminary Phase:** Prepares and initiates activities required to meet the business directive for new enterprise architecture.
2. **Phase A: Architecture Vision**: Defines the scope, identifies the stakeholders and creates a comprehensive plan that addresses scheduling, resourcing, financing, communication, risks, constraints, assumptions and dependencies.

3. **Phase B: Business Architecture**: Describes the Baseline and develops Target Business Architectures, analyzes the gaps between them.

4. **Phase C: Information System Architectures**: Develops Target Architecture of the data and application systems domain.

5. **Phase D: Technology Architecture**: Create an overall target architecture which then will be implemented.

6. **Phase E: Opportunities and Solutions**: Develops an overall strategy, determining what will be bought, built and reused and how architecture will be implemented.

7. **Phase F: Migration Planning**: Creates a viable implementation and migration plan.

8. **Phase G: Implementation Governance**: Provides an architectural oversight of the implementation.

9. **Phase H: Architecture Change Management**: Manages changes to the new architecture and ensures that the architecture achieves its original target business value.

### 2.1.3.1.2 Architecture Content Framework

The Architecture Content Framework describes the outputs which are produced during executing of the ADM. “The content framework provides a structural model for architectural content that allows the major work products that an architect creates to be consistently defined, structured, and presented” [THE OPEN GROUP 2009e].

The Architecture Content Framework uses the following three categories for the description of the architectural work products [THE OPEN GROUP 2009e]:

1. **Deliverable**: A work product that is specified and reviewed by the stakeholders. Represents the output of the project or “those deliverables that are in documentation form will typically be archived at completion of a project, or transitioned into an Architecture Repository as a reference model” [THE OPEN GROUP 2009e].

2. **Artifact**: Describes the architecture from a specific viewpoint. Can be classified as a catalog, matrix or diagram.

3. **Building Block**: “Represents a (potentially re-usable) component of business, IT, or architectural capability that can be combined with other building blocks to deliver architectures and solutions” [THE OPEN GROUP 2009e].
2.1.3.1.3 Enterprise Continuum

“The simplest way of thinking of the Enterprise Continuum is as a view of the repository of all the architecture assets. It can contain architecture descriptions, models, building blocks, patterns, viewpoints, and other artifacts - that exist both within the enterprise and in the IT industry at large, which the enterprise considers to have available for the development of architectures for the enterprise” [THE OPEN GROUP 2009d].

The Enterprise continuum is the repository for all artifacts which are created while using ADM. “The enterprise architecture determines which architecture and solution artifacts an organization includes in its Architecture Repository. Re-use is a major consideration in this decision” [THE OPEN GROUP 2009d]. Therefore not only artifacts which were developed just for current enterprise architecture can be placed in and taken from the Architecture Repository, but the solution artifacts of previous architecture work can also be used.

Enterprise Continuum by itself also includes:

1. **Architecture Continuum:** “Offers a consistent way to define and understand the generic rules, representations, and relationships in an architecture, including traceability and derivation relationships (e.g., to show that an Organization-Specific Architecture is based on an industry or generic standard). Shows the relationships among foundational frameworks (such as TOGAF), common system architectures, industry architectures, and enterprise architectures. The Architecture Continuum is a useful tool to discover commonality and eliminate unnecessary redundancy” [THE OPEN GROUP 2009d].

2. **Solutions Continuum:** “Provides a consistent way to describe and understand the implementation of the assets defined in the Architecture Continuum. Defines what is available in the organizational environment as re-usable Solution Building Blocks. The Solutions Continuum addresses the commonalities and differences among the products, systems, and services of implemented systems” [THE OPEN GROUP 2009d].

2.1.3.1.4 Architecture Capability Framework

The Architecture Capability framework describes the appropriate organization structures, processes, roles, responsibilities and skills to realize the architecture capability. But it does not position itself as a “comprehensive template for operating an enterprise architecture capability” [THE OPEN GROUP 2009f].

Within the Architecture Capability Framework TOGAF requires the design of four domain architectures [THE OPEN GROUP 2009f]:

1. **Business Architecture:** Highlights the architecture governance, architecture processes, architecture organizational structure, architecture information requirements, architecture products, etc.
2. **Data Architecture**: Defines the structure of the organization's Enterprise Continuum and Architecture Repository.

3. **Application Architecture**: Specifies the functionality and/or applications services required to enable the architecture practice.

4. **Technology Architecture**: Depicts the architecture practice's infrastructure requirements and deployment in support of the architecture applications and Enterprise Continuum.

### 2.1.4 Institute of Electrical and Electronics Engineers (IEEE) 1471 Standard

IEEE 1471 is an IEEE Standard for specifying the architecture of software-intensive systems. It is also known as ANSI/IEEE 1471-200, Recommended Practice for Architectural Description of Software-Intensive Systems. It was developed to provide a foundation for architecture specification of software-intensive systems. The standard is focused on “any system in which software development and/or integration are dominant considerations (i.e., most complex systems nowadays). This includes computer-based systems ranging from individual software applications, information systems, embedded systems, software product lines and product families and systems-of-systems” [IEEE 2000]. In March 2006 IEEE 1471 was adopted by International Organization for Standardization (ISO) as an international standard and now it is known as ISO/IEC 42010:2007.

The next section describes the conceptual framework of IEEE 1471 Architectural Description (AD).

#### 2.1.4.1 Conceptual Framework

##### 2.1.4.1.1 Architectural Description

Each system has one or more stakeholders. And each stakeholder has his/her interests and concerns which are relative to the system. “Concerns are those interests which pertain to the system’s development, its operation or any other aspects that are critical or otherwise important to one or more stakeholders” [IEEE 2000].

The standard states that “every system has an architecture, in terms of its recommended practice” [IEEE 2000]. And that architecture can be recorded by an AD which is provided in Figure 11.

By IEEE 1471, AD is “a collection of products to document an architecture”. It is organized into one or more views of a system. “Each view addresses one or more of the concerns of the system stakeholders” [IEEE 2000]. In other words a view is “a representation of a whole system from the perspective of a related set of concerns” [Hilliard 2007].
Figure 11. Conceptual Model of IEEE 1471 architectural description [IEEE 2000] [fair use]

View represents a system’s architecture “with respect to a particular viewpoint” [IEEE 2000]. Where viewpoint — is “a pattern or template from which to develop individual views by establishing the purposes and audience for a view and the techniques for its creation and analysis” [IEEE 2000]. Therefore viewpoints dictate how and what corresponding views represent. Also, each view is associated with exactly one viewpoint. The reason for such mapping is in a conceptual consistency: “two views for the same viewpoint would cover the same concerns, raising consistency issues between the two views” [Hilliard 2007].

While specifying AD stakeholders should decide what concerns they have and to whom AD is addressed. After this “an architectural description selects one or more viewpoints for use” [IEEE 2000]. In such way concerns select what particular viewpoints should be used.

Each view may contain more than one architectural model which in their turn may participate in more than one view.
2.1.4.1.2 Stakeholders

Stakeholders can have different roles depending on the use of architectural descriptions. But standard evidently specifies two key roles: the acquirer (or client) and the architect. The architect develops and maintains an architecture for a system to satisfy the acquirer.

2.1.4.2 IEEE 1471 Requirements and Unresponsiveness

The AD must contain at least the following [Hilliard 2007]:

- Stakeholders and concerns
- Selection and declaration of the used viewpoints
- Architectural views, where each relates to a particular viewpoint
- All AD inconsistencies
- Architectural explanation

But the standard doesn’t care about [Hilliard 2007]:

- What format is used for AD
- The language which is used for AD
- The process of creation and evaluation of AD

2.1.5 Software Engineering Institute (SEI) Views and Beyond Approach

In 2003 Software Engineering Institute of the Carnegie Mellon School of Computer Science presented their answer to the question: “How should you document an architecture so that others can successfully use it, maintain it, and build a system from it?” – approach which was called “Views and Beyond” (V&B) [Clements et al 2003].

2.1.5.1 Core Concepts

View is one of the core concepts of V&B approach. View is “a representation of a set of system elements and relationships among them” [Clements et al 2003]. It is not stated how many views should be specified. On the contrary, the authors advocate that you can create as many views as you need. The number of views should depend on the goals.

This philosophy leads to the fundamental principle of V&B approach:

“Documenting an architecture is a matter of documenting the relevant views, and then adding documentation that applies to more than one view” [Clements et al 2003].

Clements et al suggest including the next documentation for each view:

- a primary representation that shows the primary elements
- an explanation and definition of each element, which is included in view, and their properties
the elements interface specification and the behavior description
rationale and design information

Viewtype is the second core concept. While there is no restriction on how many views should be created, V&B approach has only three viewtypes. And each view falls into one of the next categories:

- the module viewtype – describes how the system should be structured as a set of system’s principal units
- the component-and-connector (C&C) viewtype – describes system’s unit of execution, i.e. what is the structure of interacting runtime elements
- the allocation viewtype – specifies how relationships between a system’s software and its development and execution environments should be documented

Style is the third and the last core concept of the V&B approach. “Style is described as a set of element and relation types, together with a set of constraints on how they can be used” [Clements et al 2003]. Style is a viewtype specialization that represents repeated patterns which are independent from any particular system.

2.1.5.2 Documenting Software Architecture

The second part of the V&B approach describes how all selected views should be specified and tied together to provide the complete picture of the architecture. Along with different suggestions, such as “how to document system behavior?”, a short guideline of how views for the architecture description should be chosen is provided. The guideline consists of the following three steps:

1. Make a table with stakeholders and views and specify how much information each stakeholder needs for each view
2. Reduce the number of views by removing unnecessary view and combining those views which has similarities
3. Prioritize the order of views creation

The authors also provide the template for documenting software architecture using V&B approach.

2.2 Tools

This section describes some of the enterprise architecture tools that are used by major commercial companies and government agencies in the software based architecting processes.
2.2.1 **Telelogic System Architect**

Telelogic System Architect is a software based solution that works in five key domains [IBM 2010]:

- Strategy
- Business
- Information
- Systems
- Technology

It is very famous in enterprise architect community for its ability to analyze, visualize and communicate organization’s enterprise architectures and business process analysis [IBM 2010]. System Architect supports all most important and commonly used Enterprise Architecture Frameworks: Zachman, TOGAF, DoDAF, etc.

System Architect is very useful when used with DoDAF. It provides comprehensive support for all DoDAF Views and Models. It also helps to automate the process and reuse the data as much as possible. For example, if you have already created one DoDAF view and some data of this view can be reused in another DoDAF view, System Architect will reuse it and build another view automatically.

All modeling notations of TOGAF are also supported. Moreover, System Architect helps to understand what will be affected if you make some changes by providing corresponding graphics and indicating the results on your diagrams and matrices [IBM 2010].

System Architect provides simulation capabilities but only for various business process diagrams. It does not provide such capabilities for system architecture diagrams.

But nevertheless it is one of the best solutions which should be used when you are working with enterprise architecture frameworks which were mentioned above.

2.2.2 **Metastorm ProVision**

Metastorm ProVision is another software based solution for enterprise architecting that “enables you to model, visualize and improve your entire enterprise – resulting in a thorough understanding of the cause-effect relationships between business strategy, business processes and the system and technology that support them” [Metastorm 2008]. It positions itself as an end-to-end solution for Enterprise Architecture and Business Process Analysis.

Metastorm ProVision also supports the main Enterprise Architecture frameworks and business modeling languages, such as Zachman, TOGAF, DoDAF, UML, BPMN-BPEL. The same as System Architect, Metastorm ProVision helps you to simplify the knowledge reuse and exchange by providing online collaboration servers and repositories.
It also provides the possibility of simulation, but only for business process scenarios too. It provides Monte Carlo and discrete event simulators [Metastorm 2008].

The distinct feature of Metastorm Provision is that it is very customizable. Along with enterprise frameworks and modeling languages that are already included, it allows creating your own personalized framework or modeling language.
CHAPTER 3: THE PROPOSED CONCEPTUAL FRAMEWORK

In this chapter we describe the important concepts and elements of the proposed conceptual framework. The elements can be grouped in two categories: static structure and dynamic structure. Static structure presents static view of the architecture, whereas dynamic structure presents dynamic constituent of the conceptual framework.

3.1 Static Structure

Elements of static structure represent the static view of system architecture. By one of the definitions the architecture is [IEEE 2000]:

“The fundamental organization of a system, embodied in its components, their relationships to each other and the environment, and the principles governing its design and evolution”.

In our conceptual framework we propose to use the following components, i.e. a set of building blocks which can be used for developing network-centric architectures:

- Component
- Connection
- Service

These elements are described below.

3.1.1 Component

3.1.1.1 Overview

Typical network-centric system consists of a set of elements that are:

- Independent, and
- Communicated over the network.

These properties are the main difference between monolithic and network-centric software systems. Moreover, most often the elements of the network-centric systems are developed independently and systems emerge only through the interaction of their elements.

3.1.1.2 Defining a component

Components are making up the system being architected. The question is that: how to identify those components and what attributes do the components have.

In our conceptual framework we propose to use top-down approach. By this approach, first, top components should be identified. Further, these components can be decomposed into other components. If component is decomposed, it is called deep, otherwise it is called shallow.
Such component decomposition approach is very similar to modular programming where each module is independent and represents a single unit of functionality. In other words modular and our approaches possess loose coupling and high cohesion properties.

The component should satisfy the following four criteria [Dhanji 2009]:

- Whole – a component is a complete unit of responsibility. With respect to an architecting system, this means that components can be picked up and dropped in as needed.
- Independence – component does not have dependencies on other components to perform its core function. Apart from some common components, a component can be architected, designed, developed and tested independently.
- Contractually – a component conforms to well-defined behavior and can be relied on to behave as expected under all circumstances.
- Separate – a component is not invasive of collaborators, and thus it is a discrete unit of functionality.

If any component violates any of these criteria, such component should be divided into two or more components to satisfy them. After components on a particular level of decomposition have been defined, each of them can be decomposed further. Figure 12 shows the example of such decomposition.

![Figure 12. Components decomposition](image)

We believe that such approach enforces an architect to maintain the important fundamentals which should “never go out of style” [Booch 2009]:

- Crisp abstraction
- Clear separation of concerns
- Balanced distribution of responsibilities
- Simplicity
3.1.1.3 Component properties

Table 3 contains the summary of component properties.

<table>
<thead>
<tr>
<th>Property Name</th>
<th>Property Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Component’s name which reflects its functionality.</td>
</tr>
<tr>
<td>Description</td>
<td>Component’s description.</td>
</tr>
<tr>
<td>Services provided</td>
<td>List of services which current component provides.</td>
</tr>
<tr>
<td>Services requested</td>
<td>List of services other components provide and which current component uses.</td>
</tr>
</tbody>
</table>

If component is deep, i.e. it is decomposed, then for each subcomponent of this decomposed component, “services requested” property can contain only services which are defined in the “services requested” property of the decomposed component or which are defined in the “services provided” property of the decomposed component or its subcomponents.

At the same time “services provided” property of each subcomponent of the decomposed component can contain only services which are defined in the “services provided” property of the decomposed component.

And you can see that the decomposition stops when you come to the point when each component provides only one service. Figure 13 shows the example of components properties.

On the top level there are two components, “component 1” and “component 2”. “Component 1” provides “service 3” and “service 4” services and requests “service 1” and “service 2” services. “Component 1” is decomposed to “component 3” and “component 4”. “Component 3” can only provide services which are listed in the “services provided” property of “component 1”. Therefore, “component 3” provides, for example, “service 3” service. The same situation is with “services requested” property, thus “component 3” requests “service 1” and “service 2” services. “Component 4” provides “service 4” and requests “service 1”. As each of the components: “component 3” and “component 4”, provides only one service, then decomposition of these components is finished.

“Component 2” provides “service 1” and “service 2” services and does not request any services. As “component 2” is decomposed to “component 5” and “component 6”, then “component 5” provides “service 1” service and “component 6” provides “service 2” service. As “component 2” does not request any services, then “component 5” and “component 6” also cannot request any services. “Component 5” and “component 6” provide only one service each, therefore decomposition for these components is also finished.
3.1.2 Connection

3.1.2.1 Defining a connection

Network-centric software systems are distributed by their nature and very intensively rely on network communication. In our conceptual framework “connection” element represents interaction between components. Figure 14 shows the example of using “connection” element.

In Figure 14 “component 1” interacts with “component 2” and “component 3”. Therefore there are connection elements between “component 1” and “component 2”, and “component 1” and “component 3”. “Component 2” also interacts with “component 1”. Thus there is another one connection element which connects them.

Figure 13. Example of components properties

Figure 14. Example of connected components
3.1.2.2 Connection properties

“While interactions may be as simple as procedure calls, often they represent more complex forms of communication and coordination” [Monroe 1997]. We believe that the following properties of components interactions are the most important and should be presented in software architecture specifications:

- protocol name
- types of communication

Table 4 describes all connection properties in detail.

Table 4. Summary of connection properties

<table>
<thead>
<tr>
<th>Property Name</th>
<th>Property Description</th>
<th>Property Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol Name</td>
<td>Name of a protocol to be used for components interaction</td>
<td>HTTP, SOAP, etc.</td>
</tr>
<tr>
<td>Types of Communication</td>
<td>Types of communication which is used to communicate between components</td>
<td>A combination of Request, Response or Notification values.</td>
</tr>
</tbody>
</table>

“Types of communication” property defines how two components interact with each other. When one component interacts with another one it can send request. And after request has been sent, it would or would not expect response. In the first case there will be request-response interaction and component which sends request expects to get response. This is the most common way of components interaction. In the second case component just sends notification and does not expect any response from the components. Figure 15 shows example which explains such behavior.

![Figure 15. Example of components connection properties](image-url)
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In Figure 15 “component 1” interacts with “component 2”. And we can see that there is one connection between “component 1” and “component 2” with “types of communication” property which contains “request” and another connection from “component 2” to “component 1” with “types of communication” property which contains “response”. We can also see the connection between “component 1” and “component 3” with “types of communication” property which contains “notification”, i.e. “component 1” sends only notifications to “component 3” and does not expect any responses. But we also can see that “component 1” interacts with “component 4”. And one connection has “types of communication” property which contains “request” and “notification”, and another connection has “types of communication” property which contains “response”.

As it was said, request-response type of interaction is the most common way of components interaction. And if you start to show such type of interactions as two different interactions (one for request and one for response), it will make lots of excessiveness. Therefore we can state that if one component interacts with another component and sends requests to it, it will expect to receive responses. That is why we can show only interactions between the components which have such “type of interaction” as “request”, request and notification or just notification. Moreover, we can also skip the label of connection element if its type is only “request”. With such modifications representation of components interaction properties which are described in Figure 15 can be changed.

Figure 16 represents the updated view of components connection properties.
3.1.3 Service

3.1.3.1 Defining a service

Similar to components, services are fundamental “building blocks that allow architects to organize capabilities in ways familiar to them” [Microsoft 2004].

Capabilities are another very broad and important research topic. There is still no consensus about its definition and how capabilities should be defined. [Ravichandar 2008] defines capabilities in the next way:

“Capabilities embody the software engineering characteristics of high cohesion, minimal coupling and balanced abstraction levels. By incorporating such desirable attributes in a phase that even precedes the formalization of requirements, the capability engineering process influences the structure of the system to be developed.”

In network-centric systems component capabilities are delivered and consumed as services. Services should not be associated with web-services in SOA. The primary goal of a service is to represent a “natural” step of business functionality. That is, according to the domain for which it’s provided, a service should represent a self-contained functionality that corresponds to a real-world business activity [Josuttis 2007].

Although services are presented as properties of components, not as separate elements, they are still an essential part of the conceptual framework.

3.1.3.2 Open system paradigm

In our conceptual framework we propose to use open system paradigm [Balci 2009a]. It means that if any service is defined, i.e. listed in the “services provided” property of a component, then it is assumed that this service is “visible” and accessible for any other components – can be listed in the “services requested” property of a component which uses this service. Figure 17 presents example of components and services which use open system paradigm.

![Figure 17. Components and services are defined using open system paradigm](image-url)
In Figure 17 there are two components which interact with each other: “component 1” and “component 2”. “Component 1” is decomposed to “component 3” and “component 4”. “Component 3” provides one service: “service 1”. “Component 4” also provides one service: “service 2”. As “component 1” is decomposed to “component 3” and “component 4” and they correspondingly provide “service 1” and “service 2”, “component 1” contains those services in “services provided” property. Therefore “component 2” can use and uses these services and that is why they are listed in the “services requested” property of “component 2” component.

3.2 Dynamic Structure

Elements of dynamic structure represent the dynamic behavior of system architecture. Network-centric software systems “focus substantially on their communication elements” [Chigani, Arthur, and Bohner 2007] therefore dynamic structure elements of the conceptual framework show how these communication elements interact with each other.

3.2.1 Message

3.2.1.1 Defining a message

Message element is the only element of the dynamic structure group. It represents a single action of communication between connected components. By single action of communication we mean a remote procedure call or invocation, message passing, etc.

Message element is not used in the architecture specification directly. It can be used to visualize the interaction between the components. After message has been generated it travels from one component to another, until it reaches final component or service. Besides, if component is decomposed, i.e. deep, moving message drops into it and travels inside decomposed component, until it reaches its destination.

It can happen that when message is sent and then reached its destination, for example “service 1”, “service 1” needs to communicate with another service to accomplish its goals, for example, “service 2”. In that case another message is generated and sent from “service 1” to “service 2”.

3.2.1.2 Message properties

Message element has a type property which can be one of the next values:

- request
- response
- notification

There can be two ways of communication between components:

- component which has sent request and expects response
- component which has sent request and does not expect response
In the first case message can be sent as request or response, i.e. its type property is correspondingly “request” or “response”. Message is sent as request when one service uses one of the services of another component and expects response from it. After message has been received, receiving service needs to send response. In that case, message with type property “response” is sent.

In the second case message can be sent as notification. It happens when service sends message to another component and does not expect response from it.

We can notice that message element is tightly related to connection element, i.e. messages “type” property is the same as connections “types of communication” property. And it is reasonable, because message elements can travel from one component to another component only if messages type property value is contained in the “types of communication” property value of connection element which connects these two components. For example, message with type “notification” cannot use connection which does not contain “notification” in its “types of communication” property to travel from one component to another one.
CHAPTER 4: EVALUATION OF THE CONCEPTUAL FRAMEWORK

This chapter presents the evaluation of the conceptual framework which was described in Chapter 3. Here we evaluate the applicability of the described Conceptual Framework and provide half a dozen examples of using Conceptual Framework for specifying network-centric system architectures. Also, for each example, we provide simulation models which were built based on the described system architecture specifications.

4.1 The Process of Creating System Architecture Specification and Simulation Model

Before we present examples of network-centric system architecture specifications, we need to describe the process of creating system architecture specification and its transformation to the simulation model.

Figure 18 shows such process.

At the beginning we have a problem. Then, using some architecture specification tool we create architecture specification. After that, some generator uses this specification to automatically build simulation model. But nowadays, there is no such generator which can get an architecture specification and build a simulation model from it.

In this chapter, to evaluate the applicability of the proposed Conceptual Framework, we have built architecture specification using Conceptual Framework manually. Moreover, we have built architecture specification using HTML [W3C 1999] and JavaScript programming language. Then, for each example we manually created the simulation model, also using proposed Conceptual Framework.
Simulation model is built in the Visual Simulation Environment (VSE) [Orca Computer 2002] program which allows to build manually simulation models of different complexity and to specify programmatically its behavior.

4.2 Examples

In this section we present examples of using Conceptual Framework for creating system architecture specifications and simulation models of network-centric system architectures. The process of creating architecture specifications is the same for each example and the figures of all examples are detailed and self-explanatory. Therefore only the first example is described in detail, while for other examples only figures and short explanations are provided.

4.2.1 Online Banking System

4.2.1.1 Overview

This example describes Online Banking System which provides web access for its users and uses services to communicate with other external devices, for example, ATMs. This example describes SOA of online banking system which allows bank customers to have access to their bank accounts from any place in the world where they have internet connections and allows employees to serve clients using web access.

To sum up, online banking system:

- provides web access to bank customers
- provides web access to bank employees
- supports ATM access to the system

4.2.1.2 System Architecture Specification

Figure 19 presents the top view of the Online Banking System architecture specification. You can see four components there:

- Main Bank
- ATM
- Client
- Clerk

Client and Clerk communicate with Main Bank and each of them sends only requests. In the same time ATM communicates with Main Bank and sends requests and notifications.

Each component has a description which contains name, description, services provided and services requested fields. And each of these fields provides corresponding information.
Figure 19. Top view of the Online Banking System architecture specification

Figure 20 shows specification of the ATM component. We can see that “Application Interface” component sends only requests and “Status Component” component sends only notifications. We can also see that both components do not provide any services and request services of the Main Bank component.
Figure 20. Specification of the ATM component

Figure 21 provides specification of the Main Bank component. In some cases it is very inconvenient to show a lot of information in one place. And specification of the Main Bank component is exactly such case. It is decomposed further on four components and such decomposition is represented as a mind map. Using mind maps not only in standalone applications but also in a web environment can simplify the information perception.

Figure 21. Specification of the Main Bank component

Main Bank component specification shows that Main Bank is decomposed on four components:

- Account Services
- Notification Services
- Access Services
- Data Services
Figure 22 provides specification of the Account Services component.

![Diagram of Online Banking System]

**Figure 22. Specification of the Account Services component**

We can see that some components of the Account Services component provide more than one service, therefore these components are decomposed further.

Next three figures provide specification of the User Management Services, Account Services and Transaction Services components.

![Diagram of Online Banking System]

**Figure 23. Specification of the User Management Services component**
### Online Banking System

**Main Page** -> **Main Bank** -> **Account Services** -> **Account Services**

<table>
<thead>
<tr>
<th>Open Account</th>
<th>Close Account</th>
<th>Check Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description</strong></td>
<td>Provides service for opening account</td>
<td>Provides service for closing account</td>
</tr>
<tr>
<td><strong>Services provided</strong></td>
<td>Open Account</td>
<td>Close Account</td>
</tr>
<tr>
<td><strong>Services requested</strong></td>
<td>Deposit</td>
<td>Withdraw</td>
</tr>
<tr>
<td><strong>Description</strong></td>
<td></td>
<td>Save Data</td>
</tr>
<tr>
<td><strong>Services provided</strong></td>
<td></td>
<td>Load Data</td>
</tr>
<tr>
<td><strong>Services requested</strong></td>
<td></td>
<td>Save Log</td>
</tr>
<tr>
<td><strong>Description</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 24. Specification of the Account Services component**

---

### Online Banking System

**Main Page** -> **Main Bank** -> **Account Services** -> **Transaction Services**

<table>
<thead>
<tr>
<th>Deposit</th>
<th>Withdraw</th>
<th>Wire Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description</strong></td>
<td>Provides service to make deposit</td>
<td>Provides service to withdraw money from account</td>
</tr>
<tr>
<td><strong>Services provided</strong></td>
<td>Deposit</td>
<td>Withdraw</td>
</tr>
<tr>
<td><strong>Services requested</strong></td>
<td>Save Data</td>
<td>Withdraw</td>
</tr>
<tr>
<td><strong>Description</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Services provided</strong></td>
<td></td>
<td>Save Data</td>
</tr>
<tr>
<td><strong>Services requested</strong></td>
<td></td>
<td>Load Data</td>
</tr>
<tr>
<td><strong>Description</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 25. Specification of the Transaction Services component**
Figure 26 provides specification of the Notification Services component which contains only one subcomponent.

Figure 26. Specification of the Notification Services component

Figure 27 provides specification of the Access Services component.

Figure 27. Specification of the Access Services component
We can see that User Application Interface, Clerk Application Interface and External ESB components are accessed outside. You can see it by arrows which come to them. Moreover, External ESB gets not only requests, but also it gets notifications. These three components are the access points for users of the Online Banking System (User Application Interface and Clerk Application Interface components) and external devices (External ESB component).

Figure 28 provides specification of the Data Services component. One of the components is also decomposed and its specification is presented in Figure 29.
4.2.1.3 Simulation Model

After architecture specification has been described, we can present the simulation model. As it was said before, simulation model was made manually and was prepared in VSE program. You can find many similarities between simulation model and architecture specification.

Figure 30 provides top view of the simulation model of Online Banking System. You can see four main components there:

- Main Bank
- ATM
- Clerk
- User

![Figure 30. Top view of the simulation model of Online Banking System in VSE](image)

Figure 31 shows ATM component decomposition.

![Figure 31. ATM component view in VSE](image)
Figure 32 presents Main Bank in VSE.

In Figure 32 you can see all sub components of the Main Bank component and communications between them. Figure 33 and Figure 34 present correspondingly views of decomposed User Application Interface and Clerk Application Interface components in VSE.

Figure 32. Main Bank view in VSE

Figure 33. User Application Interface component view in VSE

Figure 34. Clerk Application Interface component view in VSE
Account Services component view is presented in Figure 35. You can see there all services of Account Services component which were specified in the system architecture specification described earlier.

Figure 35. Account Services component view in VSE

Figure 36 shows Transaction Services component view in VSE.

Figure 36. Transaction Services component view in VSE
The following three figures present Data Services view in VSE.

Figure 37. Data Services component view in VSE

Figure 38. Data Services sub component view in VSE

Figure 39. Logging Services component view in VSE
The last two figures show the Notification Services and User Management Services components views.

Figure 40. Notification Services component view in VSE

Figure 41. User Management Services component view in VSE

4.2.1.4 Simulation Model in Action

Here we want to present some figures which show how simulation model works. Figure 42 presents top view of the Online Banking System while running simulation model in VSE. You can see three types of messages there:

- Requests
- Responses
- Notifications

Requests are highlighted in blue, responses - in purple and notifications – in green.
Figure 42. Top view of Online Banking System during running simulation model in VSE

Figure 43. Main Bank view of Online Banking System during running simulation model in VSE

Figure 44. User Application Interface view of Online Banking System during running simulation model in VSE
4.2.2 **Online Learning Environment**

4.2.2.1 **Overview**

“An Online Learning Environment (OLE) is an integrated set of software tools that are accessible through a computer-based network and is used for delivering courses entirely on the world wide web (online), or enhancing traditional face-to-face (i.e. classroom based) courses” [Alpergin 2007].

The OLE system architecture specification, which is presented here, is based on the description of [Alpergin 2007].

4.2.2.2 **System Architecture Specification**

Figures of this section present OLE system architecture specification. Figure 45 shows the top view of the OLE architecture specification.

![Online Learning Environment](image)

**Figure 45. Top view of the OLE architecture specification**
Client’s laptop and client’s PDA components do not provide any services. Therefore they are not decomposed. Figure 46 provides the specification of the Online Learning Environment component.

Figure 46. Specification of the OLE component

Application Services component provides many services. That is why Figure 47 shows the decomposition of the Application Services component which is presented as a mind map.

Figure 47. Specification of the Application Services component
The following figures provide specifications of all components of Application Services component.

Figure 48. Specification of the Home Services component

Figure 49. Specification of the Collaboration Services component
Figure 50. Specification of the Class Services component

Figure 51. Specification of the Learning Tools Services component
The last two figures provide specifications of Mobile Services and Pure Web Services components.

**Online Learning Environment**

```
Main page -> Online Learning Environment -> Mobile Services
```

**Description**
Provides service that acts as a bridge between mobile devices and other services

**Services provided**
Mobile Information Service

**Services requested**
none

**Figure 52. Specification of the Mobile Services component**

```
Online Learning Environment
Main page -> Online Learning Environment -> Pure Web Services
```

**Description**
Provides service for text based messaging

**Services provided**
Messaging Service

**Services requested**
Data Services

**Description**
Provides service that lets user know about activities of others that might be interesting for him/her

**Services provided**
Context-Awareness Service

**Services requested**
Data Services

**Figure 53. Specification of the Pure Web Services component**
4.2.2.3 Simulation Model

Figure 54 shows the top view of the simulation model of OLE in VSE.

Figure 54. Top view of the simulation model of OLE in VSE

The next figure shows the view of the decomposed Online Learning Environment component.

Figure 55. Online Learning Environment view in VSE
Application Services component view and all its subcomponents views are shown in the following four figures.

Figure 56. Application Services component view in VSE

Figure 57. Collaboration Services component view in VSE

Figure 58. Class Services component view in VSE
The last two figures present views of Mobile Services and Pure Web Services components.

Figure 59. Learning Tools Services component view in VSE

Figure 60. Mobile Services component view in VSE

Figure 61. Pure Web Services component view in VSE
4.2.3 **E-Commerce System**

4.2.3.1 **Overview**

The example in this section describes E-Commerce System which represents a network-centric application and allows users to buy products online. The described system uses external providers for shopping cart, payment and delivery services.

The following two sections provide figures of the system architecture specification and the simulation model of the E-Commerce System.

4.2.3.2 **System Architecture Specification**

![Figure 62. Top view of the E-Commerce System architecture specification](image-url)
Figure 63. Specification of the E-Commerce System component

Figure 64. Specification of the Account Services component
Figure 65. Specification of the Product Services component

Figure 66. Specification of the Payment component
Figure 67. Specification of the Shopping Cart component

Figure 68. Specification of the Delivery component
4.2.3.3 Simulation Model

Figure 69. Top view of the simulation model of E-Commerce System in VSE

Figure 70. E-Commerce component view in VCE
Figure 71. Application Interface component view in VCE

Figure 72. Account Services component view in VCE

Figure 73. Product Services component view in VCE
Figure 74. Payment component view in VCE

Figure 75. Shopping Cart component view in VCE

Figure 76. Delivery component view in VCE
4.2.4 Research station

4.2.4.1 Overview
This example describes Research Station System. Research Station System is a family of systems which can be used to automate different procedures of collecting data for research labs and organizations. In this example information is collected from air, using airplanes, and from sea using ships. All communication goes with the help of satellites.

The next two sections provide figures of the system architecture specification and the simulation model of the Research Station System.

4.2.4.2 System Architecture Specification

Figure 77. Top view of the Research Station architecture specification
Figure 78. Specification of the Research Station component

Figure 79. Specification of the Antenna component
Figure 80. Specification of the Satellite component

Figure 81. Specification of the Airplane component
4.2.4.3 Simulation Model

Figure 83. Top view of the simulation model of Research Station in VSE
Figure 84. Research Station component view in VSE

Figure 85. Antenna component view in VSE

Figure 86. Satellite component view in VSE
Figure 87. Ship component view in VSE

Figure 88. Airplane component view in VSE
4.2.5 Travel Reservation System

4.2.5.1 Overview

Travel Reservation System is a family of systems which allows customers to plan their trips, purchase flights, make room reservations and rent cars. All these operations can be done online.

The next two sections provide figures of the system architecture specification and the simulation model of the Travel Reservation System.

4.2.5.2 System Architecture Specification

Figure 89. Top view of the Travel Reservation System architecture specification
Figure 90. Specification of the Travel Reservation System component

Figure 91. Specification of the Account Services component
Figure 92. Specification of the Reservation Services component

Figure 93. Specification of the Airline Companies component
Figure 94. Specification of the Car Rental Companies component

Figure 95. Specification of the Hotels component
4.2.5.3 Simulation Model

Figure 96. Top view of the simulation model of Travel Reservation System in VSE

Figure 97. Travel Reservation System view in VSE
Figure 98. Application Interface component view in VSE

Figure 99. Account Services component view in VSE

Figure 100. Reservation Services component view in VSE

Figure 101. Airline Companies component view in VSE
Figure 102. Hotels component view in VSE

Figure 103. Car Rental Companies component view in VSE
4.2.6 Logistic Information Management System

4.2.6.1 Overview

Logistic Information Management System is a family of systems which allows customers and managers to plan shipping operations using transportation companies and storages. Users and managers of the system can access it through the network.

The following two sections provide figures of the system architecture specification and the simulation model of the Logistic Information Management System.

4.2.6.2 System Architecture Specification

Figure 104. Top view of the Logistic Information Management System architecture specification
Figure 105. Specification of the Logistic Offices component
Figure 106. Specification of the Shippers component

Figure 107. Specification of the Storages component
4.2.6.3 Simulation Model

Figure 108. Top view of the simulation model of Logistic Information Management System in VSE

Figure 109. Logistic Offices component view in VSE
Figure 110. Shippers component view in VSE

Figure 111. Storages component view in VSE
CHAPTER 5: CONCLUSIONS AND FUTURE RESEARCH

5.1 Conclusions

This thesis presents a CF for specifying the architecture of a network-centric software-based system of systems. The CF provides the beginning part of a larger research effort. The main goal of the overall research is to employ the automation-based software paradigm and to automatically generate a visual simulation model of a system architecture, with which experiments can be conducted to assess the dynamic characteristics of that architecture.

The developed CF enables the automatic generation of a visual simulation model representing a system architecture. It is based on such well-recognized ideas as separation of concerns, top-down approach and open system paradigm. The elements of the CF are grouped in two categories: static structure and dynamic structure. Static structure group contains the following elements:

- Component
- Connection
- Service

And dynamic structure group contains only one element: Message.

The elements of the static structure group are used to create the static representation of the network-centric system architecture specifications. Component element should satisfy the next four criteria:

- Be as a whole and complete unit of responsibility
- Minimize the dependency on other components to perform its core function
- Should have a well-defined behavior
- Should represent a separate unit of functionality

Top-down approach is used for defying component elements. Connection element is used to specify the interaction between the component elements. And service element represents business functionality which is provided by component.

Message element of the dynamic structure group constitutes the elements of the static structure group to be used in visual simulation of specified system architecture. During simulation process message element represents a single action of communication between the components, i.e. a remote procedure call or invocation, message passing etc.

The proposed Conceptual Framework was specified to be as simple as possible, counting on easy extensibility and applicability with other enterprise architecture frameworks.
5.2 Contributions

Two major contributions of the research described herein include:

1. A Conceptual Framework for specifying the architecture of a network-centric software-based system of systems. The traditional use of diagrams and graphical images for network-centric software-based architecture specification does not provide the required level of support. Each diagram is two-dimensional static graphical and textual representations that do not reveal the dynamic characteristics of a system architecture. The conceptual framework, developed in the research described herein, enables the automatic generation of a visual simulation model representing a system architecture.

2. The applicability of the Conceptual Framework was evaluated. The proposed CF is evaluated in half a dozen case studies to demonstrate that it provides the necessary elements for automatic generation of a simulation model as the description of a complex system of systems architecture.

5.3 Future Research

The developed CF provides the beginning part of a larger research effort. The main goal of the overall research is to employ the automation-based software paradigm and to automatically generate a visual simulation model of a system architecture, with which experiments can be conducted to assess the dynamic characteristics of that architecture.

The CF can also be extended for specification of dynamic network-centric system architectures, i.e. system architectures which evolve during runtime.
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