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Chapter 1

Introduction

The purpose of this thesis is to develop a new finite element (FE) space as a tool for solving both forward and inverse interface problems involving the following ordinary differential equation (ODE):

\[(B(x)w''(x))'' = f(x)\]  

(1.1)

together with a certain boundary condition, say:

\[w(0) = b_1, w'(0) = b_2, w(1) = b_3, w'(1) = b_4,\]

(1.2)
on a domain \(x \in \Omega = (0, 1)\) that contains an interface \(\alpha\) separating \(\Omega\) into two sub-domains \(\Omega_1 = (0, \alpha)\) and \(\Omega_2 = (\alpha, 1)\) such that \(\Omega = \Omega_1 \cup \{\alpha\} \cup \Omega_2\). The coefficient function \(B\) is piecewise defined by

\[B(x) = \begin{cases} 
B^- & \text{if } x < \alpha, \\
B^+ & \text{if } \alpha < x 
\end{cases}\]

(1.3)

with \(B^+\) and \(B^-\) greater than 0. In addition, we impose the rigid connection condition at the interface \(\alpha\) as follows:

\[w(\alpha^-) = w(\alpha^+), \quad \text{continuity in the deflection,}\]
\[w'(\alpha^-) = w'(\alpha^+), \quad \text{continuity in the bending angle,}\]
\[B(\alpha^-)w''(\alpha^-) = B(\alpha^+)w''(\alpha^+), \quad \text{continuity of the bending moment,}\]
\[(B(\alpha^-)w''(\alpha^-))' = (B(\alpha^+)w''(\alpha^+))', \quad \text{continuity of the shear.}\]

(1.4)

Here the right-handed and left-handed limits of a given function \(g\) at the interface are defined as follows:

\[g(\alpha^-) \equiv \lim_{x \to \alpha^-} g(x),\]
\[g(\alpha^+) \equiv \lim_{x \to \alpha^+} g(x).\]
The so called interface problem is to solve for \( w(x) \) from (1.1), (1.2) and (1.4), which arises from a well known application: namely, the Euler-Bernoulli beam. We will give a derivation of the differential equation for Euler-Bernoulli beam with its physical meaning in the Chapter 2.

A typical forward problem associated with (1.1) is:

**Problem (F):** Given the coefficient \( B \) and the forcing function \( f \), together with the boundary conditions (1.2) and the interface condition (1.4), determine \( w \).

On the other hand, the inverse problem associated with (1.1) considered in this thesis is:

**Problem (I):** Determine the interface location \( \alpha \) based upon some expectation about the solution \( w \) to the forward problem. Specifically, we will consider the problem of determining \( \alpha \) assuming that \( B(1)w''(1) = \gamma \) is given.

The purpose of this thesis, in particular, is to develop an immersed finite element (IFE) space that can be used together with a mesh independent of the interface to efficiently solve the inverse interface problems associated with (1.1). However, before we go on to develop this IFE space, we first look at an application involving interface.

Suppose we want to construct a composite beam formed by two shorter beams, each of which is made from a different material. For simplicity, let us assume that the length of the shorter beams are over the domain \( \Omega_1 \) and \( \Omega_2 \), and the joint point is \( \alpha \), so that the length of the composite beam is over the domain \( \Omega = \Omega_1 \cup \{\alpha\} \cup \Omega_2 = (0,1) \). In addition, we assume that the Young’s Modulus, \( E \), and the moment of inertia, \( I \), in each shorter beam is given such that \( B_1 = E_1I_1 \) and \( B_2 = E_2I_2 \) corresponding to each of the shorter beam remains as a constant. Moreover, the bending moment at right end of the composite beam is required to be equal to or as close to a given amount, say \( \gamma \) (foot-lbs or Newton-meters), as possible. In addition, the two shorter beams are to be connected at the interface \( \alpha \) with the rigid connection conditions defined in (1.4). With these criteria enforced, the remaining variable that would give a variation to the bending moment at the right end of the beam is the joining position \( \alpha \).

Here, we let \( w(\eta, \alpha) \) be the deformation of the beam at the location \( \eta \), and the parameter \( \alpha \) is the position of the interface. Then the bending moment of the beam is given by \( B(\eta)w''(\eta, \alpha) \). Let \( g(\alpha) = B(1)w''(1, \alpha) \). Then, we can see that different \( \alpha \) values will result in different bending moment responses at \( \eta = 1 \).

Since the position of the joint is the only variable remaining that would give a variation of the bending moment at the right end, the above beam design problem leads to the following inverse problem of the beam equation:
Inverse Problem: find all $\alpha^* \in \Omega$ such that
\[ g(\alpha^*) = \gamma, \] (1.5)
for a prescribed bending moment requirement $\gamma$, if possible; otherwise, find $\alpha^*$ such that
\[ |g(\alpha^*) - \gamma|^2 \leq |g(\alpha) - \gamma|^2, \quad \forall \alpha \in \Omega. \] (1.6)

Now, we discuss in general how to solve this inverse problem. First, let us assume that the condition (1.5) holds. We note that the curve of $g(\alpha)$ for $\alpha \in \Omega$ may meet the line $y = \gamma$ at multiple points, and each of these points is a solution to the inverse problem. Hence, we need to develop a procedure that can determine these locations. Since the condition (1.5) holds, we know that
\[ \gamma \in \left[ \min_{\alpha \in \Omega} g(\alpha), \max_{\alpha \in \Omega} g(\alpha) \right]. \] (1.7)

Without lost of generality, let us assume that $g(\kappa_1)$ gives the max($g(\alpha)$) and $g(\kappa_2)$ gives the min($g(\alpha)$) where $\kappa_1 \leq \kappa_2$ and $\kappa_1, \kappa_2 \in \Omega$. To find a solution of the inverse problem, let us first define a function $J$ such that $J : \Omega \rightarrow \mathbb{R}$ as follows:
\[ J(x) = g(x) - \gamma. \]

Thus, from the assumption that $g$ is a continuous function, we have $J$ being a continuous function. Then by the intermediate value theorem, we know that $J$ has at least one root in the interval $[\kappa_1, \kappa_2]$; moreover, roots of $J$ are solutions to (1.5). To find a root of $J$, we can apply an iterative method such as the bisection method on $J$ with the initial interval of $[\kappa_1, \kappa_2]$. Note: a root of $J$ is guaranteed to be found when using the bisection method with the starting interval $[\kappa_1, \kappa_2]$. Thus, a solution to (1.5) can be obtained.

However, if we want to find all of the solutions to (1.5), besides using the assumption in (1.7), we will make an additional assumption: $g$ has a finite number of local extremes. So let us suppose that these two assumptions hold; we now want to determine all the solutions to the inverse problem.

Since $g$ maps from $\Omega$ to $\mathbb{R}$, from calculus, we know that the function $g$ changes from increasing to decreasing or went from decreasing to increasing at local extremes. So we will first sample $g$ at a partition $p = \{0, h, 2h, \ldots, nh = 1\}$, where $h$ is the step size. Now, let us define a function $H$ as follows:
\[ H(i) = (g(i \ast h) - g((i - 1)h)) (g((i + 1)h) - g(i \ast h)) \text{ for } i = 1, 2, \ldots, n - 1. \]

Then if $H(i) \leq 0$, we know that there exists a local extremum in the interval $[(i + 1)h, (i - 1)h]$. However, depending on the partition $p$, the condition $H(i) > 0$ does not guarantee that there
are no local extrema in the interval \([(i + 1)h, (i - 1)h]\).

After we obtain the intervals that contain the local extremes of \(g(\alpha)\), we can take these intervals and apply the golden section (golden ratio) search algorithm \([15, 19]\) to locate the positions of local maxima or local minima of \(g(\alpha)\) in these intervals. In general, the golden search algorithm find the positions such that the absolute minimum occurs in the giving interval; however, the algorithm can be easily modified to find the local maximum or local minimum upon the user input. With the assumption that we have found all the positions in \(\Omega\) that give local extremes of \(g\), we then add the boundary of \(\Omega\) to have a complete list of local extreme locations.

Now suppose \(E\) is an ordered set that contains all the local extremes of \(g(\alpha)\) as follows:

\[
E = \{0 = x_1, x_2, x_3, \ldots, x_m = 1\}.
\]

First, we calculate \(g(x_i)\) for \(x = 1, 2, 3, \ldots, m\). If \(g(x_i) = \gamma\), then \(x_i\) is a solution to our inverse problem. Then we check whether \(g(x_i) < \gamma < g(x_{i+1})\) for \(i = 1\) to \(m - 1\). If \(g(x_i) < \gamma < g(x_{i+1})\) for some \(i\), we can look for the zero \(\xi\) of \(J(x)\) in the interval \((x_i, x_{i+1})\), and this \(\xi\) is a solution to the inverse problem. There are many ways to find the zero of \(J\) over an interval; however, we will only discuss the uses of the bisection method and the secant method and compare the differences between these two methods because they do not require a complicated differentiation procedure on \(g(\alpha)\).

Now let us suppose that there is no \(\alpha^*\) such that \(\alpha^*\) satisfies the equation (1.5). We then have to find \(\alpha^*\) such that \(\alpha^*\) satisfies the condition in (1.6). Thus our problem is now to minimize the difference between \(g(x)\) and \(\gamma\). To solve this problem, we simply find the absolute maximum or absolute minimum of \(g\) and compare it to \(\gamma\). If \(\gamma\) is greater than absolute maximum of \(g\), we will let \(\alpha^*\) be the position such that \(g(\alpha^*)\) gives the absolute maximum of \(g\); otherwise we will let \(\alpha^*\) be the position such that \(g(\alpha^*)\) gives the absolute minimum of \(g\). Thus \(\alpha^*\) solves the inverse problem.

Therefore, our inverse problem can be solved when the function \(g\) is continuous and \(g\) contains finitely many local extremes.

We notice that the above procedure to solve the inverse problem requires to solve the forward problem for each evaluation of \(g\). In addition, we know that in order to use the standard Galerkin finite element method to solve boundary value problems with discontinuities efficiently, it is necessary to make the partition of \(\Omega\) be such that the point of discontinuity is one of the nodes in this partition [13]. Therefore, each evaluation of \(g\) requires a different partition, and this takes time to generate the partition, and as the dimension of \(\Omega\) increases, the time needed to generate the partition is then increased dramatically.

The recently developed immersed finite element (IFE) methods can solve boundary value
problems with a partition independent of the discontinuity of the coefficients in the differential equations [3, 4, 13]. The two fundamental ideas of an IFE method are:

- The partition used can be independent of the discontinuity. If necessary, a uniform partition can be used.
- The basis functions of the IFE method are formed according to interface jump conditions.

Thus, the immersed finite element idea is desirable for solving the inverse problem for identifying the interfaces. The objective of this thesis is to develop an immersed finite element space for solving the forward problem and inverse problem in multiple material beam design.

The remainder of this thesis is divided into five chapters. Chapter 2 gives a derivation of the Euler-Bernoulli beam equation and the weak form for the differential equation (1.1) with boundary conditions (1.2). In Chapter 3, we review a well known finite element space: namely, Hermite cubic FE space. In Chapter 4, we will construct an IFE space which we call immersed Hermite cubic IFE space and discuss some of its properties. Furthermore, we will investigate its accuracy and approximation capabilities on forward interface problems. Chapter 5 gives an example of solving an inverse interface problem with the immersed Hermite cubic IFE space developed in Chapter 4. Finally, in Chapter 6 we will look at a class of time-dependent beam problems and solve it with immersed Hermite cubic IFE space. In addition, we will discuss the approximation capabilities of the immersed Hermite cubic IFE space on this time-dependent beam problem.
Chapter 2

The Euler-Bernoulli Beam Equation

In this section we will briefly discuss the models of the Euler-Bernoulli beam in both its static state and time-dependent state. For the static state we have

\[
\frac{d^2}{dx^2} \left[ EI \frac{d^2w(x)}{dx^2} \right] = p(x),
\] (2.1)

and for time-dependent state we have

\[
\frac{d^2}{dx^2} \left[ EI \frac{d^2w(x,t)}{dx^2} \right] + \rho(x) \frac{d^2w(x,t)}{dt^2} = p(x,t).
\] (2.2)

We will explain the meaning of these beam equations and show how the static Euler-Bernoulli beam equation can be derived from the theories of kinematics, constitutive, force resultant, and equilibrium. Then we will show how can we derive the time-dependent Euler-Bernoulli beam equation from a variational point of view.

2.1 The static Euler-Bernoulli beam equation and its weak form

In this section we will derive the static Euler-Bernoulli beam equation:

\[
\frac{d^2}{dx^2} \left[ EI \frac{d^2w(x)}{dx^2} \right] = p(x),
\]

from the theories of kinematics, constitutive, force resultant, and equilibrium. Further, we will give a derivation of the weak form for this beam equation.
2.1.1 Theory of kinematics

Kinematics describes the way in which a beam deflects. First, let us consider a beam on the standard $x - y - z$ coordinate system, where the length is along the $x$ direction, the height of the beam is along the $y$ direction, and the width of the beam is along the $z$ direction. For convenience, let us set the neutral plane of the beam on the plane $y = 0$. We define the neutral plane to be the plane such that the center of deflection of the beam lies on it when the beam is not deflected. (Note: the neutral plane changes as beam is deflected, and it is perpendicular to the cross section of the beam.) Now, we will consider the Kirchhoff Assumptions, [7], on the Euler-Bernoulli beam equation:

1. Normals remains straight (they do not bend).
2. Normals remain unstretched (they keep the same length).
3. Normals remain normal (they always make a right angle to the neutral plane).

The normals are defined to be lines along the cross section of the beam in the $y - z$ plane when the beam is in its neutral position, i.e., the beam is in the straight position with no deflection. Let us consider $\theta$ to be the angle formed from the beam’s neutral position with the $x - z$ plane, with $\theta < 0$ if the neutral plane lies below the $x - z$ plane in the positive $x$ direction. The beam is then deformed, and according to Kirchhoff’s Assumptions, we know that the degree banked on the cross section is the same as $\theta$. Let us define the function $w(x, y)$ to be the displacement in the $x$-direction such that the line alone $w(x, y)$ is perpendicular to the banked cross section of the beam; in addition, $w(x, y)$ is defined to be the displacement between the banked cross section of the beam and the neutral cross section of the beam. Let us consider $y$ to be the displacement from the neutral plane to any point in the beam along the $y$ direction. Since the normals remain straight and unstretched, we can assume that there is negligible strain in the cross section of the beam. Here, both the deformed state and the undeformed state of the beam are shown in Figure 2.1. Now we can write $w(x, y)$ as follows:

$$w(x, y) = \chi(x) \cdot y$$

where

$$\chi(x) = \sin(-\theta), \text{ where } \theta \text{ varies with } x.$$ 

The strain, $\varepsilon$, describes the resulting deformation, so we can write

$$\varepsilon = \frac{dw}{dx}.$$ 

Then it follows that

$$\varepsilon(x, y) = \frac{d\chi}{dx} \cdot y.$$
Finally, with normals always normal, we can tie the cross section rotation $\chi$ to the neutral plane rotation $\theta$, and eventually to the beam’s displacement $w$ [18],

$$\chi = -\theta = -\frac{dw}{dx}. \tag{2.3}$$

Thus, we have

$$\frac{d\chi}{dx} = -\frac{d^2w}{dx^2}. \tag{2.4}$$

### 2.1.2 Theory of constitutive

The theory of constitutive describes how the direct stress, $\sigma$, relates to the direct strain, $\varepsilon$. Here, we use Hooke’s law [10] to describe this relationship, i.e.,

$$\frac{\text{Stress}}{\text{Strain}} = \text{Elastic modulus}.$$

So in beam theory, it becomes:

$$\frac{\sigma(x, y)}{\varepsilon(x, y)} = E, \text{ or } \sigma(x, y) = E \cdot \varepsilon(x, y),$$

with $E$ being Young’s Modulus.

### 2.1.3 Theory of resultants

In this subsection, we will talk about how the stresses in a beam are being tracked.

Let us consider the cross section of a beam. There exists a distribution of direct stresses, $\sigma(y)$, and shear stresses, $\sigma_{xy}(y)$ at this cross section. Now we will show how force resultants are generated by these stresses.

Each differential portion of direct stress acting on the cross section creates a corresponding moment about the neutral plane; and the sum of these individual moments over the area of the cross-section can be written as

$$\int \int y \cdot \sigma(x, y) \, dydz.$$

But this is just the definition of the moment resultants [7], $M$. Thus, we have

$$M(x) = \int \int y \cdot \sigma(x, y) dydz$$
Similarly, the sum of the shear stresses on the cross-section can be written as 
\[ \int \int \sigma_{xy}(x, y) \cdot dydz \]
But this is just the definition of the shear resultants, \( V \). Thus we have
\[ V(x) = \int \int \sigma_{xy}(x, y)dydz. \]
Finally, the force resultant is the integral of direct stresses over the cross-sectional area. This resultant, \( N \), is then given by
\[ N(x) = \int \int \sigma(x, y)dydz. \]
So, \( N(x) \) is the total direct force within the beam at some point \( x \). However, \( N(x) \) does not play a role in the derivation of the Euler-Bernoulli beam equation since it does not cause displacement in \( w \).

2.1.4 Theory of equilibrium

Finally, we will discuss the theory of equilibrium. Suppose we cut out a small section of the beam, i.e., a small variation, \( dx \), in length; then we can find the shear resultant, \( V \), acting in the \(-y\) direction on the left side of the beam. Similarly, we can find \( V + \frac{dV}{dx}dx \) shear resultants on the right side of the beam. Also, we have the loading force, \( pdx \), acting in the \(+y\) direction. Now, in order to achieve a static state in the beam, the sum of these forces must be zero \([11]\). Thus, we have
\[ -V + (V + \frac{dV}{dx}dx) + pdx = 0, \]
or
\[ \frac{dV}{dx} = -p. \]
The other requirement for the beam to be in a static state is that the moments must be balanced. Let us consider the moment equilibrium about a point on the right side of the beam. Then then we have moments \( M \) on the left side of the beam with counter-clockwise direction, and \( (M + \frac{dM}{dx}dx) \) on the right side of the beam with clockwise direction. Also, we have \( V\frac{dx}{2} \) on the left side of the beam with counter-clockwise direction and \( (V + \frac{dV}{dx}dx)\frac{dx}{2} \) on the right side of the beam with clockwise direction. Then with the sum of the moments equal to zero, we get
\[ M - (M + \frac{dM}{dx}dx) + V\frac{dx}{2} + (V + \frac{dV}{dx}dx)\frac{dx}{2} = 0. \]
then by neglecting differential quantities of second order, we can simplify the equation above as follows:

\[ \frac{dM}{dx} = V. \]

Thus, from the theory of equilibrium, we have derived the relation between load, shear, and bending moment as \( \frac{dV}{dx} = -p \) and \( \frac{dM}{dx} = V \) [16].

### 2.1.5 The Euler-Bernoulli beam equation in the static state

Now we are ready to construct the Euler-Bernoulli beam equation [7, 8, 11, 17, 18], i.e.,

\[ \frac{d^2}{dx^2} \left[ EI \frac{d^2 w}{dx^2} \right] = p, \]

where \( p \) is the distributed loading force acting on the \( +y \) direction, \( E \) is the Young’s Modulus, \( I \) is the moment of inertia, and \( w \) is the deformation of the beam.

From the theory of equilibrium, we have

\[ \frac{dM}{dx} = V, \quad \text{and} \quad \frac{dV}{dx} = -p. \]

Then by taking derivatives on \( \frac{dM}{dx} = V \), we have

\[ \frac{d^2 M}{dx^2} = -p. \]

Next, by replacing the moment resultant, \( M \), with its definition in terms of direct stress, \( \sigma \), we get

\[ \frac{d^2}{dx^2} \left( \int \int y \cdot \sigma \cdot dy \cdot dz \right) = -p. \]

And from theory of constitutive, we know \( \sigma(x, y) = E \varepsilon(x, y) \). Then by replacing \( \sigma(x, y) \) with \( E \varepsilon(x, y) \), we get

\[ \frac{d^2}{dx^2} E \left( \int \int y \cdot \varepsilon(x, y) \cdot dy \cdot dz \right) = -p. \]

But from the theory of kinematics, we know \( \varepsilon(x, y) = \frac{dy}{dx} \cdot y \) and \( \frac{dy}{dx} = \frac{d^2 w}{dx^2} \). So we can replace \( \varepsilon \) with \( \frac{dy}{dx} \cdot y \) and get

\[ \frac{d^2}{dx^2} E \frac{d\chi}{dx} \left( \int \int y^2 \cdot dy \cdot dz \right) = -p. \]
Now by replacing $\frac{dx}{dt}$ with $-\frac{d^2w}{dx^2}$, we get

$$\frac{d^2}{dx^2}E\frac{-d^2w}{dx^2} \left(\int \int y^2 \cdot dy \cdot dz\right) = -p.$$ 

But

$$I = \int \int y^2 \cdot dy \cdot dz,$$

is defined as the moment of inertia, [18]. Therefore, we can finally arrive at the Euler-Bernoulli beam equation,

$$\frac{d^2}{dx^2} \left[ EI(x) \frac{d^2w(x)}{dx^2} \right] = p(x),$$

or

$$(B(x)u''(x))'' = f(x)$$

where $B(x) = EI(x)$ and $f(x) = p(x)$ at cross section $x$.

Note here, possible boundary conditions for solving Euler-Bernoulli beam equation can be found in [8] as in two sets of possibility as follows:

**Boundary Conditions**

$$w'''(0) = 0 \text{ or } w(0) = 0,$$

$$w''(0) = 0 \text{ or } w'(0) = 0,$$

and

$$w'''(L) = 0 \text{ or } w(L) = 0,$$

$$w''(L) = 0 \text{ or } w'(L) = 0.$$ 

The physical description of these boundary conditions are shown in the Figure 2.2.

### 2.1.6 Weak form of the static Euler-Bernoulli beam equation

By combining the static Euler-Bernoulli equation or (1.1), and the boundary conditions (1.2), we get a boundary value problem as follows:

$$(B(x)u''(x))'' = f(x), x \in \Omega = (0,1),$$

$$w(0) = b_1, w'(0) = b_2, w(1) = b_3, w'(1) = b_4.$$
Now we will derive the weak form for this boundary value problem.

First, by formally multiplying the test function \(v(x)\) on (2.6) and integrating from 0 to 1, we obtain the following equation:

\[
\int_0^1 v(x)(B(x)w''(x))'dx = \int_0^1 v(x)f(x)dx. \tag{2.8}
\]

Since \(B(x)\) is discontinuous at the interface \(\alpha\), we will write (2.8) as follows:

\[
\int_0^\alpha v(x)(B(x)w''(x))'dx + \int_\alpha^1 v(x)(B(x)w''(x))'dx = \int_0^1 v(x)f(x)dx. \tag{2.9}
\]

Then using integration by parts on \(\int_0^\alpha v(x)(B(x)w''(x))'dx\) and \(\int_\alpha^1 v(x)(B(x)w''(x))'dx\), equation (2.9) becomes

\[
v(x)(B(x)w''(x))|_0^\alpha - \int_0^\alpha v'(x)(B(x)w''(x))'dx + v(x)(B(x)w''(x))|_\alpha^1 - \int_\alpha^1 v'(x)(B(x)w''(x))'dx = \int_0^1 v(x)f(x)dx,
\]

or

\[
v(\alpha-)(B(\alpha-))w''(\alpha-) - v(0)(B(0)w''(0))' + \int_0^\alpha v'(x)(B(x)w''(x))'dx + v(1)(B(1)w''(1))' - v(\alpha+)(B(\alpha+)w''(\alpha+))' - \int_\alpha^1 v'(x)(B(x)w''(x))'dx = \int_0^1 v(x)f(x)dx. \tag{2.10}
\]

By choosing a function \(v\) such that \(v(0) = v(1) = 0\) and \(v(\alpha-) = v(\alpha+)\), the equation (2.10) becomes

\[
-\int_0^\alpha v'(x)(B(x)w''(x))'dx - \int_\alpha^1 v'(x)(B(x)w''(x))'dx = \int_0^1 v(x)f(x)dx.
\]

Now using integration by parts again on \(-\int_0^\alpha v'(x)(B(x)w''(x))'dx\) and \(-\int_\alpha^1 v'(x)(B(x)w''(x))'dx\) results in:

\[
-v'(x)B(x)w''(x)|_0^\alpha + \int_0^\alpha v''(x)(B(x)w''(x))dx - v'(x)B(x)w''(x)|\alpha^1 + \int_\alpha^1 v''(x)(B(x)w''(x))dx = \int_0^1 v(x)f(x)dx. \tag{2.11}
\]

Choosing \(v'(0) = v'(1) = 0\) and \(v'(\alpha-) = v'(\alpha+)\), the equation (2.11) becomes

\[
\int_0^\alpha v''(x)B(x)w''(x)dx + \int_\alpha^1 v''(x)B(x)w''(x)dx = \int_0^1 v(x)f(x)dx.
\]
Thus the weak form for this boundary value problem is:

Find

\[ w \in S = \{ w | w \in H^2(\Omega), w(0) = b_1, w'(0) = b_2, w(1) = b_3, w'(1) = b_4 \} \]

such that

\[ \int_0^1 v''(x)B(x)w''(x)dx = \int_0^1 v(x)f(x)dx, \]  

(2.12)

for any

\[ v \in T = H^2_0(\Omega). \]

Here, we call \( S \) the solution set for the weak form, and \( T \) the test function space. Also, \( H^n(\Omega) \) is defined as [13]:

\[ H^n(\Omega) = \left\{ g | \int_\Omega \left( g^{(k)}(x) \right)^2 dx < \infty, k = 0, 1, \cdots, n \right\}, \]

and \( H^n_0 \) is a subspace of \( H^n \) whose elements have 0 derivatives at boundary up \((n - 1)\)-th order.

### 2.2 The time-dependent Euler-Bernoulli beam equation and its weak form

In this section we will give a derivation of the Timoshenko beam and show how the time-dependent Euler-Bernoulli beam can be derive from the Timoshenko beam. However, before we proceed to the derivation, we will first examine D'Alembert’s principle, then we will use D'Alembert’s principle in the derivation of Hamilton’s principle. Finally, we will use Hamilton’s principle in the derivation of the Euler-Bernoulli beam equation. After we have derived these beam equations, we will then give a derivation of the weak form for the Euler-Bernoulli beam in the time-dependent state. This weak form will later be used in this thesis to assemble the finite element solution to the initial-boundary value problem which is created in later chapters for the investigation of the order of accuracy of the developed IFE space.

#### 2.2.1 D'Alembert’s principle

D’Alembert extended the applicability of the principle of virtual work to dynamic problems. Let us first recall Newton’s law of motion [10]:

\[ \mathbf{F} = m\mathbf{a} \]
where $\mathbf{F}$ is the force applied on a particle with mass $m$ and $\mathbf{a}$ is the acceleration of the particle due to the force $\mathbf{F}$. Newton’s law can be rewritten as d’Alembert’s principle in the following form for $N$ particles [2],

$$\mathbf{F}_i + \mathbf{f}_i - m_i \ddot{\mathbf{r}}_i = 0, \quad i = 1, 2, \ldots, N,$$

(2.13)

where $\mathbf{F}_i$ represents the external forces on the system, $\mathbf{f}_i$ represents the constraint forces on the system, and the term $-m_i \ddot{\mathbf{r}}_i$ may be considered to be an inertia force. Note that each of the forces in the equation (2.13) may be a constant or a function of time; also $\dot{\mathbf{r}}$ denotes $d\mathbf{r}/dt$ and $\ddot{\mathbf{r}}$ denotes $d^2\mathbf{r}/dt^2$. The virtual work for the $i$th particle is

$$(\mathbf{F}_i + \mathbf{f}_i - m_i \ddot{\mathbf{r}}_i) \cdot \delta \mathbf{r}_i = 0,$$

where the virtual displacements $\delta \mathbf{r}_i$ are compatible with the constraints. If we assume that virtual work due to constraint forces is zero, then the virtual work for the system becomes

$$\sum_{i=1}^{N} (\mathbf{F}_i - m_i \ddot{\mathbf{r}}_i) \cdot \delta \mathbf{r}_i = 0.$$

(2.14)

The equation (2.14) above is called the generalized principle of d’Alembert [2].

### 2.2.2 Hamilton’s principle

In this subsection, we will give a derivation of Hamilton’s principle [2]. First, let us consider the following relation:

$$\frac{d}{dt}(\dot{\mathbf{r}}_i \cdot \delta \mathbf{r}_i) = \dot{\mathbf{r}}_i \cdot \delta \mathbf{r}_i + \dot{\mathbf{r}}_i \cdot \delta \dot{\mathbf{r}}_i = \dot{\mathbf{r}}_j \cdot \delta \mathbf{r}_i + \delta(\frac{1}{2} \dot{\mathbf{r}}_j \cdot \dot{\mathbf{r}}_i).$$

We can rewrite $\sum_{i=1}^{N} m_i \ddot{\mathbf{r}}_i \cdot \delta \mathbf{r}_i$ as

$$\sum_{i=1}^{N} m_i \ddot{\mathbf{r}}_i \cdot \delta \mathbf{r}_i = \sum_{i=1}^{N} m_i \frac{d}{dt}(\dot{\mathbf{r}}_i \cdot \delta \mathbf{r}_i) - \delta \sum_{i=1}^{N} m_i (\dot{\mathbf{r}}_i \cdot \dot{\mathbf{r}}_i)$$

$$= \sum_{i=1}^{N} m_i \frac{d}{dt}(\dot{\mathbf{r}}_i \cdot \delta \mathbf{r}_i) - \delta \mathbf{T},$$

(2.15)

where $\mathbf{T}$ is the kinetic energy defined as follows:

$$\mathbf{T} = \frac{1}{2} \sum_{i=1}^{N} m_i \dot{\mathbf{r}}_i \cdot \dot{\mathbf{r}}_i.$$

Also, we know the work $W$ is defined as

$$W = \mathbf{F} \cdot \mathbf{r},$$
[10], so it follows that

\[ \delta W = \sum_{i=1}^{N} F_i \cdot \delta r_j, \]

[2]. Now, using d’Alembert’s principle from the equation (2.14):

\[ \sum_{i=1}^{N} (F_i - m_i \ddot{r}_i) \cdot \delta r_i = 0, \]

we can substitute the equation (2.15) and \( \delta W = \sum_{i=1}^{N} F_i \cdot \delta r_j \) into d’Alembert’s principle, giving

\[ \delta T + \delta W = \sum_{i=1}^{N} m_i \frac{d}{dt}(\dot{r}_i \cdot \delta r_i). \]

Now let us consider a varied path, as shown in Figure 2.3, where the paths coincide at the initial and final times \( t_1 \) and \( t_2 \), and let us integrate from \( t_1 \) to \( t_2 \) to get

\[
\int_{t_1}^{t_2} (\delta T + \delta W) \, dt = \int_{t_1}^{t_2} \sum_{i=1}^{N} m_i \frac{d}{dt}(\dot{r}_i \cdot \delta r_i) \, dt
\]

\[
= \sum_{i=1}^{N} \int_{t_1}^{t_2} m_i \frac{d}{dt}(\dot{r}_i \cdot \delta r_i) \, dt
\]

\[
= \sum_{i=1}^{N} m_i \dot{r}_i \cdot \delta r_i \bigg|_{t_1}^{t_2}
\]

\[
= 0.
\]

Note: \( \delta r_i = 0 \) at \( t_1 \) and \( t_2 \). Therefore,

\[
\int_{t_1}^{t_2} (\delta T + \delta W) \, dt = 0.
\]

The equation above is called \textit{the extended Hamilton’s principle} [2]. Here, \( \delta W \) includes both conservative and non-conservative work.

### 2.2.3 The Timoshenko beam and the time-dependent Euler-Bernoulli beam

In this section we will give a derivation of the equation governing the transverse vibration of a beam of length \( L \), with the following properties at section \( x \): \( m(x) \) is the mass per unit length, \( A(x) \) is the cross-section area of the beam, \( E \) is the Young’s Modulus, and \( I(x) \) is the moment of inertia. We assume small deflections \( y(x,t) \) and rotations \( \partial y/\partial x \), and include
the bending $M(x, t)$ and shear $Q(x, t)$ effects.

Now let us consider a free body of a section of length $dx$ as shown in Figure 2.4. Its slope due to a bending component $\psi$, and a shear distortion component $\alpha$ is as follows:

$$\frac{\partial y}{\partial x} = \psi(x, t) + \alpha(x, t). \quad (2.16)$$

The bending moment is defined as [2]:

$$\frac{M}{EI} = \frac{y''}{\left[1 + (y')^2\right]^{3/2}}.$$  

However, for small displacements and slopes, $y'$ is very small compared to 1 and can be ignored. Now we consider the bending moment as:

$$\frac{M}{EI} = y'',$$

and the bending moment can be related to the slope by

$$M = EI \frac{\partial \psi}{\partial x}.$$

The shear is related to the slope by

$$Q = s\alpha A(x)G,$$

from elementary beam theory, where $s$ is a number that depends on the shape of the cross-section, and $G$ is the constant shear modulus of the material [2]. From equation (2.16), we can rewrite $Q$ as

$$Q = s \left( \frac{\partial y}{\partial x} - \psi \right) A(x)G.$$

Now, we will use Hamilton’s principle, $\int_{t_1}^{t_2} (\delta T + \delta W) dt = 0$, to derive the boundary value problem and proceed to derive the kinetic and potential energies, and their variations. The kinetic energy due to translation and rotation for the whole beam is given by [2]

$$T(t) = \frac{1}{2} \int_0^L m(x) \left[ \frac{\partial y}{\partial t} \right]^2 dx + \frac{1}{2} \int_0^L J(x) \left[ \frac{\partial \psi}{\partial t} \right]^2 dx, \quad (2.17)$$

where

$$J(x) = \rho(x) I(x) = \frac{m(x)}{A(x)} I(x) = k(x)^2 m(x).$$
$J(x)$ is the mass moment of inertia per unit length, $\rho(x)$ is the density of the material at the cross section, and $k(x)$ is the radius of gyration; here $J(x)$ and $k(x)$ are about the neutral bending axis. Now let us define

$$F_T(\lambda) = \frac{1}{2} \int_0^L m(x) \left[ \frac{\partial (y + \lambda \delta y)}{\partial t} \right]^2 dx + \frac{1}{2} \int_0^L J(x) \left[ \frac{\partial (\psi + \lambda \delta \psi)}{\partial t} \right]^2 dx.$$  

Then we have

$$F_T'(\lambda)|_{\lambda=0} = \left( \int_0^L m(x) \left[ \frac{\partial (y + \lambda \delta y)}{\partial t} \right] \frac{\partial \delta y}{\partial t} dx + \int_0^L J(x) \left[ \frac{\partial (\psi + \lambda \delta \psi)}{\partial t} \right] \frac{\partial \delta \psi}{\partial t} dx \right)|_{\lambda=0}$$

$$= \int_0^L m(x) \frac{\partial y}{\partial t} \frac{\partial \delta y}{\partial t} dx + \int_0^L J(x) \frac{\partial \psi}{\partial t} \frac{\partial \delta \psi}{\partial t} dx$$

$$= \delta T(t).$$

Thus, we have the variation in kinetic energy $\delta T$ as follows:

$$\delta T(t) = \int_0^L m(x) \frac{\partial y}{\partial t} \frac{\partial \delta y}{\partial t} dx + \int_0^L J(x) \frac{\partial \psi}{\partial t} \frac{\partial \delta \psi}{\partial t} dx.$$  

(2.18)

Before proceeding with the variation of the work done on the structure, $\delta W$, we partition the work into a conservative ($\delta W_c$) part that is equal to the change in potential and strain energy, and a non-conservative ($\delta W_{nc}$) part that includes the work done by external forces $p(x,t)$,

$$\delta W(t) = \delta W_c(t) + \delta W_{nc}(t)$$

$$= -\delta V(t) + \int_0^L p(x,t)\delta y(x,t)dx.$$  

(2.19)

The change in potential energy equals the work done by the conservative actions due to the moment and the shear force [2],

$$V(t) = \frac{1}{2} \int_0^L M(x,t) \frac{\partial \psi}{\partial x} dx + \frac{1}{2} \int_0^L Q(x,t)\alpha dx$$

$$= \frac{1}{2} \int_0^L EI(x) \left( \frac{\partial \psi}{\partial x} \right)^2 dx + \frac{1}{2} \int_0^L s\alpha^2 A(x)G dx.$$  

By letting

$$F_V(\lambda) = \frac{1}{2} \int_0^L EI(x) \left( \frac{\partial (\psi + \lambda \delta \psi)}{\partial x} \right) dx + \frac{1}{2} \int_0^L sA(x)G(\alpha + \lambda \delta \alpha)^2 dx,$$

we have

$$F'_V(\lambda)|_{\lambda=0} = \left( \int_0^L EI(x) \left( \frac{\partial (\psi + \lambda \delta \psi)}{\partial x} \right) \frac{\partial \delta \psi}{\partial x} dx + \int_0^L sA(x)G(\alpha + \lambda \delta \alpha) \delta \alpha dx \right)|_{\lambda=0}$$

$$= \int_0^L EI(x) \left( \frac{\partial \psi}{\partial x} \right) \frac{\partial \delta \psi}{\partial x} dx + \int_0^L sA(x)G\alpha \delta \alpha dx$$

$$= \delta V(t).$$
Therefore, we have the variation $\delta V(t)$ as follows:

$$
\delta V(t) = \int_0^L EI(x) \left( \frac{\partial^2 \psi}{\partial x^2} \right) \frac{\partial \delta \psi}{\partial x} dx + \int_0^L sA(x)G\delta \alpha dx.
$$

Now by applying Hamilton’s variational principle on equations (2.18) and (2.19), we get

$$
\int_{t_1}^{t_2} \left\{ \left[ \int_0^L m(x) \frac{\partial y}{\partial t} \left( \frac{\partial \delta y}{\partial t} \right) dx + \int_0^L k(x)^2m(x) \frac{\partial \psi}{\partial t} \left( \frac{\partial \delta \psi}{\partial t} \right) dx \right] - \left[ \int_0^L EI(x) \frac{\partial \psi}{\partial x} \left( \frac{\partial \delta \psi}{\partial x} \right) dx + \int_0^L sA(x)G\delta \alpha dx \right] + \int_0^L p(x,t)\delta y(x,t) dx \right\} dt = 0.
$$

However, recalling the equation (2.16), we have $\alpha = \frac{\partial y}{\partial x} - \psi(x,t)$. Thus, we can rewrite equation (2.20) as follows:

$$
\int_{t_1}^{t_2} \left\{ \left[ \int_0^L m(x) \frac{\partial y}{\partial t} \left( \frac{\partial \delta y}{\partial t} \right) dx + \int_0^L k(x)^2m(x) \frac{\partial \psi}{\partial t} \left( \frac{\partial \delta \psi}{\partial t} \right) dx \right] - \left[ \int_0^L EI(x) \frac{\partial \psi}{\partial x} \left( \frac{\partial \delta \psi}{\partial x} \right) dx + \int_0^L sA(x)G \left( \frac{\partial y}{\partial x} - \psi(x,t) \right) \left( \frac{\partial \delta y}{\partial x} - \delta \psi(x,t) \right) dx \right] 
+ \int_0^L p(x,t)\delta y(x,t) dx \right\} dt = 0.
$$

Now we apply integration by parts on

$$
\int_{t_1}^{t_2} \int_0^L m(x) \frac{\partial y}{\partial t} \left( \frac{\partial \delta y}{\partial t} \right) dx dt
$$

to get

$$
\int_{t_1}^{t_2} \int_0^L m(x) \frac{\partial y}{\partial t} \left( \frac{\partial \delta y}{\partial t} \right) dx = \int_0^L m(x) \frac{\partial y}{\partial t} \delta y \bigg|_{t_1}^{t_2} dx - \int_{t_1}^{t_2} \int_0^L m(x) \frac{\partial^2 y}{\partial t^2} \delta y dx. dt.
$$

Similarly, integration by parts on

$$
\int_{t_1}^{t_2} \int_0^L k(x)^2m(x) \frac{\partial \psi}{\partial t} \left( \frac{\partial \delta \psi}{\partial t} \right) dx dt
$$

give us

$$
\int_{t_1}^{t_2} \int_0^L k(x)^2m(x) \frac{\partial \psi}{\partial t} \left( \frac{\partial \delta \psi}{\partial t} \right) dx = \int_0^L k(x)^2m(x) \left( \frac{\partial \psi}{\partial t} \right) \delta \psi \bigg|_{t_1}^{t_2} dx - \int_{t_1}^{t_2} k(x)^2m(x) \left( \frac{\partial \psi}{\partial t} \right)^2 \delta \psi dx. dt.
$$

Also, by applying integration by parts on

$$
\int_0^L EI(x) \frac{\partial \psi}{\partial x} \left( \frac{\partial \delta \psi}{\partial x} \right) dx,
$$
we get
\[ \int_0^L EI(x) \frac{\partial \psi}{\partial x} \delta \left( \frac{\partial \psi}{\partial x} \right) dx = EI(x) \frac{\partial \psi}{\partial x} \delta \psi \bigg|_0^L - \int_0^L \frac{\partial}{\partial x} \left( EI(x) \frac{\partial \psi}{\partial x} \right) \delta \psi dx. \]

Finally, we will simply the following:
\[
\int_0^L sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \left( \frac{\partial \delta y}{\partial x} - \delta \psi \right) dx
\]
\[= \int_0^L sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \frac{\partial \delta y}{\partial x} - \int_0^L sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \delta \psi dx \]
\[= sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \delta y \bigg|_0^L - \int_0^L \frac{\partial}{\partial x} \left( sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \right) \delta y dx \]
\[= sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \delta y \bigg|_0^L - \int_0^L \frac{\partial}{\partial x} \left( sA(x)G \left( \frac{\partial y}{\partial x} - \psi \right) \right) \delta y dx. \]

Therefore, we can rewrite equation (2.21) as follows:
\[\int_{t_1}^{t_2} \left[ \int_0^L \left\{ \frac{\partial}{\partial x} \left[ sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) \right] - m(x) \frac{\partial^2 y}{\partial t^2} + p(x, t) \right\} \delta y dx \\
+ \int_0^L \left\{ \frac{\partial}{\partial x} \left( EI(x) \frac{\partial \psi}{\partial x} \right) + sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) - k(x)^2 m(x) \frac{\partial^2 \psi}{\partial t^2} \right\} \delta \psi dx \\
- \left( EI(x) \frac{\partial \psi}{\partial x} \right) \delta \psi \bigg|_0^L - \left[ sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) \right] \delta y \bigg|_0^L \right] dt = 0. \tag{2.22} \]

To proceed, we note that \( \delta \psi \) and \( \delta y \) are arbitrary and independent. We can let
\[\delta \psi = 0 \text{ at } x = 0, x = L \]
\[\delta y = 0 \text{ at } x = 0, x = L. \]

Therefore, we can rewrite (2.22) as follows:
\[\int_{t_1}^{t_2} \left[ \int_0^L \left\{ \frac{\partial}{\partial x} \left[ sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) \right] - m(x) \frac{\partial^2 y}{\partial t^2} + p(x, t) \right\} \delta y dx \\
+ \int_0^L \left\{ \frac{\partial}{\partial x} \left( EI(x) \frac{\partial \psi}{\partial x} \right) + sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) - k(x)^2 m(x) \frac{\partial^2 \psi}{\partial t^2} \right\} \delta \psi dx \right] dt = 0. \]

\( \delta \psi \) and \( \delta y \) are arbitrary for \( 0 < x < L \). Thus we have the governing equations as follows:
\[\frac{\partial}{\partial x} \left[ sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) \right] - m(x) \frac{\partial^2 y}{\partial t^2} + p(x, t) = 0, \tag{2.23} \]
and
\[ \frac{\partial}{\partial x} \left( EI(x) \frac{\partial \psi}{\partial x} \right) + sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) - k(x)^2 m(x) \frac{\partial^2 \psi}{\partial t^2} = 0, \tag{2.24} \]
and the possible boundary conditions are given by
\[ \left[ EI(x) \frac{\partial \psi}{\partial x} \right]_0^L = 0, \]
and
\[ \left[ sGA(x) \left( \frac{\partial y}{\partial x} - \psi \right) \right]_0^L = 0. \]
The equations (2.23) and (2.24) are the governing equations of motion for the transverse vibration of a Timoshenko beam. By assuming a uniform beam, where \( A(x) = A, m(x) = m, \)
\( k(x) = k, \) and \( I(x) = I, \) the governing equations are now reduced to
\[ sGA \left( \frac{\partial^2 y}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) - m \frac{\partial^2 y}{\partial t^2} + p(x,t) = 0 \tag{2.25} \]
and
\[ EI \frac{\partial^2 \psi}{\partial x^2} + sGA \left( \frac{\partial y}{\partial x} - \psi \right) - k^2 m \frac{\partial^2 \psi}{\partial x \partial t^2} = 0. \tag{2.26} \]
Now we will combine these two governing equations to eliminate \( \psi \). First, by differentiating equation (2.26) with respect to \( x \), we get
\[ EI \frac{\partial^3 \psi}{\partial x^3} + sGA \left( \frac{\partial^2 y}{\partial x^2} - \frac{\partial \psi}{\partial x} \right) - k^2 m \frac{\partial^3 \psi}{\partial x \partial t^2} = 0. \tag{2.27} \]
We then solve for \( \frac{\partial \psi}{\partial x} \) in equation (2.25) and obtain other derivatives that appear in equation (2.26) such as \( \frac{\partial^3 \psi}{\partial x^3} \) and \( \frac{\partial^2 \psi}{\partial x \partial t^2} \). Therefore, we get
\[
\frac{\partial \psi}{\partial x} = \frac{\partial^2 y}{\partial x^2} - m \frac{\partial y^2}{sGA \partial t^2} + p(x,t) \tag{2.27a}
\]
\[
\frac{\partial^3 \psi}{\partial x^3} = \frac{\partial^4 y}{\partial x^4} - m \frac{\partial y^4}{sGA \partial x^2 \partial t^2} + \frac{1}{sGA} \frac{\partial p^2}{\partial x^2} + \frac{1}{sGA} \frac{\partial^2 p}{\partial x \partial t^2} \tag{2.27b}
\]
\[
\frac{\partial^2 \psi}{\partial x \partial t^2} = \frac{\partial^4 y}{\partial x^2 \partial t^2} - m \frac{\partial y^4}{sGA \partial t^4} + \frac{1}{sGA} \frac{\partial p^2}{\partial t^2}. \tag{2.27c}
\]
By substituting these derivatives into equation (2.27), we get
\[
EI \left( \frac{\partial^4 y}{\partial x^4} - m \frac{\partial y^4}{sGA \partial x^2 \partial t^2} + \frac{1}{sGA} \frac{\partial^2 p^2}{\partial x^2} \right) + sGA \left( \frac{\partial^2 y}{\partial x^2} - \left( \frac{\partial^2 y}{\partial x^2} - m \frac{\partial y^2}{sGA \partial t^2} + \frac{p(x,t)}{sGA} \right) \right) - k^2 m \left( \frac{\partial^4 y}{\partial x^2 \partial t^2} - m \frac{\partial y^4}{sGA \partial t^4} + \frac{1}{sGA} \frac{\partial^2 p^2}{\partial t^2} \right) = 0,
\]
or
\[ EI \frac{\partial y^4}{\partial x^4} + m \frac{\partial^2 y}{\partial t^2} - \left( k^2 m + \frac{Em}{sGA} \right) \frac{\partial^4 y}{\partial x^2 \partial t^2} + \frac{(km)^2 \partial^4 y}{sGA \partial t^4} = p(x,t) + \frac{k^2 m \partial^2 p}{sGA \partial t^2} - \frac{EI \partial p^2}{sGA \partial x^2}. \tag{2.28} \]

The equation above is the governing equation for Timoshenko beam \([2]\). Now, if the rotary effects can be neglected, we set \( k = 0 \) in equation (2.28), and if the shear effect can be neglected, we set \( s = 0 \) in equations (2.25) and (2.26), which results in \( Q = 0 \). This then leads to the well known Euler-Bernoulli beam equation [2]:

\[ EI \frac{\partial y^4}{\partial x^4} + m \frac{\partial^2 y}{\partial t^2} = p(x,t). \]

### 2.2.4 Weak form for the time-dependent beam problem

Consider the following initial-boundary value problem (IBVP):

\[
\begin{align*}
\rho(x)w_{tt}(x,t) + (B(x)w_{xx}(x,t))_{xx} &= f(x,t), \quad x \in (0,1), t \in (0,T_{\text{end}}), \\
w(0,t) &= b_1(t), w_x(0,t) = b_2(t), w(1,t) = b_3(t), w_x(1,t) = b_4(t), \\
B(x)w(x,0) &= g_1(x), B(x)w_t(x,0) = g_2(x)
\end{align*}
\]

and the rigid connection condition for time-dependent beam is defined as follows:

\[
\begin{align*}
w(\alpha-, t) &= w(\alpha+, t), \quad \text{continuity in the deflection}, \\
w'(\alpha-, t) &= w'(\alpha+, t), \quad \text{continuity in the bending angle}, \\
B(\alpha-)w''(\alpha-, t) &= B(\alpha+)w''(\alpha+, t), \quad \text{continuity of the bending moment}, \\
(B(\alpha-)w''(\alpha-, t))' &= (B(\alpha+)w''(\alpha+, t))', \quad \text{continuity of the shear}.
\end{align*}
\]

Let us multiply a test function \( v(x) \) on both sides of the differential equation \( \rho(x)w_{tt}(x,t) + (B(x)w_{xx}(x,t))_{xx} = f(x,t) \) and integrate it from 0 to 1 with respect to \( x \):

\[
\int_0^1 v(x)\rho(x)w_{tt}(x,t)dx + \int_0^1 v(x)(B(x)w_{xx}(x,t))_{xx}dx = \int_0^1 v(x)f(x,t)dx, \quad t \in (0,T_{\text{end}}).
\]

Then use integration by parts on \( \int_0^1 v(x)(B(x,t)w_{xx}(x,t))_{xx}dx \) with respect to \( x \), to get

\[
\int_0^1 v(x)\rho(x)w_{tt}(x,t)dx + \int_0^1 v(x)(B(x)w_{xx}(x,t))_{xx}dx |^1_0 - \int_0^1 v'(x)(B(x)w_{xx}(x,t))_{x}dx \\
= \int_0^1 v(x)f(x,t)dx.
\]

By choosing \( v(0) = v(1) = 0 \), we get

\[
\int_0^1 v(x)\rho(x,t)w_{tt}(x,t)dx - \int_0^1 v'(x)(B(x)w_{xx}(x,t))_{x}dx = \int_0^1 v(x)f(x,t)dx.
\]
Using integration by parts again on $\int_0^1 v'(x)(B(x,t)w_{xx}(x,t))_x dx$ with respect to $x$, we have

$$\int_0^1 v(x)\rho(x)w_{tt}(x,t)dx - v'(x)B(x)u_{xx}(x,t)|_0^1 + \int_0^1 v''(x)B(x)w_{xx}(x,t)dx = \int_0^1 v(x)f(x,t)dx.$$ 

By choosing $v'(0) = v'(1) = 0$, we get

$$\int_0^1 v(x)\rho(x)w_{tt}(x,t)dx + \int_0^1 v''(x)B(x)w_{xx}(x,t)dx = \int_0^1 v(x)f(x,t)dx.$$ 

Thus the weak form for this IBVP is:

Find $w \in S$ such that

$$\int_0^1 v(x)\rho(x)w_{tt}(x,t)dx + \int_0^1 v''(x)B(x)w_{xx}(x,t)dx = \int_0^1 v(x)f(x,t)dx, \forall v \in T,$$

where

$$S = \{w \in C^2((0,T_{\text{end}}),L^2(0,1)) \cap C((0,T_{\text{end}}),H^2(0,1))| w(0,t) = b_1(t), w'(0,t) = b_2(t), w(1,t) = b_3(t), w'(1,t) = b_4(t)\},$$

$$T = \{v \in H^2(0,1)|v(0) = v'(0) = v(1) = v'(1) = 0\}.$$ 

Note that $S$ is the solution set for the weak form and $T$ is the test function space. Here $C^n((0,T_{\text{end}}),H^k(\Omega))$ is a space whose elements are functions mapping $(0,T_{\text{end}})$ to $H^k(\Omega)$ with continuous derivatives up to $n$-th order. Also,

$$L^p(\Omega) = \left\{u|\int_{\Omega} |u|^p(x)dx < \infty \right\},$$

for $p \geq 1$ [13].

## 2.3 A finite element method for the beam equation

In this section we will discuss how to solve the BVP of the beam equation, formed by (1.1) and (1.2), by the standard Hermite finite element method. The framework for this method will be extended later to the immersed finite element method.

### 2.3.1 A Hermite cubic finite element space

From the weak form for the beam equation, we see that the test and trial functions must be in $H^2$. If we choose the test and trial functions from a finite dimensional space, a finite
element space for example, then the basis functions of this finite dimensional space must also be in $H^2$.

However, there are many finite element developed that are in $H^2$, perhaps the most popular one is the Hermite cubic finite element functions [1, 6, 12, 13, 18]. Here, we will show how the Hermite cubic finite element functions can be constructed.

For simplicity in constructing the Hermite cubic local basis functions, let us start with the reference domain $\Omega = [0, 1]$ where $\Omega = (0, 1)$. We first introduce the local nodal basis functions on the reference domain. We then use them to define the local nodal basis functions in an arbitrary element $[x_l, x_r]$. Furthermore, the local nodal basis functions in elements are used to define the global Hermite cubic basis functions.

Let $N_1(\xi)$ be a cubic polynomial with $\xi \in \Omega$:

$$N_1(\xi) = a\xi^3 + b\xi^2 + c\xi + d$$

such that the following nodal value specifications are satisfied:

$$N_1(0) = 1, N_1'(0) = 0, N_1(1) = 0, N_1'(1) = 0.$$  

Then the coefficients of $N_1(\xi)$ can be determined by solving the following linear system:

$$
\begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
3 & 2 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c \\
d
\end{pmatrix} = 
\begin{pmatrix}
1 \\
0 \\
0 \\
0
\end{pmatrix},
$$

from which we have $a = 2$, $b = -3$, $c = 0$, and $d = 1$. Thus,

$$N_1(\xi) = 2\xi^3 - 3\xi^2 + 1$$  \hspace{1cm} (2.29)

Similarly, $N_2(\xi), N_3(\xi)$, and $N_4(\xi)$ can be found to have the following formulas:

$$N_2(\xi) = \xi^3 - 2\xi^2 + \xi$$

$$N_3(\xi) = -2\xi^3 + 3\xi^2$$

$$N_4(\xi) = \xi^3 - \xi^2$$  \hspace{1cm} (2.30)

where the Hermite nodal value specifications for $N_2(\xi), N_3(\xi)$, and $N_4(\xi)$ are as follows:

$$
N_2(0) = 0, N_2'(0) = 1, N_2(1) = 0, N_2'(1) = 0 \\
N_3(0) = 0, N_3'(0) = 0, N_3(1) = 1, N_3'(1) = 0 \\
N_4(0) = 0, N_4'(0) = 0, N_4(1) = 0, N_4'(1) = 1
$$

The plots of $N_i(\xi)$ for $i = 1, 2, 3, 4$ are shown in Figure 2.5.
In general, we need to use the Hermite cubic nodal basis functions in an arbitrary interval rather than the reference interval $[0, 1]$. This can be done by transforming our formulas in (2.29) and (2.30) to an arbitrary interval, for example $[x_l, x_r]$ with the function $\zeta : [x_l, x_r] \to [0, 1]$ as

$$\zeta(x) = \frac{x - x_l}{x_r - x_l}.$$  

This leads to functions $\psi_i : [x_l, x_r] \to \mathbb{R}$, $i = 1, 2, 3, 4$ defined as

$$\psi_1(x) = N_1(\zeta(x)), \quad \psi_2(x) = (x_r - x_l)(N_2(\zeta(x))),$$

$$\psi_3(x) = N_3(\zeta(x)), \quad \psi_4(x) = (x_r - x_l)(N_4(\zeta(x))).$$  (2.31)

Then $\psi_1, \psi_2, \psi_3,$ and $\psi_4$ are now the Hermite cubic nodal basis function defined over an arbitrary interval $[x_l, x_r]$. Notice that the nodal value of $\psi_i(x)$ is equal the nodal value of $N_i(x)$ for $i = 1, 2, 3, 4,$ and $\psi_i(x)$ preserves the properties of the Hermite cubic nodal basis functions.

We then use the local nodal basis functions to form the global nodal basis functions which can be used to form the Hermite cubic space for our BVP.

First, let us introduce a partition of $\Omega = [0, 1]$ defined by

$$T_h = \bigcup_{k=1}^{n-1} e_k,$$  (2.32)

where $e_k = [x_k, x_{k+1}]$ for $k = 1, 2, \ldots, n - 1$ is called an element of this partition, and we assume that these elements are formed by node points:

$$0 = x_1 < x_2 < \cdots < x_{n-1} < x_n = 1,$$

with $n - 1$ being the number of elements. For each element $e_k = [x_k, x_{k+1}]$, we will use the notation $\psi_{k,i} : [x_k, x_{k+1}] \to \mathbb{R}$, $i = 1, 2, 3, 4$ to denote the Hermite cubic local nodal basis functions defined over this element.

At each node $x_i, i = 1, 2, \cdots, n$, we define two global nodal basis functions as follows.

At $x_1$, we define

$$\phi_1(x) = \begin{cases} 0, & \text{if } x \notin [x_1, x_2] \\ \psi_{1,1}(x) & \text{if } x \in [x_1, x_2], \end{cases}$$

$$\phi_2(x) = \begin{cases} 0, & \text{if } x \notin [x_1, x_2] \\ \psi_{1,2}(x) & \text{if } x \in [x_1, x_2], \end{cases}$$
at $x_k$, $k = 2, 3, \ldots, n - 1$, we define

$$
\phi_{2k-1}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{k-1}, x_{k+1}] \\
\psi_{k-1,3}(x) & \text{if } x \in [x_{k-1}, x_k] \\
\psi_{k,1}(x) & \text{if } x \in [x_k, x_{k+1}],
\end{cases}
$$

$$
\phi_{2k}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{k-1}, x_{k+1}] \\
\psi_{k-1,4}(x) & \text{if } x \in [x_{k-1}, x_k] \\
\psi_{k,2}(x) & \text{if } x \in [x_k, x_{k+1}],
\end{cases}
$$

and at $x_n$ we define

$$
\phi_{2n-1}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{n-1}, x_n] \\
\psi_{n-1,3}(x) & \text{if } x \in [x_{n-1}, x_n],
\end{cases}
$$

$$
\phi_{2n}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{n-1}, x_n] \\
\psi_{n-1,4}(x) & \text{if } x \in [x_{n-1}, x_n].
\end{cases}
$$

Thus, the nodal value for $\phi_k(x_j)$ for $k = 1, 2, \ldots, 2n$ and $j = 1, 2, \ldots, n$ is given as follows:

$$
\phi_{2i-1}(x_j) = \begin{cases} 
0, & \text{if } x_j \neq x_i \\
1, & \text{if } x_j = x_i,
\end{cases}
$$

for $i = 1, 2, \ldots, n$, and

$$
\phi'_{2i}(x_j) = \begin{cases} 
0, & \text{if } x_j \neq x_i \\
1, & \text{if } x_j = x_i,
\end{cases}
$$

for $i = 1, 2, \ldots, n$.

Notice that the nodal values for $\phi_k$, $k = 1, 2, \ldots, 2n - 1, 2n$, are carried from the properties of the Hermite cubic local nodal basis functions $\psi_{k,i}(x)$, $i = 1, 2, 3, 4$. Here, we plot the standard Hermite cubic global basis functions with nodes $x_1 = 0$, $x_2 = 0.2$, and $x_3 = 0.4$ on the domain $[0, 1]$ to give a visualization of these global basis functions. This plot is shown in Figure 2.6.

Finally, our Hermite cubic finite element space is defined as:

$$
S_h(\Omega) = \text{span}\{\phi_1, \phi_2, \ldots, \phi_{2n-1}, \phi_{2n}\}.
$$

Moreover, according to [13], if we use the Hermite cubic finite element space to do the interpolations, we can expect the order of convergence as follows:

$$
||u - I_h u||_0 + h||u - I_h u||_1 + h^2||u - I_h u||_2 + h^3||u - I_h u||_3 \leq C(|u|_4)h^4,
$$
where $u$ is a function in $H^4(\Omega)$ and $I_h u$ is its interpolation solution with the Hermite cubic finite element space. Here, the norms $||f||_0$, $||f||_1$, $||f||_2$, and $||f||_3$ of a function $f$ are defined as

\begin{align}
||f||_0 &= \sqrt{\int_{\Omega} f^2(x) dx}, \\
||f||_1 &= \sqrt{\int_{\Omega} (f^2(x) + (f')(x))^2 dx}, \\
||f||_2 &= \sqrt{\int_{\Omega} (f^2(x) + (f')(x))^2 + (f''(x))^2 dx}, \\
||f||_3 &= \sqrt{\int_{\Omega} (f^2(x) + (f')(x))^2 + (f''(x))^2 + (f'''(x))^2 dx},
\end{align}

(2.33)

and the semi-norm $|f|_i, i = 1, 2, 3, 4$ is defined as

\[ |f|_i = \sqrt{\int_{\Omega} (f^{(i)}(x))^2 dx}. \]

### 2.3.2 The Hermite finite element solution

In this subsection, we will discuss the Hermite finite element solution to our BVP (1.1) and (1.2). Recall that the weak form of this boundary value problem is listed in (2.12) as:

Find $w \in S = \{w|w \in H^2, w(0) = b_1, w'(0) = b_2, w(1) = b_3, w'(1) = b_4\}$ such that

\[ \int_0^1 v''(x) B(x) w''(x) dx = \int_0^1 v(x) f(x) dx, \]

for any $v \in T = \{w|w \in H^2, w(0) = w(1) = w'(0) = w'(1) = 0\}$.

Since the Hermite cubic finite element space defined in the previous section is a subspace of $H^2$, we will use its basis functions to form the Hermite cubic finite element spaces for both of our test function space and trial function set. Thus we let

\begin{align}
S_h(\Omega) &= \text{span}\{\phi_1, \phi_2, \ldots, \phi_{2n-1}, \phi_{2n}\} \cap S, \\
T_h(\Omega) &= \text{span}\{\phi_3, \phi_4, \ldots, \phi_{2n-3}, \phi_{2n-2}\} \subset T.
\end{align}

However, recall that $B(x)$ is piecewise constant function and it is discontinuous at the interface $\alpha$. In order to use the weak form in (2.12) to obtain the finite element equation, we need to place a node at the interface $\alpha$. Hence we need to use a partition of $\Omega$ by

\[ T_h = \bigcup_{k=1}^{n-1} e_k, \]

where $e_k = [x_k, x_{k+1}]$ for $k = 1, 2, \ldots, n - 1$ is formed by the node points

\[ 0 = x_1 < x_2 < \cdots < x_i = \alpha < \cdots < x_n = 1. \]
Then we define the Hermite cubic finite element solution as the function $u_h = \sum_{j=1}^{2n} u_j \phi_j(x) \in S_h$ determined by the finite element equations as follows:

$$
\int_0^1 \phi''_i(x) B(x) u''_j(x) dx = \int_0^1 \phi_i(x) f(x) dx, \quad i = 3, 4, \ldots, 2n - 2.
$$

(2.34)

We can rewrite (2.34) as

$$
\int_0^1 \phi''_i(x) B(x) \sum_{j=1}^{2n} u_j \phi''_j(x) dx = \int_0^1 \phi_i(x) f(x) dx,
$$

or

$$
\sum_{j=1}^{2n} u_j \int_0^1 \phi''_i(x) B(x) \phi''_j(x) dx = \int_0^1 \phi_i(x) f(x) dx,
$$

(2.35)

with $i = 3, 4, \ldots, 2n - 2$. However, from the definition of the finite element solution set $S_h$, we must have $u_h(0) = b_1$, $u'_h(0) = b_2$, $u_h(1) = b_3$, and $u''_h(1) = b_4$. Because of the nodal value properties of $\phi_1, \phi_2, \phi_{2n-1}$, and $\phi_{2n}$, we have $u_1 = b_1, u_2 = b_2, u_{2n-1} = b_3$, and $u_{2n} = b_4$. This implies that only coefficients $u_3, u_4, \ldots, u_{2n-3}$ and $u_{2n-2}$ are to be computed. Therefore (2.35) becomes:

$$
\sum_{j=3}^{2n-2} u_j \int_0^1 \phi''_i(x) B(x) \phi''_j(x) dx = \int_0^1 \phi_i(x) f(x) dx - b_1 K_{i,1} - b_2 K_{i,2} - b_3 K_{i,2n-1} - b_4 K_{i,2n-2},
$$

(2.36)

for $i = 3, 4, \ldots, 2n - 3, 2n - 2$, where

$$
K_{i,j} = \int_0^1 \phi''_i(x) B(x) \phi''_j(x) dx.
$$

We can write the finite element equations above in matrix form as follows:

$$
\bar{K} \bar{u} = \bar{f} + \bar{B}_e,
$$

(2.37)

where

$$
\bar{u} = (u_i)_{i=3}^{2n-2},
$$

$$
K = (K_{i,j})_{i=3,j=3}^{2n-2},
$$

$$
\bar{f} = (\int_0^1 \phi_i(x) f(x) dx)_{i=3}^{2n-2},
$$

$$
\bar{B}_e = (B_{e,i})_{i=3}^{2n-2}, \quad \text{where} \quad B_{e,i} = -b_1 K_{i,1} - b_2 K_{i,2} - b_3 K_{i,2n-1} - b_4 K_{i,2n-2}.
$$

We should note that when $h$ is small, $K$ is a banded matrix, and most of the entries of $B_e$ are zero. In addition, the matrix $\bar{K}$ can be assembled element by element through the local matrix $K_{e_k}$ with the standard procedure, where

$$
K_{e_k} = (K_{e_k,i,j})_{i,j=1}^{4},
$$

$$
K_{e_k,i,j} = \int_{e_k} \phi''_k(x) B(x) \phi''_j(x) dx, \quad i, j = 1, 2, 3, 4.
$$
By solving the linear system in (2.37), we will obtain the vector \( \vec{u} \) which can be used to form the finite element solution:

\[
u_h(x) = u_1\phi_1(x) + u_2\phi_2(x) + \cdots + u_{2n-1}\phi_{2n-1}(x) + u_{2n}\phi_{2n}(x).
\]

Since \( u_h \) is an approximation of \( w \), we should notice its accuracy described as follows [13]:

\[
\|w - u_h\|_0 \leq C h^4,
\]

\[
|w - u_h|_2 \leq C h^2,
\]

where \( h \) is the partition size used in our finite element spaces, and \( C \) is a generic constant independent of \( h \).
Figure 2.1: Deformed and undeformed state of a beam.
Figure 2.2: Possible boundary conditions for beam boundary value problem.

Figure 2.3: Path and varied path for Hamilton’s principle.
Figure 2.4: The transverse motion of a beam.

Figure 2.5: The standard Hermite cubic local basis functions $N_i(\xi), i = 1, 2, 3, 4$. 
Figure 2.6: First six of the Hermite cubic global basis functions with 6 nodes partition on the domain [0, 1].
Chapter 3

An Immersed Finite Element Method for the Beam Equation

From previous sections, we see that in order for the standard Hermite cubic finite element space to solve our boundary value problem formed by (1.1) and (1.2), we need to have the interface $\alpha$ as one of the nodal points in the partition $T_h$ of $\overline{\Omega}$. However, to solve the inverse interface problem, we need to solve our boundary value problem repeatedly, e.g., in the evaluation of $g(\alpha)$. Thus, a new partition $T_h$ is needed for each evaluation of $g$. Our main purpose is to develop a Hermite cubic immersed finite element (IFE) space for solving interface beam problems, especially for solving the inverse beam problem efficiently.

Recall that the immersed finite element space is introduced to solve the interface problems without a repartition of $\overline{\Omega}$ [3, 4, 9]. However, the local nodal basis functions of an IFE space have to be formed according to the interface problem. Therefore, the central part of this thesis it to develop IFE basis functions suitable for solving the interface beam problem.

Let us consider a beam of length $\Omega$ that is formed by two smaller beams whose domain is $\Omega_1$ and $\Omega_2$ that join together at an interface $\alpha$ with rigid connection conditions as defined in (1.4); thus we have $\Omega = \Omega_1 \cup \{\alpha\} \cup \Omega_2$. In addition, let the Young’s modulus and the moment of inertia for each beam be $E_1(x_1)$, $E_2(x_2)$, $I_1(x_1)$, and $I_2(x_2)$, respectively, for which

$$E_1(x_1)I_1(x_1) = B^-, \forall x_1 \in \Omega_1,$$

$$E_2(x_2)I_2(x_2) = B^+, \forall x_2 \in \Omega_2,$$

such that $B^-$ and $B^+$ are constants. Moreover, let us consider a loading force $f(x)$ over $\Omega$, and for simplicity, we assume $\Omega = (0, 1)$. Now suppose $w(x)$ is the deflection of the beam and $w(0) = b_1$, $w'(0) = b_2$, $w(1) = b_3$, and $w'(1) = b_4$, where $b_1$, $b_2$, $b_3$, and $b_4$ in $\mathbb{R}$ are known, then by the Euler-Bernoulli Beam equation, $w(x)$ can be found by solving the
following boundary value problem:

\[
(B(x)w(x))'' = f(x), \quad x \in \Omega, \\
\quad w(0) = b_1, w'(0) = b_2, w(1) = b_3, w'(1) = b_4,
\]

where

\[
B(x) = \begin{cases} B^- & \text{if } x < \alpha, \\ B^+ & \text{if } \alpha < x, \end{cases}
\]

for which

\[
w(\alpha) = w(\alpha), \quad \text{(continuity in the deflection)}, \\
w'(\alpha) = w'(\alpha), \quad \text{(continuity in the bending angle)}, \\
B(\alpha)w''(\alpha) = B(\alpha+)w''(\alpha), \quad \text{(continuity in the bending moment)}, \\
(B(\alpha-)w''(\alpha-))' = (B(\alpha+)w''(\alpha+))', \quad \text{(continuity of the shear)}.
\]

3.1 Hermite cubic IFE local nodal basis functions with rigid connection

In this subsection, we construct the local nodal basis function for the Hermite cubic immersed finite element space.

As in the construction of the Hermite cubic local nodal basis functions from the weak form derivation, we must have the test and trial functions in \( H^2 \). Since the regular Hermite cubic nodal basis functions are in \( H^2 \) and are generally used to solve the beam problems, we will construct the immersed Hermite cubic local nodal basis functions based on the properties of regular Hermite cubic local nodal basis functions plus the interface conditions specified by (1.4).

Similar to the construction of the regular Hermite cubic local nodal basis functions, we first define our immersed Hermite cubic local nodal basis functions \( \tilde{N}_i(\xi) \) in the reference element [0, 1], and an interface \( \alpha \) such that \( \alpha \in [0, 1] \). We let

\[
\tilde{N}_i(\xi) = \begin{cases} a_i + b_i \xi + \xi^2(c_i + d_i(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\ e_i + f_i(\xi - 1) + (\xi - 1)^2(g_i + h_i(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}
\]

where \( \xi \in [0, 1] \). Note that if \( d_i \) and \( h_i \) are not zero, then \( \tilde{N}_i(\xi) \) is a piecewise cubic polynomial.

Now suppose that \( \tilde{N}_i(\xi) \) satisfies the Hermite cubic local nodal conditions:

\[
\tilde{N}_i(0) = \begin{cases} 1, & \text{if } i = 1, \\ 0, & \text{if } i \neq 1, \end{cases}, \quad \tilde{N}_i'(0) = \begin{cases} 1, & \text{if } i = 2, \\ 0, & \text{if } i \neq 2, \end{cases}
\]

\[
\tilde{N}_i(1) = \begin{cases} 1, & \text{if } i = 3, \\ 0, & \text{if } i \neq 3, \end{cases}, \quad \tilde{N}_i'(1) = \begin{cases} 1, & \text{if } i = 4, \\ 0, & \text{if } i \neq 4, \end{cases}
\]
and in addition, each of $\tilde{N}_i$ satisfies rigid connection conditions at the interface $\alpha$:

$$\begin{align*}
\tilde{N}_i(\alpha-) &= \tilde{N}_i(\alpha+), \\
\tilde{N}_i'(\alpha-) &= \tilde{N}_i'(\alpha+), \\
B(\alpha-)\tilde{N}_i''(\alpha-) &= B(\alpha+)\tilde{N}_i''(\alpha+), \\
(B(\alpha-)\tilde{N}_i''(\alpha-))' &= (B(\alpha+)\tilde{N}_i''(\alpha+))'.
\end{align*}$$

The nodal value conditions lead to

$$\begin{align*}
a_1 &= 1, & a_2 &= 0, & a_3 &= 0, & a_4 &= 0, \\
b_1 &= 0, & b_2 &= 1, & b_3 &= 0, & b_4 &= 0, \\
e_1 &= 0, & e_2 &= 0, & e_3 &= 1, & e_4 &= 0, \\
f_1 &= 0, & f_2 &= 0, & f_3 &= 0, & f_4 &= 1.
\end{align*}$$

Then $\tilde{N}_1(\xi), \tilde{N}_2(\xi), \tilde{N}_3(\xi)$, and $\tilde{N}_4(\xi)$ become:

$$\begin{align*}
\tilde{N}_1(\xi) &= \begin{cases} 
1 + \xi^2(c_1 + d_1(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(g_1 + h_1(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{cases} \\
\tilde{N}_2(\xi) &= \begin{cases} 
\xi + \xi^2(c_2 + d_2(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(g_2 + h_2(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{cases} \\
\tilde{N}_3(\xi) &= \begin{cases} 
\xi^2(c_3 + d_3(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
1 + (\xi - 1)^2(g_3 + h_3(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{cases} \\
\tilde{N}_4(\xi) &= \begin{cases} 
\xi^2(c_4 + d_4(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1) + (\xi - 1)^2(g_4 + h_4(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1.
\end{cases}
\end{align*}$$

By using the rigid connection conditions, the coefficients $c_i, d_i, g_i$, and $h_i, i = 1, 2, 3, 4$, can be determined by solving the following systems of equations:

For $\tilde{N}_1(\xi)$:

$$\begin{align*}
1 + c_1\alpha^2 &= g_1(\alpha - 1)^2, \\
2c_1\alpha + d_1\alpha^2 &= 2g_1(\alpha - 1) + h_1(\alpha - 1)^2, \\
B^-(2c_1 + 4d_1\alpha) &= B^+(2g_2 + 4h_1(\alpha - 1)), \\
B^-(6d_1) &= B^+(6h_1).
\end{align*}$$

For $\tilde{N}_2(\xi)$:

$$\begin{align*}
\alpha + c_2\alpha^2 &= g_2(\alpha - 1)^2, \\
1 + 2c_2\alpha + d_2\alpha^2 &= 2g_2(\alpha - 1) + h_2(\alpha - 1)^2, \\
B^-(2c_2 + 4d_2\alpha) &= B^+(2g_2\alpha + 4h_2(\alpha - 1)), \\
B^-(6d_2) &= B^+(6h_2).
\end{align*}$$
For $\tilde{N}_3(\xi)$:

\[
\begin{align*}
c_3 \alpha^2 &= 1 + g_2(\alpha - 1)^2, \\
2c_3 \alpha + d_3 \alpha^2 &= 2g_3(\alpha - 1) + h_3(\alpha - 1)^2, \\
B^{-}(2c_3 + 4d_3 \alpha) &= B^{+}(2g_3 + 4h_3(\alpha - 1)), \\
B^{-}(6d_3) &= B^{+}(6h_3).
\end{align*}
\]

For $\tilde{N}_4(\xi)$:

\[
\begin{align*}
c_4 \alpha^2 &= (\alpha - 1) + g_4(\alpha - 1)^2, \\
2c_4 \alpha + d_4 \alpha^2 &= 1 + 2g_4(\alpha - 1) + h_4(\alpha - 1)^2, \\
B^{-}(2c_4 + 4d_4 \alpha) &= B^{+}(2g_4 + 4h_4(\alpha - 1)), \\
B^{-}(6d_4) &= B^{+}(6h_4).
\end{align*}
\]

Hence, we can solve the following linear systems for $c_i$, $d_i$, $g_i$, and $h_i$:

\[
\begin{pmatrix}
\alpha^2 & 0 & -\alpha - 1^2 & 0 \\
2\alpha & \alpha^2 & -2(\alpha - 1) & -(\alpha - 1)^2 \\
2B^- & 4\alpha B^- & -2B^+ & -4(\alpha - 1)B^+ \\
0 & 6B^- & 0 & -6B^+
\end{pmatrix}
\begin{pmatrix}
c_i \\
d_i \\
g_i \\
h_i
\end{pmatrix}
= \begin{pmatrix}
-\rightarrow q_1 \\
-\rightarrow q_2 \\
-\rightarrow q_3 \\
-\rightarrow q_4
\end{pmatrix}
\quad (3.6)
\]

where

\[
\begin{align*}
\overrightarrow{q}_1 &= \begin{pmatrix}
-1 \\
0 \\
0
\end{pmatrix}, \\
\overrightarrow{q}_2 &= \begin{pmatrix}
-\alpha \\
-1 \\
0
\end{pmatrix}, \\
\overrightarrow{q}_3 &= \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}, \\
\overrightarrow{q}_4 &= \begin{pmatrix}
\alpha - 1 \\
1 \\
0
\end{pmatrix}.
\end{align*}
\]

We first want to show that the determinant of the coefficients matrix in (3.6) is nonzero, which further implies the solution to (3.6) exists and is unique.

**Lemma 3.1.1** The determinant of the coefficient matrix

\[
A = \begin{pmatrix}
\alpha^2 & 0 & -\alpha - 1^2 & 0 \\
2\alpha & \alpha^2 & -2(\alpha - 1) & -(\alpha - 1)^2 \\
2B^- & 4\alpha B^- & -2B^+ & -4(\alpha - 1)B^+ \\
0 & 6B^- & 0 & -6B^+
\end{pmatrix}
\quad (3.7)
\]

is nonzero.

Proof: We first evaluate the determinant of $A$ and get:

\[
\det(A) = 12 \left( (B^-)^2(\alpha - 1)^4 - 2B^- B^+ \alpha(\alpha - 1)(\alpha^2 - \alpha + 2) + (B^+)^2\alpha^4 \right).
\]
Now we have to show that \( \det(A) \neq 0 \). It is clear that \((\alpha - 1)^4(B^-)^2 + \alpha^4(B^+)^2 > 0\), so if 
\[-2B^-B^+\alpha(\alpha - 1)(\alpha^2 - \alpha + 2) \geq 0, \]
we have \( \det(A) > 0 \). Since \( \alpha \in (0,1) \), we have \( \alpha - 1 < 0 \) and it follows that 
\((-2B^-B^+\alpha(\alpha - 1)) > 0\). Thus, if \((\alpha^2 - \alpha + 2) \geq 0\), we have \( \det(A) > 0 \).

To prove that \((\alpha^2 - \alpha + 2) \geq 0\), let us consider a function \( f : \Omega \to \mathbb{R} \) by
\[
f(\alpha) = (\alpha^2 - \alpha + 2).
\]
Then by taking derivative of \( f \) with respect to \( \alpha \), we have \( f'(\alpha) = 2\alpha - 1 \). So \( f(\alpha) \) has an
absolute minimum at \( \alpha = \frac{1}{2} \). But \( f(\frac{1}{2}) = \frac{1}{4} - \frac{1}{2} + 2 > 0 \), and thus the term \((\alpha^2 - \alpha + 2) > 0\).
Therefore, it is true that \( \det(A) > 0 \), so \( \det(A) \neq 0 \).

Since the determinant of \( A \) in (3.7) is nonzero, we know the linear systems in (3.6), have
unique solutions. Then by solving the linear systems in (3.6), the coefficients \( c_i, d_i, g_i, \) and
\( h_i \) can be found as follows:
\[
\begin{align*}
c_1 &= B^+(B^-)(\alpha + 3)(\alpha - 1) - \alpha^2 B^+ / D, \\
d_1 &= -2B^+(\alpha B^- - B^- - \alpha B^+)/ D, \\
g_1 &= B^-(\alpha B^- + B^- - \alpha^2 B^+ + B^- \alpha^2 + 4\alpha B^+)/ D, \\
h_1 &= -2B^-(\alpha - 1)B^- + \alpha B^+) / D, \\
c_2 &= B^+((\alpha - 2)B^-) / D, \\
d_2 &= -B^+(\alpha B^- - B^- - \alpha^2 B^+) / D, \\
g_2 &= \alpha B^-(-\alpha B^+ + 2 + \alpha) + B^- (\alpha - 1)^2) / D, \\
h_2 &= -B^-(-\alpha B^+ - B^- - \alpha^2 B^+) / D, \\
c_3 &= -B^-((-B^+ + B^-) / D, \\
d_3 &= 2B^+(\alpha B^- - B^- - \alpha B^+) / D, \\
g_3 &= -B^-(-2\alpha B^- + B^- - \alpha^2 B^+ + B^- \alpha^2 + 4\alpha B^+)/ D, \\
h_3 &= -B^-((\alpha B^- - B^- - \alpha B^+) / D, \\
c_4 &= -B^+(\alpha - 1)((-B^+ + B^-) / D, \\
d_4 &= B^+((-B^+ + B^-) / D, \\
g_4 &= -B^-((\alpha^3 - B^+ + B^- + (3B^+ + 3B^-) / D, \\
h_4 &= -B^-((-B^+ + B^-) / D, \\
\end{align*}
\]
where
\[
D = (B^-)^2(\alpha - 1)^4 - 2B^-B^+\alpha(\alpha - 1)(\alpha^2 - \alpha + 2) + (B^+)^2\alpha^4. \quad (3.8)
\]
Notice that $D = (\det A)/12$ where $A$ is the matrix defined in (3.7), and since $\det(A) \neq 0$, so we have $D \neq 0$. Therefore, we have obtained unique solutions for coefficients $c_i, d_i, g_i$, and $h_i$, for $i = 1, 2, 3, 4$. Thus, our immersed Hermite local nodal basis functions $\tilde{N}_i(\xi)$, $i = 1, 2, 3, 4$, are uniquely defined.

Here, we examine $\tilde{N}_i(\xi)$, $i = 1, 2, 3, 4$, with a fixed interface, $\alpha$, at $\pi/6$ and the piecewise constant coefficient function $B(x)$ in the following cases:

Case 1:

$$B(x) = \begin{cases} 
2 & \text{if } x < \alpha \\
5 & \text{if } \alpha < x,
\end{cases}$$

Case 2:

$$B(x) = \begin{cases} 
2 & \text{if } x < \alpha \\
500 & \text{if } \alpha < x,
\end{cases}$$

Case 3:

$$B(x) = \begin{cases} 
2 & \text{if } x < \alpha \\
50000 & \text{if } \alpha < x.
\end{cases}$$

Note that the three cases illustrate the ratio in discontinuity $B(x)$ as small, moderate, and large, respectively. The plot for each of the cases are shown in Figure 3.1, Figure 3.2, and Figure 3.3.

As with the standard Hermite cubic local nodal basis functions, we can define the functions $\tilde{\psi}_i(x) : [x_l, x_r] \to \mathbb{R}$ as the immersed Hermite cubic local nodal basis functions on an arbitrary interval $[x_l, x_r]$ with an interface $\alpha \in (x_l, x_r)$ as follows:

$$\tilde{\psi}_1(x) = \tilde{N}_1(\zeta(x)), \quad \tilde{\psi}_2(x) = (x_r - x_l)(\tilde{N}_2(\zeta(x))), \quad \tilde{\psi}_3(x) = \tilde{N}_3(\zeta(x)), \quad \tilde{\psi}_4(x) = (x_r - x_l)(\tilde{N}_4(\zeta(x))),$$

where $\zeta : [x_l, x_r] \to [0, 1]$ defined as

$$\zeta(x) = \frac{x - x_l}{x_r - x_l}.$$ 

Now we will construct the immersed Hermite cubic finite element space with the Hermite cubic local nodal basis functions $\psi_1(x), \psi_2(x), \psi_3(x)$, and $\psi_4(x)$ defined in (2.31), and also the immersed Hermite cubic local nodal basis functions $\tilde{\psi}_1(x), \tilde{\psi}_2(x), \tilde{\psi}_3(x)$, and $\tilde{\psi}_4(x)$ defined in (3.9).

First, let us introduce a partition of $\overline{\Omega} = [0, 1]$:

$$\overline{T}_h = \bigcup_{k=1}^{n} e_k,$$
where

\[ e_k = [x_k, x_{k+1}], \tag{3.10} \]

and \( k = 1, 2, \ldots, n - 1 \), are intervals in \( \Omega \) formed by node points

\[ 0 = x_1 < x_2 < \cdots < x_{n-1} < x_n = 1, \]

with \( n \) being the number of elements. In addition, let us suppose that an interface \( \alpha \) is in \( \Omega \).

Before we define the global basis functions, let us classify the elements according the definitions as follows:

**Definition 3.1.1** An element \( e_k \) is said to be an **interface-element** if \( e_k \) contains only one interface \( \alpha \) such that \( \alpha \) is an interior point of \( e_k \), i.e., \( e_{k-1} < \alpha < e_k \). An element \( e_k \) is said to be a **non-interface-element** if \( e_k \) there is no interface \( \alpha \) such that \( e_{k-1} < \alpha < e_k \).

And in addition, let us define a function \( \eta_{k,i} : e_k \to \mathbb{R} \) for \( i = 1, 2, 3, 4 \) as follows:

\[
\eta_{k,i}(x) = \begin{cases} 
\psi_{k,i}(x), & \text{if } e_k \text{ is an non-interface-element.} \\
\tilde{\psi}_{k,i}(x), & \text{if } e_k \text{ is an interface-element.}
\end{cases}
\]

We now ready to define the global basis functions, \( \tilde{\phi}_i, i = 1, 2, \ldots, 2n - 1, 2n, \) over \( \Omega \) as follows:

At \( x_1 \), we define

\[
\tilde{\phi}_1(x) = \begin{cases} 
0, & \text{if } x \notin [x_1, x_2] \\
\eta_{1,1}(x), & \text{if } x \in [x_1, x_2],
\end{cases}
\]

and

\[
\tilde{\phi}_2(x) = \begin{cases} 
0, & \text{if } x \notin [x_1, x_2] \\
\eta_{1,2}(x), & \text{if } x \in [x_1, x_2],
\end{cases}
\]

At \( x_k, k = 2, 3, \ldots, n - 1 \), we define

\[
\tilde{\phi}_{2k-1}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{k-1}, x_{k+1}] \\
\eta_{k-1,3}(x), & \text{if } x \in [x_{k-1}, x_k] \\
\eta_{k,1}(x), & \text{if } x \in [x_k, x_{k+1}],
\end{cases}
\]

\[
\tilde{\phi}_{2k}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{k-1}, x_{k+1}] \\
\eta_{k-1,4}(x), & \text{if } x \in [x_{k-1}, x_k] \\
\eta_{k,2}(x), & \text{if } x \in [x_k, x_{k+1}],
\end{cases}
\]
and at \( x_n \), we define

\[
\phi_{2n-1}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{n-1}, x_n] \\
\eta_{n-1,3}(x) & \text{if } x \in [x_{n-1}, x_n],
\end{cases}
\]

and

\[
\bar{\phi}_{2n}(x) = \begin{cases} 
0, & \text{if } x \notin [x_{n-1}, x_n] \\
\eta_{n-1,4}(x) & \text{if } x \in [x_{n-1}, x_n].
\end{cases}
\]

Thus, the nodal values \( \bar{\phi}_k(x_j) \) for \( k = 1, 2, \ldots, 2n \) and \( j = 1, 2, \ldots, n \) are given as follows:

\[
\bar{\phi}_{2i-1}(x_j) = \begin{cases} 
0, & \text{if } x_j \neq x_i \\
1 & \text{if } x_j = x_i,
\end{cases}
\]

for \( i = 1, 2, \ldots, n \), and

\[
\bar{\phi}_{2i}(x_j) = \begin{cases} 
0, & \text{if } x_j \neq x_i \\
1 & \text{if } x_j = x_i,
\end{cases}
\]

for \( i = 1, 2, \ldots, n \).

Note that the nodal values for \( \bar{\phi}_k \), \( k = 1, 2, \ldots, 2n - 1, 2n \), are carried from the properties of the immersed Hermite cubic local nodal basis functions \( \eta_{k,i}(x) \), \( i = 1, 2, 3, 4 \).

Finally, our Hermite cubic immersed finite element space is defined as:

\[
\bar{S}_h(\Omega) = \text{span}\{\bar{\phi}_1, \bar{\phi}_2, \ldots, \bar{\phi}_{2n-1}, \bar{\phi}_{2n}\}.
\]

When using the Hermite cubic finite element space \( S_h \) to do the interpolations, we can except the order of convergence as follows:

\[
||u - I_h u||_0 + h||u - I_h u||_1 + h^2||u - I_h u||_2 + h^3||u - I_h u||_3 \leq C(|u|_4)h^4,
\]

where \( u \) is a function in \( H^4(\Omega) \) and \( I_h u \) is its interpolation using the Hermite cubic finite element space. We would like to know whether the immersed Hermite cubic finite element space \( \bar{S}_h \) also has the same order of convergence, i.e.,

\[
||u - \bar{I}_h u||_0 + h||u - \bar{I}_h u||_1 + h^2||u - \bar{I}_h u||_2 + h^3||u - \bar{I}_h u||_3 \leq C(|u|_4)h^4,
\]

where \( \bar{I}_h u \) is the interpolation of \( u \) by the immersed Hermite cubic finite element space. We will numerically investigate our immersed Hermite finite element space to see its approximation capability later on in the chapter.
3.2 Some properties of the immersed Hermite cubic local nodal basis functions

Here, we will show that the immersed Hermite cubic local nodal basis functions introduced in the previous section have following properties:

(i) If \( \alpha \to x_l \) or \( \alpha \to x_r \), then \( \tilde{\psi}_i(x) = \psi_i(x) \) for \( i = 1, 2, 3, 4 \).

(ii) If the piecewise continuous coefficients across the interface are the same, then the immersed Hermite cubic nodal basis functions become the usual Hermite nodal basis functions. In other words, if \( B^- = B^+ \) then \( \tilde{\psi}_i(x) = \psi_i(x) \) for \( i = 1, 2, 3, 4 \).

However, since \( \tilde{\psi}_i(x) \) and \( \psi_i(x) \) are the transformation of \( \tilde{N}_i(x) \) and \( N_i(x) \) from the reference interval \([0,1]\) to an arbitrary interval \([x_l, x_r]\), respectively, proof of the following will give the equivalent result as in (i) and (ii):

(I) If \( \alpha \to 0 \) or \( \alpha \to 1 \), then \( \tilde{N}_i(\xi) = N(\xi) \) for \( i = 1, 2, 3, 4 \).

(II) If \( B^- = B^+ \) then \( \tilde{N}_i(\xi) = N(\xi) \) for \( i = 1, 2, 3, 4 \).

Here, we will first prove that \( \lim_{\alpha \to 0} D = (B^-)^2 \) and \( \lim_{\alpha \to 1} D = (B^+)^2 \) for the convenience of proving (I).

Lemma 3.2.1 For \( D \) defined in (3.8), we have \( \lim_{\alpha \to 0} D = (B^-)^2 \) and \( \lim_{\alpha \to 1} D = (B^+)^2 \).

Proof:

\[
\lim_{\alpha \to 0} D = \lim_{\alpha \to 0} \left( (B^-)^2(\alpha - 1)^4 - 2B^-B^+\alpha(\alpha - 1)(\alpha^2 - \alpha + 2) + (B^+)^2\alpha^4 \right) \\
= (B^-)^2 - 0 + 0 \\
= (B^-)^2.
\]

Also,

\[
\lim_{\alpha \to 1} D = \lim_{\alpha \to 0} \left( (B^-)^2(\alpha - 1)^4 - 2B^-B^+\alpha(\alpha - 1)(\alpha^2 - \alpha + 2) + (B^+)^2\alpha^4 \right) \\
= 0 - 0 + (B^+)^2 \\
= (B^+)^2.
\]

For property (I), we have
Theorem 3.2.1 If $\alpha \to 0$ or $\alpha \to 1$, then $\tilde{N}_i(\xi) = N(\xi)$ for $i = 1, 2, 3, 4$.

Proof: First let us define the notations $f|_0$ and $f|_1$ as

$$f|_0 = \lim_{\alpha \to 0} f, \quad f|_1 = \lim_{\alpha \to 1} f.$$ 

Then

$$\lim_{\alpha \to 0} \tilde{N}_1(\xi) = \lim_{\alpha \to 0} \begin{cases} 1 + \xi^2(c_1 + d_1(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\ (\xi - 1)^2(g_1 + h_1(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= (\xi - 1)^2(g_1|_0 + h_1|_0(\xi - 0)) \quad 0 \leq \xi \leq 1,$$

$$= (\xi - 1)^2 \left( \frac{B^-(B^+)}{(B^-)^2} \right) + (\xi - 1)^2 \left( \frac{-2B^-(B^-)\xi}{(B^-)^2} \right) \quad 0 \leq \xi \leq 1,$$

$$= (\xi - 1)^2 \left( \frac{B^+(B^-)}{(B^+)^2} \right) - \frac{2B^-(B^-)(\xi - 1)}{(B^-)^2} \quad 0 \leq \xi \leq 1,$$

$$= (\xi - 1)^2(1 + 2\xi) \quad 0 \leq \xi \leq 1,$$

$$= (\xi^2 - 2\xi + 1)(1 + 2\xi) \quad 0 \leq \xi \leq 1,$$

$$= 2\xi^3 - 3\xi^2 + 1 \quad 0 \leq \xi \leq 1,$$

$$= N_1(\xi).$$

$$\lim_{\alpha \to 1} \tilde{N}_1(\xi) = \lim_{\alpha \to 1} \begin{cases} 1 + \xi^2(c_1 + d_1(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\ (\xi - 1)^2(g_1 + h_1(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= 1 + \xi^2(c_1|_1 + d_1|_1(\xi - \alpha)) \quad 0 \leq \xi \leq 1,$$

$$= 1 + \xi^2 \left( \frac{B^+(-B^-)}{(B^+)^2} \right) + \xi^2 \left( \frac{2B^+(-B^-)(\xi - 1)}{(B^+)^2} \right) \quad 0 \leq \xi \leq 1,$$

$$= 1 + \xi^2 \left( \frac{B^+(B^-)}{(B^+)^2} \right) - \frac{2B^+(-B^-)(\xi - 1)}{(B^+)^2} \quad 0 \leq \xi \leq 1,$$

$$= 1 + \xi^2(-1 + 2(\xi - 1)) \quad 0 \leq \xi \leq 1,$$

$$= 1 - \xi^2 + 2\xi^3 - 2\xi^2(\xi - 1) \quad 0 \leq \xi \leq 1,$$

$$= 2\xi^3 - 3\xi^2 + 1 \quad 0 \leq \xi \leq 1,$$

$$= N_1(\xi).$$

$$\lim_{\alpha \to 0} \tilde{N}_2(\xi) = \lim_{\alpha \to 0} \begin{cases} \xi + \xi^2(c_2 + d_2(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\ (\xi - 1)^2(g_2 + h_2(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= (\xi - 1)^2(g_2|_0 + h_2|_0(\xi)) \quad 0 \leq \xi \leq 1,$$

$$= (\xi - 1)^2 \left( \frac{-B^-(-B^-)\xi}{(B^-)^2} \right) \quad 0 \leq \xi \leq 1,$$

$$= (\xi - 1)^2\xi \quad 0 \leq \xi \leq 1,$$

$$= \xi^3 - 2\xi^2 + \xi \quad 0 \leq \xi \leq 1,$$

$$= N_2(\xi).$$
\[
\lim_{\alpha \to 1} \tilde{N}_2(\xi) = \lim_{\alpha \to 1} \left\{ \begin{array}{ll}
\xi + \xi^2(c_2 + d_2(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(g_2 + h_2(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{array} \right.
\]

\[
= \xi + \xi^2(c_2|1 + d_2|1(\xi - 1)) \quad 0 \leq \xi \leq 1,
\]

\[
= \xi + \xi^2\left(\frac{B^+(-B^+ + B^+(-1))}{(B^+)^2}\right) + \xi^2\left(\frac{-B^+(-B^+(-1))}{(B^+)^2}\right) \quad 0 \leq \xi \leq 1,
\]

\[
= \xi + \xi^2(\xi - 1) \quad \text{if } 0 \leq \xi \leq \alpha,
\]

\[
= \xi - \xi^2 + \xi^3 - \xi^2 \quad \text{if } 0 \leq \xi \leq \alpha,
\]

\[
= \xi^3 - 2\xi^2 + \xi \quad \text{if } \alpha \leq \xi \leq 1,
\]

\[
= N_2(\xi).
\]

\[
\lim_{\alpha \to 0} \tilde{N}_3(\xi) = \lim_{\alpha \to 0} \left\{ \begin{array}{ll}
\xi^2(c_3 + d_3(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
1 + (\xi - 1)^2(g_3 + h_3(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{array} \right.
\]

\[
= 1 + (\xi - 1)^2(g_3|0 + h_3|\alpha) \quad 0 \leq \xi \leq 1,
\]

\[
= 1 + (\xi - 1)^2\left(\frac{-2B^+(-B^+)}{(B^+)^2}\right) + (\xi - 1)^2\left(\frac{2B^+(-B^+)}{(B^+)^2}\right) \quad 0 \leq \xi \leq 1,
\]

\[
= 1 + (\xi - 1)^2 \left(\frac{B^+(-1)}{(B^+)^2} + \frac{2B^+(-B^+)}{(B^+)^2}\right) \quad \alpha \leq \xi \leq 1,
\]

\[
= 1 + (\xi - 1)^2(-1 + 2(\xi)) \quad 0 \leq \xi \leq 1,
\]

\[
= 1 - (\xi^2 - 2\xi + 1) - 2\xi^3 + 4\xi^2 - 2\xi \quad 0 \leq \xi \leq 1,
\]

\[
= -2\xi^3 + 3\xi^2 \quad 0 \leq \xi \leq 1,
\]

\[
= N_3(\xi).
\]

\[
\lim_{\alpha \to 1} \tilde{N}_3(\xi) = \lim_{\alpha \to 1} \left\{ \begin{array}{ll}
\xi^2(c_3 + d_3(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
1 + (\xi - 1)^2(g_3 + h_3(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{array} \right.
\]

\[
= \xi^2(c_3|1 + d_3|1(\xi - 1)) \quad 0 \leq \xi \leq 1,
\]

\[
= \xi^2\left(\frac{B^+(-B^+ + B^+(-2 + 3))}{(B^+)^2}\right) + \xi^2\left(\frac{2B^+(-B^+ + B^+(-1))}{(B^+)^2}\right) \quad 0 \leq \xi \leq 1,
\]

\[
= \xi^2\left(\frac{-B^+(-B^+)}{(B^+)^2} + \frac{2B^+(-B^+)}{(B^+)^2}\right) \quad 0 \leq \xi \leq 1,
\]

\[
= \xi^2(1 - 2(\xi - 1)) \quad 0 \leq \xi \leq 1,
\]

\[
= \xi^2 - 2\xi^3 + 2\xi^2) \quad 0 \leq \xi \leq 1,
\]

\[
= -2\xi^3 + 3\xi^2 \quad 0 \leq \xi \leq 1,
\]

\[
= N_3(\xi).
\]

\[
\lim_{\alpha \to 0} \tilde{N}_4(\xi) = \lim_{\alpha \to 0} \left\{ \begin{array}{ll}
\xi^2(c_4 + d_4(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1) + (\xi - 1)^2(g_4 + h_4(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1,
\end{array} \right.
\]

\[
= (\xi - 1) + (\xi - 1)^2(g_4|0 + h_4|\alpha) \quad 0 \leq \xi \leq 1,
\]

\[
= (\xi - 1) + (\xi - 1)^2\left(\frac{-B^+(-B^+)}{(B^+)^2} + \frac{B^+(-B^+)}{(B^+)^2}\right) \quad 0 \leq \xi \leq 1,
\]
\[
\begin{align*}
  &= (\xi - 1) + (\xi - 1)^2(1 + \xi) \ 0 \leq \xi \leq 1, \\
  &= (\xi - 1)(1 + \xi^2 - 1) \ 0 \leq \xi \leq 1, \\
  &= \xi^3 - \xi^2 \ 0 \leq \xi \leq 1, \\
  &= N_4(\xi).
\end{align*}
\]

Thus (I) is proved.

Again, before proving (II), we will first show that if \( B^- = b = B^+ \) then \( D = b^2 \), for the convenience of proving (II).

**Lemma 3.2.2** If \( B^- = b = B^+ \) then \( D \) defined in (3.8) becomes \( b^2 \).

**Proof:** Suppose \( B^- = b = B^+ \), then
\[
D = (\alpha - 1)^4(B^-)^2 - 2B^-B^+(\alpha - 1)(\alpha^2 - \alpha + 2) + \alpha^4(B^+)^2
= (\alpha - 1)^4b^2 - 2b^2(\alpha - 1)(\alpha^2 - \alpha + 2) + \alpha^4b^2
= b^2((\alpha - 1)^4 - 2(\alpha - 1)(\alpha^2 - \alpha + 2) + \alpha^4)
= b^2(\alpha^4 - 4\alpha^3 + 6\alpha^2 - 4\alpha + 1 - 2\alpha^4 + 4\alpha^3 - 6\alpha^2 + 4\alpha + \alpha^4)
= b^2.
\]

Now we are ready to prove (II).

**Theorem 3.2.2** If the coefficients \( B^- \) and \( B^+ \) across the interface are the same, then the immersed Hermite cubic nodal basis functions become the usual Hermite nodal basis functions.
Proof: Suppose $B^- = B^+ = b$, then

$$\mathcal{N}_1(\xi) = \begin{cases} 1 + \xi^2(c_1 + d_1(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(g_1 + h_1(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} 1 + \xi^2 \left( \frac{b(b+3)(\alpha-1)-\alpha^2}{D} \right) - \frac{2b(b-b+ab)(\xi-\alpha)}{D} & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2 \left( \frac{b-b+ab-b+ab^2+4ab}{D} - \frac{2b(b-b+ab)(\xi-\alpha)}{D} \right) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} 1 + \xi^2 \left( \frac{b(b+3)(\alpha-1)-\alpha^2}{D^2} \right) - \frac{2b(b-b+ab)(\xi-\alpha)}{D^2} & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2 \left( \frac{b-b+ab-b+ab^2+4ab}{D^2} - \frac{2b(b-b+ab)(\xi-\alpha)}{D^2} \right) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} 1 + \xi^2((\alpha+3)(\alpha-1) - \alpha^2) + 2(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(1 + 2\alpha + 2(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \mathcal{N}_1(\xi).$$

$$\mathcal{N}_2(\xi) = \begin{cases} \xi + \xi^2(c_2 + d_2(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(g_2 + h_2(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} \xi + \xi^2 \left( \frac{B^+(\alpha^2-2B^+)+\alpha-2B^-}{D^2} \right) - \frac{B^+(B^+ - 2B^- - 2\alpha^2B^+)(\xi-\alpha)}{D^2} & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2 \left( \frac{\alpha B^+(-\alpha B^-(\alpha-2a)+B^-(-\alpha+2a))}{D^2} - \frac{B^+(B^+ - 2B^- - 2\alpha^2B^+)(\xi-\alpha)}{D^2} \right) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} \xi + \xi^2(-2 + \xi) & \text{if } 0 \leq \xi \leq \alpha, \\
(\xi - 1)^2(\alpha(-\alpha(-2 + \alpha) + (\alpha - 1)^2) + (\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \mathcal{N}_2(\xi).$$

$$\mathcal{N}_3(\xi) = \begin{cases} \xi^2(c_3 + d_3(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
1 + (\xi - 1)^2(g_3 + h_3(\xi - \alpha)) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} \xi^2 \left( -\frac{b(-b+b)\alpha^2+2b^(-2\alpha-3)}{D^2} + \frac{2b(b-b+ab)(\xi-\alpha)}{D^2} \right) & \text{if } 0 \leq \xi \leq \alpha, \\
1 + (\xi - 1)^2 \left( -\frac{b(-2ab+b-\alpha^2b+4ab)}{D^2} + \frac{2b(b-b+ab)(\xi-\alpha)}{D^2} \right) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \begin{cases} \xi^2(-2\alpha - 3) - 2(\xi - \alpha)) & \text{if } 0 \leq \xi \leq \alpha, \\
1 + (\xi - 1)^2(-1 - 2\xi) & \text{if } \alpha \leq \xi \leq 1, \end{cases}$$

$$= \mathcal{N}_3(\xi).$$
Thus (II) is proved.

Therefore, by the properties of transformation on \( N_i(\xi) \to \tilde{\psi}_i(x) \) and \( \tilde{N}_i(\xi) \to \tilde{\psi}_i(x) \), it follows that \( \tilde{\psi}_i(x) \) reduces to \( \psi_i(x) \) when the interface \( \alpha \) is such that \( \alpha \to x_l \) or \( \alpha \to x_r \), and when the piecewise constant coefficients are equal over the interface \( \alpha \), for \( \alpha \) in the interval \([x_l, x_r]\).

### 3.3 The immersed Hermite finite element solution

In this section, we will discuss the immersed Hermite finite element solution to our BVP (1.2) and (1.4). Recall that the weak form for this boundary value problem is listed in (2.12) as:

Find \( w \in S = \{ w|w \in H^2, w(0) = b_1, w'(0) = b_2, w(1) = b_3, w'(1) = b_4 \} \) such that

\[
\int_0^1 v''(x)B(x)w''(x)dx = \int_0^1 v(x)f(x)dx,
\]

for any \( v \in T = \{ w|w \in H^2, w(0) = w(1) = w'(0) = w'(1) = 0 \} \).

Since the immersed Hermite cubic finite element space defined in Section 3.1 is a subspace of \( H^2 \), we can use its basis functions to form the immersed Hermite cubic finite element spaces for both of our test function space and trial function set. Specifically, we let

\[
S_h(\Omega) = \text{span}\{ \tilde{\phi}_1, \tilde{\phi}_2, \cdots, \tilde{\phi}_{2n-1}, \tilde{\phi}_{2n} \} \cap S,
\]

\[
T_h(\Omega) = \text{span}\{ \tilde{\phi}_3, \tilde{\phi}_4, \cdots, \tilde{\phi}_{2n-3}, \tilde{\phi}_{2n-2} \} \subset T.
\]
Using this weak form of the BVP and following the same framework in Section 2.3.2, we can obtain the IFE equation for our BVP in vector form as follows:

\[ K \tilde{u} = \tilde{f} + \tilde{B}_e, \quad (3.11) \]

where

\[
\begin{align*}
\tilde{u} &= (u_i)_{i=3}^{2n-2}, \quad \tilde{u}_h(x) = \sum_{j=1}^{2n} u_j \phi_j(x) \\
K &= (K_{i,j})_{i=3,j=3}^{2n-2}, \quad K_{i,j} = \int_0^{x_i} \bar{\phi}_i''(x) B(x) \bar{\phi}_j''(x) dx \\
\tilde{f} &= \left( \int_0^{x_i} \phi_i(x) f(x) dx \right)_{i=3}^{2n-2} \\
\tilde{B}_e &= (B_{e,i})_{i=3}^{2n-2}, \quad \text{where } B_{e,i} = -b_1 K_{i,1} - b_2 K_{i,2} - b_3 K_{i,2n-1} - b_4 K_{i,2n}.
\end{align*}
\]

We should note that when \( h \) is small, \( K \) is a banded matrix, and most of the entries of \( B_e \) are zero. In addition, the matrix \( K \) can also assembled by the local matrix \( K_{e_k} \) with the standard procedure, where

\[
\begin{align*}
K_{e_k} &= (K_{e_k,i,j})_{i,j=1}^{4}, \\
K_{e_k,i,j} &= \int_{e_k} \bar{\phi}_{k,i}''(x) B(x) \bar{\phi}_{k,j}''(x) dx, \quad i, j = 1, 2, 3, 4.
\end{align*}
\]

Over most of the elements, \( K_{e_k,i,j} \) can be computed in the same way as for the standard Hermite local basis functions. However, if \( e_k = [x_k, x_{k+1}] \) is an interface-element, we calculate the entries of \( K_{e_k} \) as follows:

\[
K_{e_k,i,j} = \int_{x_k}^{x_{k+1}} \bar{\phi}_{k,i}''(x) B(x) \bar{\phi}_{k,j}''(x) dx + \int_{x_k}^{x_{k+1}} \bar{\phi}_{k,i}(x) B(x) \bar{\phi}_{k,j}'(x) dx,
\]

for \( i = 1, 2, 3, 4 \) and \( j = 1, 2, 3, 4 \). A similar piecewise integration procedure applies to the components of \( \tilde{f} \).

By solving the linear system in (3.11), we will obtain the vector \( \tilde{u} \) which can then be used to form the immersed finite element solution:

\[
\tilde{u}_h(x) = u_1 \bar{\phi}_1(x) + u_2 \bar{\phi}_2(x) + \ldots + u_{2n-1} \bar{\phi}_{2n-1}(x) + u_{2n} \bar{\phi}_{2n}(x).
\]

Since \( \tilde{u}_h \) is an approximation of \( w \), we would like to know the accuracy of \( \tilde{u}_h \). Since the Hermite finite element space has an accuracy of \( ||w - u_h||_0 \leq Ch^4 \) and \( ||w - u_h||_2 \leq Ch^2 \), we would like to know if our immersed Hermite finite element solution also has this accuracy, i.e., \( ||w - \tilde{u}_h||_0 \leq Ch^4 \) and \( ||w - \tilde{u}_h||_2 \leq Ch^2 \). We will investigate this numerically in the next two sections.
3.4 Approximation capability of the Hermite cubic IFE space

In this subsection, we numerically investigate the approximation orders of the interpolation in the IFE space. Our main goal is to identify the order of accuracy of the immersed Hermite cubic finite element space with rigid interface connection condition from the point of view of interpolation.

To investigate the order of accuracy of IFE methods developed here, we first create a function $u(x)$ that satisfies the rigid interface condition. Specifically, we let

$$u(x) = \begin{cases} 
a \cos(x) + b \sin(x) & \text{if } 0 \leq x < \alpha, \\
ce^x + dx^3 + 5 & \text{if } \alpha \leq x \leq 1
d\end{cases}$$

(3.12)

and

$$B(x) = \begin{cases} 
B^-, & 0 \leq x < \alpha, \\
B^+, & \alpha < x \leq 1.
\end{cases}$$

(3.13)

We determine the constants $a$, $b$, $c$, and $d$ such that $u(x)$ satisfies the rigid connection condition:

$$u(\alpha-) = u(\alpha+),$$

$$u'(\alpha-) = u'(\alpha+),$$

$$B(\alpha-)u''(\alpha-) = B(\alpha+)u''(\alpha+),$$

$$(B(\alpha-)u''(\alpha-))' = (B(\alpha+)u''(\alpha+))'.$$

These equations lead to

$$a \cos(\alpha) + b \sin(\alpha) = ce^\alpha + 5d + 3\alpha^3,$$

$$-a \sin(\alpha) + b \cos(\alpha) = ce^\alpha + 3d\alpha^2,$$

$$B^-(a \cos(\alpha) - b \sin(\alpha)) = B^+(ce^\alpha + 6d\alpha),$$

$$B^-(a \sin(\alpha) - b \cos(\alpha)) = B^+(ce^\alpha + 6d).$$

By putting the above equations into the matrix form, it becomes:

$$\begin{pmatrix} 
\cos(\alpha) & \sin(\alpha) & -e^\alpha & -\alpha^3 \\
-\sin(\alpha) & \cos(\alpha) & -e^\alpha & -3\alpha^2 \\
-B^- \cos(\alpha) & -B^- \sin(\alpha) & -B^+(e^\alpha) & -6B^+\alpha \\
-B^- \sin(\alpha) & -B^- \cos(\alpha) & -B^+(e^\alpha) & -6B^+
\end{pmatrix} \begin{pmatrix} 
a \\
b \\
c \\
d
\end{pmatrix} = \begin{pmatrix} 
5 \\
0 \\
0 \\
0
\end{pmatrix}.$$  

(3.14)

Generally, the determinant of the matrix above does not equal zero for arbitrary $\alpha$, $B^-$ and $B^+$ chosen.
Here, we will conduct several experiments with a fixed interface at $\alpha = \pi/6$ and choose

Case 1: $B^- = 2, B^+ = 5$,
Case 2: $B^- = 2, B^+ = 500$,
Case 3: $B^- = 2, B^+ = 50000$.

These configurations are chosen to represent small, moderate, and large discontinuities of the coefficient.

In each of these cases, we let $h = \frac{1}{10^{2 - i}}, i = 1, 2, \ldots, 8$ to generate $\widetilde{I}_h u(x) \in \tilde{S}_h(\Omega)$. We then compute the actual errors in various commonly used norms or semi-norms. Let error in the interpolation by using the IFE space be $\tilde{E}_h$, then we expect $\tilde{E}_h \approx C h^r$, where $r$ is the order of accuracy. By taking the natural log of both sides of the expression $\tilde{E}_h \approx C h^r$, we get $\ln(\tilde{E}_h) \approx \ln |C| + r \ln(h)$. Then the values $C$ and $r$ can be determined by applying the linear regression on a set of values of $\ln(\tilde{E}_h)$ and $\ln(h)$ generated by the numerical experiments.

The related data for each of the cases are listed in Tables 7.1, 7.2, and 7.3; the constant $C$ and the order of accuracy $r$ for each norm and semi-norms taken on $\tilde{E} = |u(x) - \widetilde{I}_h u(x)|$ are found as follows:

For Case 1:

\[ ||\tilde{E}||_0 \approx 5.3522 \times 10^{-003} h^{3.9983}, \]
\[ |\tilde{E}|_1 \approx 1.8675 \times 10^{-002} h^{3.0003}, \]
\[ |\tilde{E}|_2 \approx 1.2123 \times 10^{-001} h^{2.0006}. \]

For Case 2:

\[ ||\tilde{E}||_0 \approx 5.3945 \times 10^{-003} h^{3.9888}, \]
\[ |\tilde{E}|_1 \approx 1.9077 \times 10^{-002} h^{2.9943}, \]
\[ |\tilde{E}|_2 \approx 1.2415 \times 10^{-001} h^{1.9950}. \]

For Case 3:

\[ ||\tilde{E}||_0 \approx 5.4416 \times 10^{-003} h^{3.9896}, \]
\[ |\tilde{E}|_1 \approx 1.9166 \times 10^{-002} h^{2.9939}, \]
\[ |\tilde{E}|_2 \approx 1.2470 \times 10^{-001} h^{1.9947}. \]

It is important to note that in all of these experiments, the orders of accuracy of the Hermite cubic immersed finite element space in $H^s(0, 1), s = 0, 1, 2$ norms match that of the standard Hermite cubic finite element space. This strongly suggests that our IFE space have an approximation capability similar to the standard Hermite cubic finite element space.

The data $|u(x) - \widetilde{I}_h u(x)|$, $|u'(x) - \widetilde{I}_h u'(x)|$, and $|u''(x) - \widetilde{I}_h u''(x)|$ for each case and for each $h$ are shown in the appendix.
### 3.5 Accuracy of the IFE solution of the interface beam problem

In this section, we numerically investigate the order of accuracy of the Hermite cubic IFE solution to the interface beam problem. First, we set up an interface beam problem to which we know the exact solution. Here, we will choose a function \( w(x) \) and then find \( f(x) \) such that \((B(x)w''(x))'' = f(x)\) with \(B(x)\) as piecewise continuous constants. For simplicity, we choose \( x \in \Omega = [0, 1] \) and the interface, \( \alpha \), in \((0, 1)\). Let

\[
w(x) = \begin{cases} a \cos(x) + b \sin(x) & \text{if } 0 \leq x < \alpha, \\ ce^x + dx^3 + 5 & \text{if } \alpha \leq x \leq 1 \end{cases} \tag{3.15}
\]

and

\[
B(x) = \begin{cases} B^-, & 0 \leq x < \alpha, \\ B^+, & \alpha \leq x \leq 1, \end{cases} \tag{3.16}
\]

Then

\[
(B(x)w(x))'' = f(x) = \begin{cases} B^-(a \cos(x) + b \sin(x)) & \text{if } 0 \leq x < \alpha, \\ B^+(ce^x) & \text{if } \alpha \leq x \leq 1 \end{cases} \tag{3.17}
\]

Then, we determine the constants \( a, b, c, \) and \( d \) such that \( w(x) \) satisfies the rigid connection condition:

\[
\begin{align*}
w(\alpha-) &= w(\alpha+), \\
w'(\alpha-) &= w'(\alpha+), \\
B(\alpha-)w''(\alpha-) &= B(\alpha+)w''(\alpha+), \\
(B(\alpha-)w''(\alpha-))' &= (B(\alpha+)w''(\alpha+))',
\end{align*}
\]

or

\[
\begin{align*}
a \cos(\alpha) + b \sin(\alpha) &= ce^\alpha + d\alpha^3 + 5, \\
-a \sin(\alpha) + b \cos(\alpha) &= ce^\alpha + 3d\alpha^2, \\
B^-(-a \cos(\alpha) - b \sin(\alpha)) &= B^+(ce^\alpha + 6d\alpha), \\
B^-(-a \sin(\alpha) - b \cos(\alpha)) &= B^+(ce^\alpha + 6d).
\end{align*}
\]

Putting the equations above into matrix form, it becomes:

\[
\begin{pmatrix}
cos(\alpha) & sin(\alpha) & -e^\alpha & -\alpha^3 \\
-sin(\alpha) & cos(\alpha) & -e^\alpha & -3\alpha^2 \\
-B^-cos(\alpha) & -B^-sin(\alpha) & -B^+(e^\alpha) & -6B^+\alpha \\
B^-sin(\alpha) & -B^-cos(\alpha) & -B^+(e^\alpha) & -6B^+
\end{pmatrix}\begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} = \begin{pmatrix} 5 \\ 0 \\ 0 \\ 0 \end{pmatrix}. \tag{3.18}
\]

Generally, the determinant of the matrix above does not equal zero for arbitrary \( \alpha, B^- \) and \( B^+ \) chosen.
So the boundary value problem for our numerical experiments becomes:

Find \( w(x) \) such that

\[
\begin{align*}
(B^- w''(x))'' &= B^- (a \cos(x) + b \sin(x)), \quad 0 \leq x < \pi/6 \\
(B^+ w''(x))'' &= B^+(6ce^x), \quad \pi/6 \leq x \leq 1
\end{align*}
\]

and

\[
\begin{align*}
w(0) &= a, \quad w'(0) = b, \quad w(1) = ce + d + 5, \quad w'(1) = ce + 3d,
\end{align*}
\]

where the constants, \( a, b, c, \) and \( d \) comprise the solution of the matrix equation in (3.18).

In the following numerical experiments, we let \( \alpha = \pi/6 \) and choose

- Case 1: \( B^- = 2, B^+ = 5, \)
- Case 2: \( B^- = 2, B^+ = 500, \)
- Case 3: \( B^- = 2, B^+ = 50000, \)

And in each of the cases, we let \( h = \frac{1}{5 \iota}, \iota = 1, 2, \ldots, 10. \) As before, we let the error in the IFE solution be \( E_h, \) then we expect \( E_h \approx Ch^r, \) where \( r \) is the order of convergence. Since \( E_h \approx Ch^r, \) by taking the natural log of both sides of \( E_h \approx Ch^r, \) we get \( \ln(E_h) \approx \ln|C| + r \ln(h). \) Then the values \( C \) and \( r \) can be determined by using a least squares linear regression on a set of values of \( \ln(E_h), \) and \( \ln(h) \) generated for each of \( h. \) The error for \( ||w(x) - \tilde{w}_h(x)||, \) \( ||w'(x) - \tilde{w}'_h(x)||, \) and \( ||w''(x) - \tilde{w}''_h(x)|| \) for each \( h \) are shown in Table 7.4, 7.5, and 7.6 in the Appendix chapter. The order of convergence, \( r, \) and \( C \) for each of the cases are as follows:

For Case 1:

\[
\begin{align*}
||\tilde{E}||_0 &\approx 5.0140 \times 10^{-003} h^{3.9797}, \\
||\tilde{E}||_1 &\approx 1.7440 \times 10^{-002} h^{2.9809}, \\
||\tilde{E}||_2 &\approx 1.1370 \times 10^{-001} h^{1.9825}.
\end{align*}
\]

For Case 2:

\[
\begin{align*}
||\tilde{E}||_0 &\approx 4.5946 \times 10^{-003} h^{3.9373}, \\
||\tilde{E}||_1 &\approx 1.6671 \times 10^{-002} h^{2.9546}, \\
||\tilde{E}||_2 &\approx 1.1014 \times 10^{-001} h^{1.9596}.
\end{align*}
\]

For Case 3:

\[
\begin{align*}
||\tilde{E}||_0 &\approx 4.8851e - 003h^{3.9314}, \\
||\tilde{E}||_1 &\approx 1.6759e - 002h^{2.9541}, \\
||\tilde{E}||_2 &\approx 1.1061e - 001h^{1.9592}.
\end{align*}
\]
It is important to note that in all of these experiments, the orders of accuracy of the Hermite cubic IFE solution in $H^s(0,1), s = 0, 1, 2$ norms match that of the standard Hermite cubic finite element solution. This strongly suggests that our IFE space has an approximation capability similar to the standard Hermite cubic finite element space.

3.6 Accuracy of the Hermite cubic IFE Space with multiple interfaces

In this subsection, we discuss the accuracy of the Hermite cubic IFE space for the interface beam problem that contains multiple interfaces. To investigate the order of accuracy, we first set up an interface beam problem to which we know the exact solution. We will choose a function $w(x)$, and find $f(x)$ such that $(B(x)w''(x))'' = f(x)$ with $B(x)$ as piecewise continuous constants. For simplicity, we choose $\Omega = (0, 1)$ and the interfaces, $\alpha, \beta$, in $(0, 1)$ such that $\alpha < \beta$ and no element $e_k$ contains both $\alpha$ and $\beta$. We let

$$w(x) = \begin{cases} 
    a \cos(x) + b \sin(x) & \text{if } 0 \leq x < \alpha, \\
    c e^x + d x^3 + 5 & \text{if } \alpha \leq x < \beta, \\
    s x^{-1} + t x^2 + u x + v & \text{if } \beta \leq x \leq 1
\end{cases} \quad (3.21)$$

$$B(x) = \begin{cases} 
    B_1, & 0 \leq x < \alpha, \\
    B_2, & \alpha \leq x < \beta, \\
    B_3, & \beta \leq x \leq 1.
\end{cases} \quad (3.22)$$

Then

$$(B(x)w(x)''')'' = f(x) = \begin{cases} 
    B_1(a \cos(x) + b \sin(x)) & \text{if } 0 \leq x < \alpha, \\
    B_2(c e^x) & \text{if } \alpha \leq x < \beta, \\
    B_3(24 s x^{-5}) & \text{if } \beta \leq x \leq 1.
\end{cases} \quad (3.23)$$

Now, we find the constants $a, b, c, d, s, t, u$ and $v$ such that $w(x)$ satisfies the rigid connection condition:

$$w(\alpha-) = w(\alpha+),$$
$$w'(\alpha-) = w'(\alpha+),$$
$$B(\alpha-)w''(\alpha-) = B(\alpha+)w''(\alpha+),$$
$$(B(\alpha-)w''(\alpha-))' = (B(\alpha+)w''(\alpha+))'.$$

and

$$w(\beta-) = w(\beta+),$$
$$w'(\beta-) = w'(\beta+),$$
$$B(\beta-)w''(\beta-) = B(\beta+)w''(\beta+),$$
$$(B(\beta-)w''(\beta-))' = (B(\beta+)w''(\beta+))'.$$
or
\[
\begin{align*}
 a \cos(\alpha) + b \sin(\alpha) &= c e^\alpha + d \alpha^3 + 5, \\
-a \sin(\alpha) + b \cos(\alpha) &= c e^\alpha + 3d \alpha^2, \\
B_1(-a \cos(\alpha) - b \sin(\alpha)) &= B_2(ce^\alpha + 6d\alpha), \\
B_1(a \sin(\alpha) - b \cos(\alpha)) &= B_2(ce^\alpha + 6d).
\end{align*}
\]

and
\[
\begin{align*}
 ce^\beta + d\beta^3 + 5 &= s\beta^{-1} + t\beta^2 + u\beta + v, \\
 ce^\beta + d(3\beta^2) &= -s\beta^{-2} + 2t \beta + u, \\
B_2(ce^\beta + d(6\beta)) &= B_3(2s\beta^{-3} + 2t), \\
B_2(ce^\beta + 6d) &= B_3(-6s\beta^{-4}).
\end{align*}
\]

By putting the above equations into the form of a linear system, we get:
\[
\begin{pmatrix}
 \cos(\alpha) & \sin(\alpha) & -e^\alpha & -\alpha^3 \\
 -\sin(\alpha) & \cos(\alpha) & -e^\alpha & -3\alpha^2 \\
 -B^- \cos(\alpha) & -B^- \sin(\alpha) & -B^+(e^\alpha) & -6B^+ \alpha \\
 B^- \sin(\alpha) & B^- \cos(\alpha) & -B^+(e^\alpha) & -6B^+
\end{pmatrix}
\begin{pmatrix}
 a \\
 b \\
 c \\
 d
\end{pmatrix}
= \begin{pmatrix}
 5 \\
 0 \\
 0 \\
 0
\end{pmatrix}.
\]

and
\[
\begin{pmatrix}
 \beta^{-1} & \beta^2 & \beta & 1 \\
 -\beta^{-2} & 2\beta & 1 & 0 \\
 2B_3\beta^{-3} & 2B_3 & 0 & 0 \\
 -6B_3\beta^{-4} & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
 s \\
 t \\
 u \\
 v
\end{pmatrix}
= \begin{pmatrix}
 ce^\beta + d\beta^3 + 5 \\
 ce^\beta + 3d\beta^2 \\
 B_2ce^\beta + 6B_2d\beta \\
 B_2ce^\beta + 6B_2d
\end{pmatrix}.
\]

Generally, the determinant of the matrices above does not equal zero for arbitrary \( \alpha, \beta, \) \( B_1, \) \( B_2, \) and \( B_3 \) chosen. Notice that \( a, b, c, d, s, t, u, \) and \( v \) can be found by solving the first system of equations and then solving the second system of equations.

So the boundary value problem becomes:

Find \( w(x) \) such that
\[
\begin{align*}
 (B_1w''(x))'' &= B_1(a \cos(x) + b \sin(x)), \quad 0 \leq x < \pi/12 \\
 (B_2w''(x))'' &= B_2(ce^x), \quad \pi/12 \leq x < \pi/6 \\
 (B_3w''(x))'' &= B_3(24sx^{-5}), \quad \pi/6 \leq x \leq 1
\end{align*}
\]

and
\[
w(0) = a, \quad w'(0) = b, \quad w(1) = s + t + u + v, \quad w'(1) = -s + 2t + u.
\]
In the following numerical experiment, we choose $\alpha = \pi/12$, $\beta = \pi/6$ and

- Case 1: $B_1 = 2, B_2 = 5, B_3 = 2$.
- Case 2: $B_1 = 2, B_2 = 5, B_3 = 200$.
- Case 3: $B_1 = 2, B_2 = 5, B_3 = 20000$.

In each of the cases, we let $h = \frac{1}{5i}, i = 1, 2, \ldots, 12$. Let error in the IFE solution be $E_h$, then $E_h \approx C h^r$, where $r$ is the order of convergence which can be determined by numerical data as before. The data for $||w(x) - \tilde{w}_h(x)||$, $||w'(x) - \tilde{w}'_h(x)||$, and $||w''(x) - \tilde{w}''_h(x)||$ for each of the cases are shown in Tables 7.7, 7, and 7.9 of the Appendix section.

According to these data, the order of convergence, $r$, and $C$ for each case are as follows:

For Case 1:

- $||\tilde{E}||_0 \approx 3.3334 \times 10^{-003}h^{3.9834}$,
- $||\tilde{E}||_1 \approx 1.1622 \times 10^{-002}h^{2.9850}$,
- $||\tilde{E}||_2 \approx 7.6690 \times 10^{-002}h^{1.9895}$.

For Case 2:

- $||\tilde{E}||_0 \approx 2.5621 \times 10^{-003}h^{3.9271}$,
- $||\tilde{E}||_1 \approx 9.0631 \times 10^{-003}h^{2.9339}$,
- $||\tilde{E}||_2 \approx 5.9600 \times 10^{-002}h^{1.9375}$.

For Case 3:

- $||\tilde{E}||_0 \approx 2.7994 \times 10^{-003}h^{3.9649}$,
- $||\tilde{E}||_1 \approx 9.0196 \times 10^{-003}h^{2.9326}$,
- $||\tilde{E}||_2 \approx 5.9407 \times 10^{-002}h^{1.9367}$.

Thus, our numerical data suggest that for multiple interfaces, the order of accuracy for each of the norms and the semi-norms remains the same, as in the case of only one interface involved.
Figure 3.1: The immersed Hermite cubic local nodal basis functions $\tilde{N}_i(\xi)$, $i = 1, 2, 3, 4$ with $B^- = 2$, $B^+ = 5$ and $\alpha = \pi/6$.

Figure 3.2: The immersed Hermite cubic local nodal basis functions $\tilde{N}_i(\xi)$, $i = 1, 2, 3, 4$ with $B^- = 2$, $B^+ = 500$ and $\alpha = \pi/6$.

Figure 3.3: The immersed Hermite cubic local nodal basis functions $\tilde{N}_i(\xi)$, $i = 1, 2, 3, 4$ with $B^- = 2$, $B^+ = 50000$ and $\alpha = \pi/6$. 
Chapter 4

Solving the Inverse Problem by the Immersed Finite Element Space

In this chapter we will apply the immersed Hermite cubic IFE space to solve an interface inverse problem of the beam equation numerically. The uses of one uniform mesh in the iteration procedure for the solution of interface problems with the interface parameter (i.e., the position of $\alpha$) being adjusted makes the use of the immersed Hermite cubic IFE space desirable.

4.1 A procedure for solving the inverse problem

In this section, we will develop a sequence of procedures that will generate the solution to our inverse problem. First, let us recall our model beam interface problem: find $w$ such that

\[
\begin{align*}
(B(x)w''(x))'' &= f(x), \quad x \in \Omega = (0, 1), \\
w(0) &= b_1, \quad w'(0) = b_2, \quad w(1) = b_3, \quad w'(1) = b_4,
\end{align*}
\]

where

\[
B(x) = \begin{cases} 
B^-, & 0 \leq x < \alpha, \\
B^+, & \alpha < x \leq 1.
\end{cases}
\]

Now, let us consider an inverse beam interface problem as follows:

Given $b_1, b_2, b_3, b_4, B^-, B^+, f$, and partial information about $w$: $B(1)w''(1) \approx \gamma$ (i.e., the bending moment at the right end of the beam is $\gamma$), our inverse problem is to find all $\alpha^* \in \Omega$ such that

\[
g(\alpha^*) \equiv B(1)w''(1, \alpha^*) = \gamma
\]
if possible; otherwise, find $\alpha^* \in \Omega$ for which

$$|g(\alpha^*) - \gamma| < |g(\alpha) - \gamma|, \quad \forall \alpha \in \Omega. \quad (4.3)$$

However, instead of solving $g(\alpha)$ directly and finding the solution to the inverse problem, we will solve it numerically with

$$g_h(\alpha_h) \equiv B(1)\bar{w}''(1, \alpha_h) \approx g(\alpha) = B(1)w''(1, \alpha),$$

and find the solution to our inverse problem as:

Find all $\alpha^*_h \in \Omega$ such that

$$g_h(\alpha^*_h) = \gamma \quad (4.4)$$

if possible; otherwise, find $\alpha^*_h \in \Omega$ for which

$$|g_h(\alpha^*_h) - \gamma| < |g_h(\alpha) - \gamma|, \quad \forall \alpha \in \Omega. \quad (4.5)$$

Thus, there are two cases involved in solving our inverse problem. In the first case, we try to find all the $\alpha^*$ that satisfies (4.4). In the second case, we assume that there are no $\alpha^*$ satisfying (4.4), then we try to find $\alpha^*_h$ that satisfies (4.5).

In the first case, the solution $\alpha^*_h$ exists if

$$\gamma \in \left[\min_{\alpha \in \Omega} g_h(\alpha), \max_{\alpha \in \Omega} g_h(\alpha)\right].$$

Therefore, if we can determine the absolute maximum of $g_h$ and the absolute minimum of $g_h$, we can then determine whether the solution of the condition in (4.4) can be found. Moreover, we then will know whether to solve for $\alpha^*$ in (4.4) or solve for $\alpha^*$ in (4.5) in the process of finding the solution to our inverse problem. Hence, let us first develop a procedure to find the absolute maximum and absolute minimum of $g_h$. Recall that we already have discussed how to obtain the solution $\bar{w}_h(x, \alpha)$ in the forward problem with Hermite cubic immersed finite element space, thus we can determine function $g_h(\alpha) \equiv B(1)\bar{w}''(1, \alpha)$ from solving the forward problem (4.1). To determine the absolute maximum of $g_h$ and the absolute minimum of $g_h$, we assume that $g_h$ has finitely many local extremes. Then let us consider a partition $p$ of $\Omega$ be such that

$$p = \{0 = p_0, p_1, p_2, \ldots, p_n = 1\}$$

for which no more than one $\alpha$ in the interval $[p_l, p_{l+2}], l = 0, 1, \ldots, n-2$ gives a local extreme of $g_h$; i.e., no two consecutive intervals formed by $p$ exit such that both contain an $\alpha$ that gives a local extreme of $g_h$. Notice that such partition $p$ is possible because we assume that $g_h$ contains finitely many local extremes. Now we will approximate the position of $\alpha$’s such
that local extreme of \( g_h \) occurs at these \( \alpha \)'s. From calculus, we know that the local extreme of \( g_h \) occurs when the slope of the function \( g_h \) changes either from positive to negative or from negative to positive. So we will use our nodes in the partition \( p \) to determine the intervals \( E_j = [a_j, b_j], \ j = 1, 2, \ldots, m \) such that each of \( E_j \) contains an \( \alpha \) such that \( \alpha \) gives a local extreme of \( g_h \), where \( m \) is the number of local extremes of \( g_h \) in \( \Omega \). To do this, let us define a function \( s \) such that

\[
 s(i) = g_h(x_i) - g_h(x_{i-1}), \quad i = 1, 2, \ldots, n - 1.
\]

Then if

\[
 s(i) \cdot s(i + 1) < 0
\]

for some \( i \), we know that the slope of the function \( g \) has a sign change over the interval \([x_{i-1}, x_{i+1}]\). Thus, by this method, we can find the intervals \( E_j = [a_j, b_j], \ j = 1, 2, \ldots, m \) such that each of \( E_j \) contains \( \alpha_j \) that gives a local extreme of \( g_h \). Here, we use the Algorithm 4.1.1 to assemble this interval \( E_j, \ j = 1, 2, \ldots, m \).

After we have obtained \( E_j, \ j = 1, 2, \ldots, m \), we now want to determine each of the position \( \alpha_j \in E_j \). The golden section (golden ratio) search \([3, 15, 19]\) is one of the methods that can be use to determine the position of \( \alpha_j \) given the interval \( E_j \) for each \( \alpha_j \). The golden section search algorithm is designed to search for absolute minimum (maximum) of a unimodal function in a given interval.

**Definition 4.1.1** The function \( f(x) \) is unimodal on \([a, b]\) if there exists a unique number \( p \) in \([a, b]\) such that \( f(x) \) is decreasing (increasing) on \([a, p]\) and \( f(x) \) is increasing (decreasing) on \([p, b]\).

For convenience, we will modify the golden section search for minimum and the golden section search for maximum into one single algorithm that searches for the absolute maximum or the absolute minimum of the function \( f \) in a given interval according to user input. One problem that arises is that we do not know each of the \( \alpha_j \) in \( E_j \) that gives local maximum or local minimum of \( g_h \). However, due to the property of the partition \( p \), we know that each of the intervals \([p_l, p_{l+2}], \ l = 0, 1, \ldots, n - 2\) contains no more than one \( \alpha \) that gives an extreme of \( g_h \). Thus, to determine whether \( \alpha_j \) contained in \( E_j \) is a local maximum or local minimum, we can seek the intervals formed by the nodes of \( p \) prior to \( E_j \) or seek the interval formed by the nodes of \( p \) after \( E_j \). If the function \( g_h \) in the interval prior to \( E_j \) is increasing or the function \( g_h \) in the interval right after \( E_j \) is decreasing, then we know that \( \alpha_j \) is a local maximum in \( E_j \); otherwise, we know that \( \alpha_j \) is a local minimum in \( E_j \). Note here we know \( g_h \) is either non-increasing or non-decreasing over the intervals that is prior to \( E_j \) and right after \( E_j \) because the intervals right before and right after \( E_j \) contains no local extremes of \( g_h \). Therefore, we can easily check to see if \( \alpha_j \) in \( E_j \) is a local maximum or a local minimum of \( g_h \); or in other words, we can now obtain \( \alpha_j, \ j = 1, 2, \ldots, m \), by applying the golden section search algorithm. Here, the golden section search algorithm is shown in Algorithm 4.1.3.
After we have obtained a list of \( \alpha_j \)'s such that \( \alpha_1 < \alpha_2 < \cdots < \alpha_m \) yield the local extremes of \( g_h \), we simply add the boundary points of \( \Omega \), namely 0 and 1 to obtained an array \( E = \{0, \alpha_1, \alpha_2, \ldots, \alpha_m, 1\} \) for which each element in \( E \) yields local extremes of \( g_h \). Note here the array \( E \) can be obtained by applying the Algorithms 4.1.1, 4.1.2, and 4.1.3.

Finally, we can obtain the absolute maximum and the absolute minimum of \( g_h \) by evaluating \( g_h \) at each of the points in \( E \) and by computing their values. Therefore, we can now determine whether \( \alpha^* \) exists for the condition in (4.4), or equivalently, we can determine whether

\[
\gamma \in \left[ \min_{\alpha \in \Omega} g_h(\alpha), \max_{\alpha \in \Omega} g_h(\alpha) \right].
\]

Thus, we know whether to seek for \( \alpha_h^* \) in equation (4.4) or to seek for \( \alpha_h^* \) in the condition (4.5).

First, let us consider the case that \( \alpha_h^* \) exists in (4.4). Then we want to obtain the values of \( \alpha_h^* \), i.e., find all the \( \alpha_h^* \)'s such that

\[
g_h(\alpha_h^*) = \gamma. \tag{4.6}
\]

Since

\[
\gamma \in \left[ \min_{\alpha \in \Omega} g_h(\alpha), \max_{\alpha \in \Omega} g_h(\alpha) \right], \tag{4.7}
\]

we can define a continuous function \( J_h : \overline{\Omega} \to \mathbb{R} \) as

\[
J_h(x) = g_h(x) - \gamma,
\]

and then obtain an \( \alpha^* \) by using iterative algorithms for solving a root in \( J_h \) such as bisection algorithm. When \( \xi \) is a root of \( J_h \), we have \( \alpha^* = \xi \) is a solution to our inverse problem.

However, if we wish to obtain all the \( \alpha^* \)'s, we have to use another procedure. Since we have already obtained the set \( E \), we can then find all the extremes of \( g_h \). So if \( \gamma \) falls within two consecutive local extremes of \( g_h \), i.e., \( g_h(E(i)) < \gamma < g_h(E(i + 1)) \) for some \( i \in \{1, 2, \ldots, m + 1\} \), then we know there exists an \( \alpha^* \in [E(i), E(i + 1)] \) that is a solution to our inverse problem. Now suppose the interval \( [E(i), E(i + 1)] \) contains \( \alpha^* \), then we can find \( \alpha^* \) by seeking a root of \( J_h \) in the interval \( [E(i), E(i + 1)] \). If \( \xi \) is the root of \( J_h \) in this interval, then we have \( \alpha^* = \xi \) is a solution to our inverse problem. Again, this \( \alpha^* \) can be found by using iterative algorithms such as the bisection method with initial interval \( [E(i), E(i + 1)] \). However, we will use both the bisection method and the secant method (Algorithms 4.1.5 and 4.1.6) to obtain the root of \( j \) and compare the difference between these two methods. Therefore, all the \( \alpha_h^* \)'s can be obtained.
Now we consider the case in which no $\alpha^*_h$ satisfies (4.4). Thus, we need to find $\alpha^*_h$ for which $\alpha^*_h \in \Omega$ satisfies (4.5). Since we have already determined the array $E$ that yields all the extremes of $g_h$, we can then search for $\xi_1$ and $\xi_2$ such that $g_h(\xi_1)$ gives the absolute maximum of $g_h$ and $g_h(\xi_2)$ gives the absolute minimum of $g$. Now if $\gamma > g_h(\xi_1)$, we will have $\alpha^*_h = \xi_1$ satisfies the condition in (4.5); otherwise we have $\alpha^*_h = \xi_2$ satisfies the condition in (4.5). Thus, we have obtained the $\alpha^*_h$ as the solution to our inverse problem.

Algorithm 4.1.1 To approximate the positions such that local extremes of $g_h(\alpha) = B(1)\bar{w}_h''(1, \alpha)$ occur.

Given: $m$

Step 1: Set $j = 1$
Step 2:
   for $i = 1 : m - 1$
      $p = 1/m * i$
      if $s(i) * s(i + 1) < 0$
         $a(j) = 1/m * (i - 1), b(j) = 1/m * (i + 1)$
         $j = j + 1$
      end if
   end for
Step 3: evaluate $g(0)$ and $g(1)$
Step 4: Return $a$, $b$, $g(0)$, and $g(1)$.

Here $m$ is the number of partitions in $\Omega = (0, 1)$ such that $1/h = m$, and we now have $p = \{0, h, 2h, \ldots, mh = 1\}$ that gives the partition of $\Omega$. Moreover, we assume that $m$ is chosen such that the intervals $[p_l, p_{l+2}], l = 0, 1, m - 2$, contain at most one local extreme of $g$. Also, $s$ is defined as

$$s(i) = g(1/m * i) - g(1/m * (i - 1)).$$

We output the arrays of $a$ and $b$ such that the interval $[a(j), b(j)]$ contains the local extremes of $g$. Notice that $g(0)$ and $g(1)$ are the values at the boundary of $\Omega$ so $g(0)$ and $g(1)$ are two of the local extremes of $g$.

Algorithm 4.1.2 Refinement for local extremes.

Given: $a$, $b$, tol.

Step 1:
   for $i = 1 : \text{size}(a)$
      Run The Golden Section Search Algorithm.
   end for
Step 2: Return the local extremes.

Here $a$ and $b$ are vectors obtained from Algorithm 1, and the tolerance is given by $(b - a) \leq \text{tol}$. 
**Algorithm 4.1.3** The Golden section search algorithm.

Given: \( a, b, N, \text{maxORmin} \)

**Step 1:**
Set \( n = 1, \varsigma = (\sqrt{5} - 1)/2 \)

**Step 2:**
for \( i = 1 : N \)
  
  Set \( m_1 = b - \varsigma(b - a), m_2 = b + \varsigma(b - a) \).
  
  if \( \text{maxORmin} = -1 \)
    if \( g(m_1) \leq g(m_2) \)
      Set \( b = m_2 \)
    else Set \( a = m_1 \)
    end if
  elseif \( \text{maxORmin} = 1 \)
    if \( g(m_1) \geq g(m_2) \)
      Set \( b = m_2 \)
    else Set \( a = m_1 \)
    end if
  end if
  
  if \( |a - b| < \text{tol} \)
    Set \( \iota = (m_1 + m_2)/2 \)
    Return \( \iota \)
  elseif \( n = N \)
    Return error message: Exceeded the max number of iterations.
  end if
  
  Set \( n = n + 1 \).
end for.

**End**

Input: \( a \) and \( b \) such that the interval \([a,b]\) contains the local extremes of \( g \). \( \text{maxORmin} = -1 \) indicates the search of the absolute minimum in \([a,b]\), and \( \text{maxORmin} = 1 \) indicate the search of absolute maximum in \([a,b]\). \( N \) is the maximum number of iterations allowed in the algorithm.

Output: \( \iota \) is the position in \([a,b]\) such that \( g(\iota) \) gives a local extreme of \( g \).

**Algorithm 4.1.4** Search for locations of \( \alpha^* \).

Given: \( E, \text{tol}, N, \gamma \).

**Step 1:**
for \( i = 1 : \text{size}(E) - 1 \)
  if \( g(E(i)) \leq \gamma \leq g(E(i + 1)) \)
OPTION I: Run Bisection Method Algorithm.
OPTION II: Run Secant Method Algorithm.
OPTION III: Run Semi-Secant Method Algorithm.
OPTION IV: Run Method of False Position Algorithm.

end if
end for
Return $\alpha^*$.

Step 2:
Set Min $= E(1)$, Max $= E(1)$
for $i = 2 : \text{size}(E)$
if $E(i) > Max$
Set Max $= E(i)$
else if $E(i) < Min$
Set Min $= E(i)$
end if
end for

Step 3:
if $\gamma > Max$, set $\alpha^* = \text{Max}$,
else set $\alpha^* = \text{Min}$.
end if

Step 4: Return $\alpha^*$.

Here, $E$ is an array that contains positions giving the local extremes of $g$ in an ascending order, i.e., $E = [g(0), e_1, e_2, \ldots, e_n, g(1)]$. $tol$ is defined as $(b - a) < tol$, where $[a, b]$ forms the interval that contains $\alpha^*$ and $\gamma$ is the given bending moment of the beam at the right end. $N$ is the same as defined in Algorithm 3.

Algorithm 4.1.5 Bisection Method Algorithm.
Given: $a$, $b$, $\gamma$, $N$, $tol$.

Step 1:
Set $c = (a + b)/2$, $n = 1$.
if $g(a) - \gamma = 0$, Set $\alpha^* = a$, return $\alpha^*$,
if $g(b) - \gamma = 0$, Set $\alpha^* = b$, return $\alpha^*$.

Step 2:
while $(b - a) > tol$
Set $c = (a + b)/2$
if $|g(c) - \gamma| = 0$
Set $\alpha^* = c$
Return $\alpha^*$
\[ \text{elseif } (g(a) - \gamma)(g(c) - \gamma) < 0 \]
\[ \text{Set } b = c \]
\[ \text{else} \]
\[ \text{Set } a = c \]
\[ \text{end if} \]
\[ \text{Set } n = n + 1 \]
\[ \text{if } n = N \]
\[ \text{Return error message: 'maximum number of iteration exceeded'.} \]
\[ \text{end if} \]
\[ \text{end while.} \]

\text{Step 3:}
\[ \text{Return } \alpha^*. \]

Input: \( a \) and \( b \) forms the interval \([a, b]\) such that \( \alpha^* \in [a, b] \). \( N, \text{tol} \), and \( \gamma \) are the same as defined Algorithm 4.1.4.
Output: \( \alpha^* \), where \( \alpha^* \) satisfy the condition in (4.5) is the solution to our inverse problem.

\textbf{Algorithm 4.1.6 Secant Method Algorithm \[5\].}

\textit{Given: } \( a, b, \gamma, N, \text{tol} \)

\textit{Step 1:}
\[ \text{Set } p_0 = a, p_1 = b, q_0 = g(a) - \gamma, q_1 = g(b) - \gamma, i = 2. \]

\textit{Step 2:}
\[ \text{while } (i < N) \]
\[ \text{Set } p = p_1 - q_1 * (p_1 - p_0)/(q_1 - q_0) \]
\[ \text{if } (p < 0) \text{ or } (p > 1) \]
\[ \text{Return error message: 'Secant method fall out of the interval } [a, b]'. \]
\[ \text{STOP.} \]
\[ \text{elseif } |p - p_1| < \text{tol} \]
\[ \text{Set: } \alpha^* = p, \text{ return } \alpha^*. \]
\[ \text{else} \]
\[ \text{Set: } i = i + 1, p_0 = p_1, q_0 = q_1, p_1 = p, q_1 = g(p) - \gamma. \]
\[ \text{end if} \]
\[ \text{end while} \]
\[ \text{disp('maximum number of iteration exceeded')}. \]

\text{END}

Input / Output : Same as in the Bisection Algorithm.

Now we are ready to examine the accuracy of the solution to the inverse problem with the immersed Hermite cubic finite element space.
4.2 IFE solution to an example inverse interface problem

In this subsection we will solve an example inverse interface problem by the IFE method and discuss its accuracy. Since we have already created an interface boundary value problem in Section 3.5, we can set up our inverse problem as follows:

Consider the boundary value problem given in (3.19), (3.20), with $B^- = 2$ and $B^+ = 5$. Find $\alpha^*$ such that

$$|B(1)w''(1, \alpha^*) - \gamma|^2 \leq |B(1)w''(1, \alpha) - \gamma|^2$$

for all $\alpha \in \Omega$, where $\gamma = -4.088054047173819$. Note here the value of $\gamma$ is derived from $B(1)w''(1, \pi/6)$. We will examine the accuracy of the inverse problem by using $h = 1/10, 1/20, \ldots, 1/200$ when solving the forward problem $\tilde{w}_h(x, \alpha_h)$ to obtain

$$g(\alpha_h) \equiv B(1)\tilde{w}_h''(1, \alpha_h).$$

To solve the inverse problem for each $h$, we will use the algorithms described in the previous section with the following specified input values:

For Algorithm 4.1.1, we choose the number of sampling partition $m = 20$.

For Algorithm 4.1.2, 4.1.3, 4.1.4, and 4.1.5, we choose our $tol = 10^{-12}$ and $N = 200$.

Notice that we only use the bisection method to obtain the $\alpha^*_h$ that satisfy the following:

$$B(1)\tilde{w}_h''(1, \alpha^*_h) = \gamma.$$

After executing these Algorithms, the approximations of $\alpha^*_h$ with corresponding partition parameter $h$ can be found and are listed in Table 4.1.

We note that our algorithms generate two distinct approximated solutions $\alpha^*_{h,1}$ and $\alpha^*_{h,2}$ to the inverse problem. The plot of $g(\alpha)$ shown in Figure 4.1 verifies that there are in fact two solutions to our inverse problem. Thus, additional information is needed to determine which of the $\alpha^*_{h,i}$, $i = 1, 2$ should be chosen. Here we present two possible extra conditions. First, we can enforce the additional restriction on choosing $\alpha^*_{h,i}$ such that the corresponding bending moment at the left end of the beam is close to a given value $\lambda$. This means that we can choose the numerical approximation $\alpha^*_{h,i}$ such that

$$|B(0)\tilde{w}''_h(0, \alpha^*_{h,i}) - \lambda|^2 = \min_{j=1,2} |B(0)\tilde{w}''_h(0, \alpha^*_{h,j}) - \lambda|^2.$$

For our specific example, we note that

$$\lambda = -6.178942957146504,$$
and

$$|B(0)\ddot{w}(0, \alpha^*_h, 1) - \lambda| = 1.377483321984840e - 005,$$
$$|B(0)\ddot{w}(0, \alpha^*_h, 2) - \lambda| = 6.083541362525849e + 000.$$

These results clearly indicate that we should choose $\alpha^*_h, 2$ as the solution to the inverse problem.

Secondly, our choice of solution can be based on the desired design. For example, we can demand that the interface of the two materials be close to the right end of the beam instead of the left. For our example, this means we should choose $\alpha^*_h, 2$ instead of $\alpha^*_h, 1$.

Then with the choice of $\alpha^*_h, 2$ as the inverse problem solution, we would like to know the order of accuracy in our inverse problem. By a procedure similar to that used to investigate the order of accuracy in forward problems, we can find that the data in Table 4.2 obey

$$\left| \frac{\pi}{6} - \alpha^*_h, 2 \right| \approx 16.2551h^{2.7475}.$$ 

The error $\left| \frac{\pi}{6} - \alpha^*_h, 2 \right|$ for each $h$ are shown in Table 4.2.

To see how reliable our solution procedure is, we consider a perturbation on our $\gamma$ by $\delta_k$ where $\delta_k = \delta \ast k$ for which $\delta$ is a random number in the interval $[-1, 1]$ and $k = 1/10, 1/20, 1/30, \ldots, 1/200$. So let us pick a uniform partition of $h = 1/200$ for solving the forward problems. Also, for Algorithm 1, we choose the number of sampling partition as $m = 20$. For Algorithm 2, 3, 4, and 5, we choose our $tol = 10^{-12}$ and $N = 200$. Here, the solutions to our inverse problem obtained for each value of $k$ are shown in Table 4.3. And from this table, we can see that the procedures used to obtain the solutions of the inverse problem is stable because, when the magnitude of the perturbation decreases, our numerical solution converges to the numerical solution for the pure data.

Finally, we will use the secant method in the process of finding $\alpha^*_h, 1$ and $\alpha^*_h, 2$ with the same tolerance ($tol$), maximum number of iterations ($N$), and sampling partition ($m$) used previously, and compare the result with the $\alpha^*_h, 1$ and $\alpha^*_h, 2$ obtained from the bisection method. First let us note that, according to the authors of [5], for a continuous function $f$ and $f(a)f(b) < 0$, the bisection method generates a sequence $\{p_n\}_{n=1}^{\infty}$ approximating a zero $p$ of $f$ with

$$|p_n - p| \leq \frac{b - a}{2^n}, \quad \text{when } n \geq 1.$$ 

Then the number of iterations required for the bisection method to reach a given tolerance can be determined by solving the following inequality for $n$:

$$\frac{b - a}{2^n} \leq tol.$$
Thus, with a given initial interval \([0, 1]\) and tolerance \(10^{-12}\), we can find the number of iterations \(n\) that are guaranteed to satisfy a given tolerance as follows:

\[
\frac{1}{2^n} \leq 10^{-12} \text{ or } n \geq 40.
\]

Now, after we proceed to obtain \(\alpha_{h,1}^*\) and \(\alpha_{h,2}^*\) with the secant method, we have the results listed in the Table 4.4. From the table, we see that in many cases the secant method tends to fall out of the interval \([0, 1]\) (indicated as STOP in the table) and the number of iterations \(n\) used in order to obtain \(\alpha_{h,1}^*\) or \(\alpha_{h,2}^*\) are not necessarily better than the bisection method.

This difficulty can be alleviated by replacing first four iterations of the secant method with the bisection method in solving of \(\alpha_{h,1}^*\) and \(\alpha_{h,2}^*\). In this way, we will have a faster convergence in general, and all \(\alpha_{h,1}^*\) and \(\alpha_{h,2}^*\) can be obtained. We call this method the semi-secant method and the results generated by this method are listed in Table 4.5.

However, we still see that in some cases, with the uses of the semi-secant method, the number of iterations required to reach the tolerance still exceeds the number of iterations required to reach the tolerance with the bisection method. Since we already know that we can obtain an interval \([a, b]\) such that \((g_h(a) - \gamma)(g_h(b) - \gamma) < 0\), we will propose to use the method of false position to find \(\alpha_{h,1}^*\) and \(\alpha_{h,2}^*\) because these values satisfy the initial input requirements of this method [5]. The algorithm of the method of false position is as follows:

**Algorithm 4.2.1 Method of False Position [5].**

*Given: \(a, b, \gamma, N, \text{tol}\)*

**Step 1:**
- Set \(p_0 = a, p_1 = b, q_0 = g(a) - \gamma, q_1 = g(b) - \gamma, i = 2\).

**Step 2:**
- while \((i < N)\)
  - Set \(p = p_1 - q_1(p_1 - p_0)/(q_1 - q_0)\)
  - if \(|p - p_1| < \text{tol}\)
    - Set: \(\alpha^* = p\), return \(\alpha^*\).
  - else
    - Set: \(i = i + 1, q = g(p) - \gamma\).
  - end if
- Set \(p_1 = p, q_1 = q\).
- end while

**Step 3** disp('maximum number of iteration exceeded').

*END*

*Input / Output: Same as in the Bisection Algorithm.*
The result of $\alpha_{h,1}^*$, $\alpha_{h,2}^*$, and the number of iterations used with method of false position are given in Table 4.6. We see that the method of false position requires a much lower number of iterations to solve for $\alpha_{h,1}^*$ and $\alpha_{h,2}^*$ than bisection. Also, the number of iterations required is much more consistent in the method of false position as compared to the secant method or semi-secant method. Moreover, similar to the bisection method, the method of false position is guaranteed to converge and the method of false position has the same order of accuracy as secant method. Thus, we conclude that the method of false position is a highly suitable method for solving our inverse problem.
Table 4.1: The $\alpha_{h,1}^*$ and $\alpha_{h,2}^*$ generated from the inverse problem with $B_1 = 2$, $B_2 = 5$ and $\gamma \approx -4.088054047173819e + 000$ using the bisection method.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\alpha_{h,1}^*$</th>
<th>$\alpha_{h,2}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>6.849315544419826e-002</td>
<td>5.229870843318960e-001</td>
</tr>
<tr>
<td>1/40</td>
<td>6.568983766019579e-002</td>
<td>5.304483971089439e-001</td>
</tr>
<tr>
<td>1/60</td>
<td>6.82169008654403e-002</td>
<td>5.235299181321175e-001</td>
</tr>
<tr>
<td>1/80</td>
<td>6.68979739086715e-002</td>
<td>5.266277437958722e-001</td>
</tr>
<tr>
<td>1/100</td>
<td>6.819324350517173e-002</td>
<td>5.235739212480468e-001</td>
</tr>
<tr>
<td>1/120</td>
<td>6.731677024883333e-002</td>
<td>5.235815191776956e-001</td>
</tr>
<tr>
<td>1/140</td>
<td>6.818659279727379e-002</td>
<td>5.235860823069134e-001</td>
</tr>
<tr>
<td>1/160</td>
<td>6.75292552920029e-002</td>
<td>5.235890592898989e-001</td>
</tr>
<tr>
<td>1/180</td>
<td>6.81382594836434e-002</td>
<td>5.235910596727813e-001</td>
</tr>
<tr>
<td>1/200</td>
<td>6.765774908330761e-002</td>
<td>5.235926335162007e-001</td>
</tr>
</tbody>
</table>

Figure 4.1: Plot of $g_h(\alpha) \equiv B(1)\tilde{w}'_h(1, \alpha)$ with $h = 200$. 
Table 4.2: Errors generated from the inverse problem with $B_1 = 2$, $B_2 = 5$ and $\gamma \approx -4.088054047173819e + 000$.

| $h$   | $|\pi/6 - \alpha_{h,2}^*|$ |
|-------|--------------------------|
| 1/20  | 6.116912664028140e-004   |
| 1/40  | 6.849621510645054e-003   |
| 1/60  | 6.885746618134903e-005   |
| 1/80  | 3.028968197573367e-003   |
| 1/100 | 2.485435025201266e-005   |
| 1/120 | 1.725642060323995e-005   |
| 1/140 | 1.269329138542386e-005   |
| 1/160 | 9.716308399965179e-006   |
| 1/180 | 7.715925517515210e-006   |
| 1/200 | 6.142082098148372e-006   |

Table 4.3: Errors generated from the inverse problem with perturbation with $B_1 = 2$, $B_2 = 5$ and $\gamma \approx -4.088054047173819e + 000$.

| $k$    | $(\alpha_1^*)_k$ | $(\alpha_2^*)_k$ | $|\alpha_{200,1}^* - (\alpha_1^*)_k|$ | $|\alpha_{200,2}^* - (\alpha_2^*)_k|$ |
|--------|------------------|------------------|----------------------------------|----------------------------------|
| 1/20   | 6.95608866e-002  | 5.19211608e-001  | 1.90313750e-003                  | 4.38102546e-003                  |
| 1/40   | 6.82286018e-002  | 5.23483678e-001  | 5.70852703e-004                  | 1.08955275e-004                  |
| 1/60   | 6.77537961e-002  | 5.24698201e-001  | 9.60470177e-005                  | 1.10556717e-003                  |
| 1/80   | 6.88026880e-002  | 5.22022927e-001  | 1.14938889e-003                  | 1.56970662e-003                  |
| 1/100  | 6.82490442e-002  | 5.23431520e-001  | 5.91295080e-004                  | 1.61113321e-004                  |
| 1/120  | 6.79482077e-002  | 5.24200204e-001  | 2.90458588e-004                  | 6.07570163e-004                  |
| 1/140  | 6.80217894e-002  | 5.24011977e-001  | 3.64040280e-004                  | 4.19343170e-004                  |
| 1/160  | 6.82527148e-002  | 5.23422153e-001  | 5.94965770e-004                  | 1.70480333e-004                  |
| 1/180  | 6.79599417e-002  | 5.24170179e-001  | 3.02192575e-004                  | 5.77545042e-004                  |
| 1/200  | 6.79949413e-002  | 5.24080642e-001  | 3.37192179e-004                  | 4.88008195e-004                  |
Table 4.4: The $\alpha^*_{h,1}$ and $\alpha^*_{h,2}$ generated from the inverse problem with $B_1 = 2$, $B_2 = 5$ and $\gamma \approx -4.088054047173819e + 000$ using the secant method, along with the number of iterations required and comparison of the results to the bisection method.

| $h$  | $\alpha^*_{h,1}$ | $n$ | $\alpha^*_{h,2}$ | $| (\alpha^*_{200,1})_{\text{bisect}} - \alpha^*_{h,1}|$ | $n$ | $| (\alpha^*_{200,2})_{\text{bisect}} - \alpha^*_{h,2}|$ |
|------|-----------------|-----|-----------------|-----------------------------|-----|-----------------------------|
| $\frac{1}{20}$ | 6.84931554e-002 | 11  | 5.22987084e-001 | 8.354063605e-004 | 21  | 4.38102546e-003 |
| $\frac{1}{10}$ | STOP            | 3   | 5.30448397e-001 | N/A                      | 45  | 1.08955275e-004 |
| $\frac{1}{8}$  | STOP            | 3   | 5.23529919e-001 | N/A                      | 14  | 1.10556717e-003 |
| $\frac{1}{6}$  | STOP            | 3   | 5.26627744e-001 | N/A                      | 15  | 1.56970662e-003 |
| $\frac{1}{4}$  | STOP            | 3   | 5.23573922e-001 | N/A                      | 61  | 1.61113321e-004 |
| $\frac{1}{2}$  | STOP            | 3   | 5.23581512e-001 | N/A                      | 46  | 6.07570163e-004 |
| $\frac{1}{1}$  | STOP            | 3   | 5.23586076e-001 | N/A                      | 28  | 4.19343170e-004 |
| $\frac{2}{1}$  | STOP            | 3   | 5.23589053e-001 | N/A                      | 58  | 1.70480333e-004 |
| $\frac{3}{1}$  | STOP            | 3   | STOP            | N/A                      | 32  | N/A                      |
| $\frac{4}{1}$  | STOP            | 3   | 5.23592641e-001 | N/A                      | 18  | 4.88008195e-004 |

Table 4.5: The $\alpha^*_{h,1}$ and $\alpha^*_{h,2}$ generated from inverse problem with $B_1 = 2$, $B_2 = 5$ and $\gamma \approx -4.088054047173819e + 000$ using the semi-secant method, along with the number of iterations required and comparison of the results to the bisection method.

| $h$  | $\alpha^*_{h,1}$ | $n$ | $\alpha^*_{h,2}$ | $| (\alpha^*_{200,1})_{\text{bisect}} - \alpha^*_{h,1}|$ | $n$ | $| (\alpha^*_{200,2})_{\text{bisect}} - \alpha^*_{h,2}|$ |
|------|-----------------|-----|-----------------|-----------------------------|-----|-----------------------------|
| $\frac{1}{20}$ | 6.84931554e-002 | 10  | 5.22987084e-001 | 8.354063605e-004 | 10  | 6.05549182e-004 |
| $\frac{1}{10}$ | 6.56898377e-002 | 12  | 5.30448397e-001 | 1.96791143e-003 | 9   | 6.85576374e-003 |
| $\frac{1}{8}$  | 6.82169009e-002 | 13  | 5.23529919e-001 | 5.59151834e-004 | 15  | 6.27155349e-005 |
| $\frac{1}{6}$  | 6.68979740e-002 | 15  | 5.26627744e-001 | 7.59775099e-004 | 17  | 3.03510882e-003 |
| $\frac{1}{4}$  | 6.81932438e-002 | 19  | 5.23573922e-001 | 5.35494748e-004 | 41  | 1.87118259e-005 |
| $\frac{1}{2}$  | 6.73167742e-002 | 26  | 5.23532099e-001 | 3.40974925e-004 | 28  | 1.73946556e-003 |
| $\frac{1}{1}$  | 6.81865937e-002 | 53  | 5.23586084e-001 | 5.28844662e-004 | 19  | 6.54988333e-006 |
| $\frac{2}{1}$  | 6.75292562e-002 | 63  | 5.23589059e-001 | 1.28492862e-004 | 20  | 3.57472634e-006 |
| $\frac{3}{1}$  | 6.81838251e-002 | 28  | 5.23591068e-001 | 5.26076243e-004 | 145 | 1.56521158e-006 |
| $\frac{4}{1}$  | 6.76577507e-002 | 42  | 5.23592638e-001 | 1.62350854e-009 | 23  | 4.56903648e-009 |
Table 4.6: The $\alpha_{h,1}^*$ and $\alpha_{h,2}^*$ generated from the inverse problem with $B_1 = 2$, $B_2 = 5$ and $
abla \approx -4.088054047173819e + 000$ using the false position method, along with the number of iterations required and error of $|\pi/6 - \alpha_{h,2}^*|$. 

| $h$   | $\alpha_{h,1}^*$ | $n$ | $\alpha_{h,2}^*$ | $n$ | $|\pi/6 - \alpha_{h,2}^*|$ |
|-------|------------------|-----|------------------|-----|------------------------|
| $\frac{1}{20}$ | 6.849315544371809e-002 | 17  | 5.22987084322750e-001 | 11  | 6.116912760237847e-004 |
| $\frac{1}{10}$  | 6.568983767056019e-002 | 21  | 5.304483971901582e-001 | 13  | 6.849621591859423e-003 |
| $\frac{1}{50}$  | 6.821690069354543e-002 | 25  | 5.23529918392002e-001 | 21  | 6.885725909866469e-005 |
| $\frac{1}{100}$ | 6.689797411625058e-002 | 26  | 5.266277437616306e-001 | 18  | 3.028968163331758e-003 |
| $\frac{1}{200}$ | 6.819324379912631e-002 | 28  | 5.23573922490671e-001 | 18  | 2.485316923173109e-005 |
| $\frac{1}{400}$ | 6.731677293115547e-002 | 23  | 5.235815115316871e-001 | 13  | 1.726406661173296e-005 |
| $\frac{1}{800}$ | 6.8186599409604e-002  | 23  | 5.235860826966857e-001 | 18  | 1.269290161309833e-005 |
| $\frac{1}{1600}$ | 6.752925794552628e-002 | 30  | 5.23589052487018e-001 | 14  | 9.723149597018477e-006 |
| $\frac{1}{3200}$ | 6.81838255380209e-002  | 34  | 5.235910740329959e-001 | 23  | 7.70156302942193e-006  |
| $\frac{1}{6400}$ | 6.765775009628390e-002  | 34  | 5.235926311657972e-001 | 20  | 6.144432501575814e-006  |
Chapter 5

Immersed Finite Element Methods for Time-Dependent Beam Problems

In this chapter, we will consider how to use the IFE space to solve the time-dependent beam interface problem. First, let us recall the weak form for the Euler-Bernoulli beam equation:

Find \( w \in S \) such that

\[
\int_0^1 v(x) \rho(x) w_{tt}(x,t) dx + \int_0^1 v''(x) B(x) w_{xx}(x,t) dx = \int_0^1 v(x) f(x,t) dx, \forall v \in T,
\]

where

\[
S = \{ w \in C^2((0, T_{end}), L^2(0, 1)) \cap C((0, T_{end}), H^2(0, 1)) \mid w(0, t) = b_1(t), w'(0, t) = b_2(t), w(1, t) = b_3(t), w'(1, t) = b_4(t) \}
\]

\[
T = \{ v \in H^2(0, 1) \mid v(0) = v'(0) = v(1) = v'(1) = 0 \}.
\]

Note that \( S \) is the solution set for the weak form and \( T \) is the test function space.

Now, in order to solve this problem, we will first discretize our weak form solution. We propose two discretization methods: a semi-discretized method and a fully-discretized method. However we will only use the fully-discretized method to solve our initial boundary value problem and examine the order of accuracy of the IFE solution at time level \( T_{end} \).

The contents of this chapter are as follows. In Section 5.1, we introduce a semi-discrete IFE method for solving the forward time-dependent beam problem. In Section 5.2, we introduce a fully-discrete IFE method for solving our forward time-dependent beam problem. In Section 5.3, we have created an example of an initial boundary value problem and solved it with the fully-discretized method created in Section 5.2. Further, the order of accuracy at time level \( T_{end} \) are investigated. Finally, in Section 5.4, we propose a further investigation of our IFE space for solving the time-dependent beam problem when the involved interface varies with time.
5.1 A semi-discrete IFE method

In this section, we will discuss a semi-discrete IFE method. The idea of a semi-discrete scheme is to reduce the initial-boundary value problem of a PDE to an ODE system and then obtain an approximate solution to this initial-boundary value problem with an ODE solver [13].

Recall our weak form for time-dependent initial-boundary value problem: Find \( w \in S \) such that
\[
\int_0^1 v(x) \rho(x) w_{tt}(x, t) dx + \int_0^1 v''(x) B(x) w_{xx}(x, t) dx = \int_0^1 v(x) f(x, t) dx, \forall v \in T,
\]
where
\[
S = \{ w \in C^2((0, T_{end}), L^2(0, 1)) \cap C'((0, T_{end}), H^2(0, 1)) | w(0, t) = b_1(t), w'(0, t) = b_2(t), w(1, t) = b_3(t), w'(1, t) = b_4(t) \}
\]
for any \( v \in T = H_0^2(\Omega) \).

Now the semi-discrete method is to find
\[
w_h(x, t) = \sum_{j=1}^{2n} w_j(t) \tilde{\phi}_j(x)
\]
such that
\[
\int_0^1 \tilde{\phi}_i(x) \rho(x) (w_h)_{tt}(x, t) dx + \int_0^1 \tilde{\phi}_i''(x) B(x) (w_h)_{xx}(x, t) dx = \int_0^1 \tilde{\phi}_i(x) f(x, t) dx,
\]
for \( i = 1, 2, \ldots, 2n \). In matrix form, we have
\[
M w''(t) + K w(t) = \mathbf{f}(t) + \mathbf{B}_{eM}(t) + \mathbf{B}_{eK}(t),
\]
where
\[
M = \left( \int_0^1 \rho(x) \tilde{\phi}_i(x) \tilde{\phi}_j(x) dx \right)^{2n-2}_{i,j=3},
\]
\[
K = \left( \int_0^1 B(x) \tilde{\phi}_i''(x) \tilde{\phi}_j''(x) dx \right)^{2n-2}_{i,j=3},
\]
\[
\mathbf{B}_{eM} = - \left( b_1''(t) \int_0^1 \rho(x) \tilde{\phi}_1(x) \tilde{\phi}_1(x) dx + b_2''(t) \int_0^1 \rho(x) \tilde{\phi}_1(x) \tilde{\phi}_2(x) dx \right)^{2n-2}_{i=3},
\]
\[
- \left( b_3''(t) \int_0^1 \rho(x) \tilde{\phi}_1(x) \tilde{\phi}_{2n-1}(x) dx + b_4''(t) \int_0^1 \rho(x) \tilde{\phi}_1(x) \tilde{\phi}_{2n}(x) dx \right)^{2n-2}_{i=3},
\]
\[ \overline{B}_{eK} = - \left( b_1(t) \int_0^1 B(x) \tilde{\phi}_1''(x) \phi_1''(x) + b_2(t) \int_0^1 B(x) \tilde{\phi}_i''(x) \phi_2''(x) \right)_{i=3}^{2n-2}, \]
\[ + \left( b_3(t) \int_0^1 B(x) \tilde{\phi}_i''(x) \phi_{2(n-1)}''(x) + b_4(t) \int_0^1 B(x) \tilde{\phi}_i''(x) \phi_{2n}''(x) \right)_{i=3}^{2n-2}, \]
\[ f(t) = \left( \int_0^1 \tilde{\phi}_i(x) f(x,t) \, dx \right)_{i=3}^{2n-2}. \]

After solving this ODE system numerically, we can obtain a sequence of vectors
\[ \overrightarrow{w}^k \approx t^k, \quad t^k \in [0, T_{\text{end}}), \quad k = 0, 1, 2, \ldots, \]
where
\[ \overrightarrow{w}^k = (w_i(t^k))_{i=3}^{2n-2}, \]
which can be used to form a FE solution:
\[ w_h^k(x) = \sum_{j=1}^{2n} w_j(t^k) \tilde{\phi}_j(x) \approx w(x, t^k). \]

Note here that we are expecting fourth order accuracy in space, i.e.,
\[ ||w(x, T_{\text{end}}) - w_h^K(x)|| \approx Ch^4, \]
where \( w_h^K(x) \approx w(x, T_{\text{end}}) \). Thus we should choose the appropriate ODE solver that has enough accuracy in time.

### 5.2 A fully discrete IFE method

In this section, we give a derivation of a fully discretized method for solving our time-dependent beam with Hermite cubic IFE space. Recall our initial boundary value problem:

\[
\rho(x)w_{tt}(x,t) + (B(x)w_{xx}(x,t))_{xx} = f(x,t), \quad x \in (0, 1), t \in (0, T),
\]
\[
w(0, t) = b_1(t), w_x(0, t) = b_2(t), w(1, t) = b_3(t), w_x(1, t) = b_4(t).
\]
\[
B(x)w(x, 0) = g_1(x), B(x)w_t(x, 0) = g_2(x),
\]
and our weak form for this initial boundary value problem:

Find \( w \in S \) such that
\[
\int_0^1 v(x)\rho(x)w_{tt}(x,t) \, dx + \int_0^1 v''(x)B(x)w_{xx}(x,t) \, dx = \int_0^1 v(x)f(x,t) \, dx, \forall v \in T,
\]
where
\[ S = \{ w \in C^2((0, T_{\text{end}}), L^2(0, 1)) \cap C((0, T_{\text{end}}), H^2(0, 1)) \mid w(0, t) = b_1(t), w'(0, t) = b_2(t), w(1, t) = b_3(t), w'(1, t) = b_4(t) \} \]
for any \[ \tau \in T = H_0^2(\Omega). \]

First, let us introduce a partition in the time variable as follows:
\[ 0 = t^0 < t^1 < t^2 < \cdots < t^N = T_{\text{end}}, \]
\[ t^{k+1} = t^k + \tau, k = 0, 1, \ldots, N - 1. \] \hfill (5.1)

Now we consider the approximation \( w^k(x) \approx w(x, t^k) \) at time level \( t^k \). Let
\[
\begin{align*}
\tau^{k,1} &:= \frac{w^{k+1} + 2w^k + w^{k-1}}{4}, \\
\tau^k &:= \frac{w^{k+1} - w^{k-1}}{2\tau}, \\
\tau^{k,2} &:= \frac{w^{k+1} - 2w^k + w^{k-1}}{\tau^2},
\end{align*}
\] \hfill (5.2)

where \( \tau \) is the step size in time level [14]. Note here, since \( w(x, 0) = g_1(x) \) and \( w'(x, 0) = g_2(x) \) are given, we can obtain \( w^0(x) \) from \( g_1(x) \) and \( g'_2(x) \), also, \( w^1(x) \) can be approximated by \( g_1(x) + g_2(x)\tau \) and \( g'_1(x) + g'_2(x)\tau \).

Now, let \( w^k(x) \) be:
\[ w^k(x) = \sum_{j=1}^{2n} \tau_i^j \phi_j(x) \approx w(x, t^k). \] \hfill (5.3)

Then we want
\[
\begin{align*}
\int_0^1 \phi_i(x) \rho(x) \left( \frac{w^{k+1}(x) - 2w^k(x) + w^{k-1}(x)}{\tau^2} \right) dx \\
+ \int_0^1 \phi_i''(x) B(x) \left( \frac{w^{k+1}(x) + 2w^k(x) + w^{k-1}(x)}{4} \right)'' dx \\
= \int_0^1 \phi_i(x) f(x, t) dx,
\end{align*}
\]
or
\[
\begin{align*}
\int_0^1 \phi_i(x) \rho(x) \tau^{k,1}(x) dx &- \int_0^1 \phi_i(x) \rho(x) 2w^k(x) dx + \int_0^1 \phi_i(x) \rho(x) w^{k-1}(x) dx \\
+ \int_0^1 \phi_i''(x) B(x) \tau^{k,2}(x) dx &+ \int_0^1 \phi_i''(x) B(x) \frac{w^{k+1}(x)''}{4} dx + \int_0^1 \phi_i''(x) B(x) \frac{w^{k-1}(x)''}{4} dx \\
= \int_0^1 \phi_i(x) f(x, t) dx,
\end{align*}
\]
where \( i = 2, 3, \ldots, 2n - 2 \). By rearrange terms, we get

\[
\int_0^1 \tilde{\phi}_i(x)\rho(x)w^{k+1}(x)dx + \int_0^1 \tilde{\phi}_i''(x)B(x)(w^{k+1}(x))''dx
\]

\[
= \int_0^1 \tilde{\phi}_i(x)\rho(x)(2w(x))dx - \int_0^1 \tilde{\phi}_i''(x)B(x)(w(x))''dx
\]

\[
- \int_0^1 \tilde{\phi}_i(x)\rho(x)w^{k-1}(x)dx - \int_0^1 \tilde{\phi}_i''(x)B(x)(w^{k-1}(x))''dx
\]

\[
+ \int_0^1 \tilde{\phi}_i(x)f(x,t)dx.
\]

Now, by multiplying \( 4\tau^2 \) on both side of the equation, we get

\[
\int_0^1 4\tilde{\phi}_i(x)\rho(x)w^{k+1}(x)dx + \int_0^1 \tau^2 \tilde{\phi}_i''(x)B(x)(w^{k+1}(x))''dx
\]

\[
= \int_0^1 8\tilde{\phi}_i(x)\rho(x)w(x)dx - \int_0^1 2\tau^2 \tilde{\phi}_i''(x)B(x)(w(x))''dx
\]

\[
- \int_0^1 4\tilde{\phi}_i(x)\rho(x)w^{k-1}(x)dx - \int_0^1 \tau^2 \tilde{\phi}_i''(x)B(x)(w^{k-1}(x))''dx
\]

\[
+ \int_0^1 4\tau^2 \tilde{\phi}_i(x)f(x,t)dx.
\]

Using the equation (5.3), we obtain the matrix form for the fully-discrete finite element solution as follows:

\[
(4M + \tau^2 K)\bar{w}^{k+1} = (8M - 2\tau^2 K)\bar{w}^k - (4M + \tau^2 K)\bar{w}^{k-1} + 4\tau^2 \bar{f}(t^{k+1})
\]

\[
- 4\bar{B}_{eM}(t^{k+1}) - \tau^2 \bar{B}_{eK}(t^{k+1})
\]

\[
+ 8\bar{B}_{eM}(t^k) - 2\tau^2 \bar{B}_{eK}(t^k)
\]

\[
- 4\bar{B}_{eM}(t^{k-1}) - \tau^2 \bar{B}_{eK}(t^{k-1}),
\]

where

\[
\bar{w}^k = (w_i^{k})_{i=3}^{2n-2},
\]

and

\[
M = \left( \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_j(x)dx \right)_{i,j=3}^{2n-2},
\]

\[
K = \left( \int_0^1 B(x)\tilde{\phi}_i''(x)\tilde{\phi}_j''(x)dx \right)_{i,j=3}^{2n-2},
\]

\[
\bar{B}_{eM}(t) = \left( b_1(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_j(x)dx + b_2(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_2(x)dx \right)_{i=3}^{2n-2},
\]

\[
+ \left( b_3(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_{2n-1}(x)dx + b_4(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_{2n}(x)dx \right)_{i=3}^{2n-2},
\]

\[
\bar{B}_{eK}(t) = \left( b_5(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_j(x)dx + b_6(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_2(x)dx \right)_{i=3}^{2n-2},
\]

\[
+ \left( b_7(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_{2n-1}(x)dx + b_8(t) \int_0^1 \rho(x)\tilde{\phi}_i(x)\tilde{\phi}_{2n}(x)dx \right)_{i=3}^{2n-2}.
\]
Now find a and with x the material at cross-section an interface beam problem to which we know the exact solution. First we choose to investigate the order of accuracy of the IFE method developed here, we first set up IFE solution for the time dependent interface beam problem.

In this subsection, we will numerically examine the order of accuracy of the Hermite cubic 5.3 Accuracy of the IFE solution of the time dependent interface beam problem

In this subsection, we will numerically examine the order of accuracy of the Hermite cubic IFE solution for the time dependent interface beam problem.

To investigate the order of accuracy of the IFE method developed here, we first set up an interface beam problem to which we know the exact solution. First we choose \(w(x, t)\), and find \(f(x, t)\) such that \(\rho(x)w_{tt}(x, t) + (B(x)w_{xx}(x))_{xx} = f(x, t)\) with \(\rho(x)\) (the mass of the material at cross-section \(x\)) and \(B(x)\ (B(x) = EI(x)\) where \(E\) is the Young’s modulus of the material and \(I(x)\) is the moment of inertia at the cross-section \(x\)) being piecewise continuous constants

For simplicity, we let our domain be \(\Omega = [0, 1]\) and let our interface \(\alpha \in \Omega = (0, 1)\). Here, let

\[
w(x, t) = \begin{cases} a(t) \cos(x) + b(t) \sin(x) + e^{-t/10} + xe^{-t/20} & \text{if } 0 \leq x \leq \alpha, \ t \geq 0, \\ c(t)e^x + d(t)x^3 + 5 + x \cos t + x^2 \sin t & \text{if } \alpha \leq x \leq 1, \ t \geq 0 \end{cases} \tag{5.4}\]

with

\[
B(x) = \begin{cases} B_1, & 0 \leq x < \alpha, \ t \geq 0, \\ B_2, & \alpha < x \leq 1, \ t \geq 0, \end{cases} \tag{5.5}\]

and

\[
\rho(x) = \begin{cases} \rho_1, & 0 \leq x < \alpha, \ t \geq 0, \\ \rho_2, & \alpha < x \leq 1, \ t \geq 0. \end{cases} \tag{5.6}\]

Now, find \(a(t)\), \(b(t)\), \(c(t)\), and \(d(t)\) such that \(w(x, t)\) satisfies the rigid connection condition:

\[
w(\alpha-, t) = w(\alpha+, t), \\
w'(\alpha-, t) = w'(\alpha+, t), \\
B(\alpha-)w_{xx}(\alpha-, t) = B(\alpha+)w_{xx}(\alpha+, t), \\
(B(\alpha-)w_{xx}(\alpha-, t))_x = (B(\alpha+)w_{xx}(\alpha+, t))_x,
\]
or

\[
\begin{align*}
    a(t) \cos(\alpha) + b(t) \sin(\alpha) + e^{-t/10} + \alpha e^{-t/20} &= c(t)e^a + d(t)\alpha^3 + 5 + \alpha \cos t + 2\alpha \sin t, \\
    -a(t) \sin(\alpha) + b(t) \cos(\alpha) + e^{-t/20} &= c(t)e^a + 3d(t)\alpha^2 + \cos t + 2\alpha \sin t, \\
    B_1(-a(t) \cos(\alpha) - b(t) \sin(\alpha)) &= B_2(c(t)e^a + 6d(t)\alpha + 2 \sin t), \\
    B_1(a(t) \sin(\alpha) - b(t) \cos(\alpha)) &= B_2(c(t)e^a + 6d(t)).
\end{align*}
\]

And by putting the above equations into the form of linear systems, we get:

\[
\begin{pmatrix}
    \cos(\alpha) & \sin(\alpha) & e^a & -\alpha^3 \\
    -\sin(\alpha) & \cos(\alpha) & e^a & -3\alpha^2 \\
    -B_1 \cos(\alpha) & -B_1 \sin(\alpha) & B_2(e^a) & -6B_2\alpha \\
    B_1 \sin(\alpha) & -B_1 \cos(\alpha) & -B_2(e^a) & -6B_2
\end{pmatrix}
\begin{pmatrix}
    a(t) \\
    b(t) \\
    c(t) \\
    d(t)
\end{pmatrix}
= RHS,
\]

where

\[
RHS =
\begin{pmatrix}
    5 + \alpha \cos t + \alpha^2 \sin t - e^{-t/10} - \alpha e^{-t/20} \\
    \cos t + 2\alpha \sin t - e^{-t/20} \\
    B_2 2 \sin t \\
    0
\end{pmatrix}.
\]

After solving the linear system above, \(a(t), b(t), c(t),\) and \(d(t)\) can be found as follows:

\[
\begin{align*}
    a(t) &= \frac{(A_a - \sin(t)B_a + 2 \cos(t)C_a - 2e^{-t/20}D_a - 3e^{-t/10}E_a)B_2}{R}, \\
    b(t) &= \frac{-(A_b + \sin(t)B_b + 2 \cos(t)C_b - 2e^{-t/20}D_b - 3e^{-t/10}E_b)B_2}{R}, \\
    c(t) &= \frac{(A_c + \sin(t)B_c + 2 \cos(t)C_c - 2e^{-t/20}D_c - 3e^{-t/10}E_c)\Re^\alpha}{R}, \\
    d(t) &= \frac{-(A_d + \sin(t)B_d + \cos(t)C_d - e^{-t/20}D_d - e^{-t/10}E_d)}{\alpha^2B_1(\alpha - 3) + 6B_2(\alpha - 1)}.
\end{align*}
\]

where

\[
\begin{align*}
    A_a &= 15(\sin(\alpha) - \cos(\alpha))B_1\alpha^2 + 30 \cos(\alpha)B\alpha - 30 \sin(\alpha)B_1 - 30 \cos(\alpha)B_2, \\
    B_a &= -(\sin(\alpha) - \cos(\alpha))B_1\alpha^4 - 4 \cos(\alpha)B\alpha^3 + 6B(\sin(\alpha) + \cos(\alpha))\alpha^2 - 12 \sin(\alpha)B\alpha \\
    &+ 12B_2(\sin(\alpha) - \cos(\alpha)), \\
    C_a &= (\sin(\alpha) - \cos(\alpha))B_1\alpha^3 + 3 \cos(\alpha)B\alpha^2 - 3B(\sin(\alpha) + \cos(\alpha))\alpha + 3 \sin(\alpha)B, \\
    D_a &= (\sin(\alpha) - \cos(\alpha))B_1\alpha^3 + 3 \cos(\alpha)B\alpha^2 - 3B(\sin(\alpha) + \cos(\alpha))\alpha + 3 \sin(\alpha)B, \\
    E_a &= (\sin(\alpha) - \cos(\alpha))B_1\alpha^2 + 2 \cos(\alpha)B\alpha - 2 \sin(\alpha)B_1 - 2 \cos(\alpha)B_2, \\
    A_b &= 15B_1(\cos(\alpha) + \sin(\alpha))\alpha^2 - 30 \sin(\alpha)B\alpha - 30B_1 \cos(\alpha) + 30 \sin(\alpha)B_2.
\end{align*}
\]
\[ B_b = B_1(\cos(\alpha) + \sin(\alpha))\alpha^4 - 4 \sin(\alpha)B\alpha^3 + 6B(-\cos(\alpha) + \sin(\alpha))\alpha^2 + 12 \cos(\alpha)B\alpha - 12B_2(\cos(\alpha) + \sin(\alpha)) \]

\[ C_b = B_1(\sin(\alpha) + \cos(\alpha))\alpha^3 - 3\sin(\alpha)B\alpha^2 + 3(\sin(\alpha) - \cos(\alpha))B\alpha + 3\cos(\alpha)B \]

\[ D_b = B_1(\sin(\alpha) + \cos(\alpha))\alpha^3 - 3\sin(\alpha)B\alpha^2 + 3(\sin(\alpha) - \cos(\alpha))B\alpha + 3\cos(\alpha)B \]

\[ E_b = B_1(\sin(\alpha) + \cos(\alpha))\alpha^2 - 2\sin(\alpha)B\alpha - 2B_1 \cos(\alpha) + 2\sin(\alpha)B_2 \]

\[ A_c = 15B_1(2B_2 + \alpha^2B_1) \]

\[ B_c = (12B_2^2 + \alpha^4B_1^2) \]

\[ C_c = \alpha^3B_1^2 \]

\[ D_c = \alpha^3B_1^2 \]

\[ E_c = B_1(\alpha^2B_1 + 2B_2) \]

\[ A_d = 5B_1 \]

\[ B_d = 2B_2 - 2\alpha B_1 + \alpha^2B_1 \]

\[ C_d = B_1(\alpha - 1) \]

\[ D_d = B_1(\alpha - 1) \]

\[ E_d = B_1 \]

\[ R = B(\alpha^2B_1(\alpha - 3) + 6B_2(\alpha - 1)) \]

where

\[ B = B_1 + B_2. \]

After we have obtained \( a(t), b(t), c(t), \) and \( d(t), \) we can determine the force function, \( f(x, t), \) and create a time dependent beam problem. From the partial differential equation of the time dependent beam problem:

\[ \rho(x)u_{tt}(x, t) + (B(x)u_{xx})_{xx} = f(x, t), \quad (5.7) \]

we can derive the force function \( f(x, t) \) as follows:

\[
\begin{align*}
    f(x, t) &= \begin{cases} 
    \rho_1(t) \left( a''(t) \cos(x) + b''(t) \sin(x) + \frac{e^{-t/10}}{100} + \frac{2e^{-t/20}}{400} \right) + B_1(a \cos(x) + b \sin(x)), & \text{if } 0 \leq x < \alpha, \ t \geq 0, \\
    \rho_2(t) \left( c''(t)e^x + d''(t)x^3 - x \cos t - x^2 \sin t \right) + B_2(c^x), & \text{if } \alpha < x \leq 1, \ t \geq 0, 
    \end{cases}
\end{align*}
\]

where

\[
a''(t) = \frac{(\sin(t)B_a - 2\cos(t)C_a - 2e^{-t/20}D_a/400 - 3e^{-t/10}E_a/100)B_2}{R},
\]
\[ b''(t) = \frac{\left(\sin(t)B_b + 2\cos(t)C_b + 2e^{-t/20}D_b/400 + 3e^{-t/10}E_b/100\right)B_2}{R}, \]
\[ c''(t) = -\frac{\left(\sin(t)B_c + 2\cos(t)C_c + 2e^{-t/20}D_c/400 + 3e^{-t/10}E_c/100\right)}{Re^{\alpha}}, \]
\[ d''(t) = \frac{\left(\sin(t)B_d + \cos(t)C_d + e^{-t/20}D_d/400 + e^{-t/10}E_d/100\right)}{\alpha^2 B_1(\alpha - 3) + 6B_2(\alpha - 1)}. \]

And finally, we have boundary conditions:
\[ u(0, t) = a(t) + e^{-t/10}, \quad (5.8) \]
\[ u_x(0, t) = b(t) + e^{-t/20} \quad (5.9) \]
\[ u(1, t) = c(t)e + d(t) + 5 + \cos(t) + \sin(t), \quad (5.10) \]
\[ u_x(1, t) = c(t)e + 3d(t) + \cos(t) + 2\sin(t), \quad (5.11) \]
for \( t \geq 0 \), and initial conditions:
\[ u(x, 0) = \begin{cases} a(0)\cos(x) + b(0)\sin(x) + 1 + x & \text{if } 0 \leq x < \alpha, \\ c(0)e^x + d(0)x^3 + 5 + x & \text{if } \alpha \leq x \leq 1, \end{cases} \quad (5.12) \]
\[ u_t(x, 0) = \begin{cases} a'(0)\cos(x) + b'(0)\sin(x) - 1/10 - x/20 & \text{if } 0 \leq x \leq \alpha, \\ c'(0)e^x + d'(0)x^3 + x^2 & \text{if } \alpha \leq x \leq 1, \end{cases} \quad (5.13) \]

where
\[ a'(t) = \frac{(-\cos(t)B_a - 2\sin(t)C_a + 2e^{-t/20}D_a/20 + 3e^{-t/10}E_a/10)B_2}{R}, \]
\[ b'(t) = \frac{(-\cos(t)B_b - 2\sin(t)C_b + 2e^{-t/20}D_b/20 + 3e^{-t/10}E_b/10)B_2}{R}, \]
\[ c'(t) = \frac{(\cos(t)B_c - 2\sin(t)C_c + 2e^{-t/20}D_c/20 + 3e^{-t/10}E_c/10)}{Re^{\alpha}}, \]
\[ d'(t) = \frac{(-\cos(t)B_d - \sin(t)C_d + e^{-t/20}D_d/20 + e^{-t/10}E_d/10)}{\alpha^2 B_1(\alpha - 3) + 6B_2(\alpha - 1)}. \]

Now, we are ready to test the accuracy of the immersed Hermite cubic IFE space on the time dependent interface beam problem by the differential equation (5.4), boundary conditions (5.8) − (5.11) and initial conditions (5.12) − (5.13). We will use the fully discrete IFE method discussed in the previous section in this experiment. Note here \( \overline{w}^0 \) can be generated from initial conditions, and \( \overline{w}^1 \) can be generated by various approximation methods; however, we will use the exact solution to obtain \( \overline{w}^1(x) \) and then conduct our experiments.
As in the static beam problems, we will use the following configurations of the discontinuity of the piecewise continuous coefficient \( B(x) \) at the interface \( \alpha \):

Case 1: \( B_1 = 2, B_2 = 5 \),
Case 2: \( B_1 = 2, B_2 = 500 \),
Case 3: \( B_1 = 2, B_2 = 50000 \).

We will fix the interface at \( \pi/6 \) and use \( \tau = 1/2500 \) as the time step in the discretization with \( t \in [0, T_{\text{end}}] \). Moreover, for simplicity, we choose \( \rho_1(x) = \rho_2(x) = 1 \).

To investigate the order of accuracy numerically, we use

\[
h = \frac{1}{5 \times i}, \quad i = 1, 2, \ldots, 10,
\]

to generate \( \tilde{w}_h(x, t) \in \tilde{S}_h(\Omega) \), and let the error \( \tilde{E}_h \) in our initial-boundary value be such that

\[
\tilde{E}_h = |w(x, T_{\text{end}}) - \tilde{u}_h^N(x)|.
\]

The related data for each of the cases are listed in Tables 7.10, 7.11, and 7.12, of the Appendix section.

We expect \( ||\tilde{E}_h|| \approx C h^r \), where \( r \) is the order of accuracy and \( C \) is a constant independent of \( h \). As before, we can estimate the values of \( C \) and \( r \) numerically applying regression to the data in Tables 7.10, 7.11, and 7.12.

For Case 1:

\[
||\tilde{E}||_0 \approx 7.1606 \times 10^{-003} h^{4.0120},
||\tilde{E}||_1 \approx 2.3868 \times 10^{-002} h^{2.9956},
||\tilde{E}||_2 \approx 1.5516 \times 10^{-001} h^{1.9963}.
\]

For Case 2:

\[
||\tilde{E}||_0 \approx 9.5144 \times 10^{-003} h^{4.0991},
||\tilde{E}||_1 \approx 3.6535 \times 10^{-002} h^{3.1071},
||\tilde{E}||_2 \approx 2.6338 \times 10^{-001} h^{2.0435}.
\]

For Case 3:

\[
||\tilde{E}||_0 \approx 9.9145 \times 10^{-003} h^{4.0195},
||\tilde{E}||_1 \approx 3.7577 \times 10^{-002} h^{2.9945},
||\tilde{E}||_2 \approx 2.6454 \times 10^{-001} h^{1.8951}.
\]
In all of these experiments, the orders of accuracy of the Hermite cubic immersed finite element in $H^s(0,1)$, $s = 0, 1, 2$ norms seem to match the orders of accuracy in the standard Hermite cubic finite element space. These results strongly suggest that our IFE space has the same orders of accuracy as the standard Hermite cubic finite element space.

5.4 A proposed IFE method for the beam problem with a time-dependent interface

In this section, we will propose a method for further investigation of our IFE method created in this thesis for solving the time dependent beam problem where the interface changes with time. Thus, we now have $\rho(x,t)$ and $B(x,t)$ is depends on both space and time. The initial-boundary value problem (IBVP) is then as follows:

$$\rho(x,t)w_{tt}(x,t) + (B(x,t)w_{xx}(x,t))_{xx} = f(x,t), \quad x \in (0,1), t \in (0,T),$$
$$w(0,t) = b_1(t), w_x(0,t) = b_2(t), w(1,t) = b_3(t), w_x(1,t) = b_4(t).$$

$B(x,t)w(x,0) = g_1(x)$,

The weak for this IBVP is: Find $w \in S$ such that

$$\int_0^1 v(x)\rho(x,t)w_{tt}(x,t)dx + \int_0^1 v''(x)B(x,t)w_{xx}(x,t)dx = \int_0^1 v(x)f(x,t)dx, \forall v \in T,$$

where

$$S = \{w \in C^2((0,T_{end}), L^2(0,1)) \cap C((0,T_{end}), H^2(0,1))| w(0,t) = b_1(t), w'(0,t) = b_2(t), w(1,t) = b_3(t), w'(1,t) = b_4(t)\}$$

for any $v \in T = H^2_0(\Omega)$.

We will use the partition in the time variable as defined in equation (5.1) and finite difference schemes defined in equations (5.2). Because the interface $\alpha$ is a function of time, at each time level, the position of $\alpha$, i.e., the point of discontinuity, can be different. Therefore, we define our IFE solution at time level $t^k$ as

$$w^k(x) = \sum_{j=1}^{2n} w_j^k \tilde{\phi}_j^k(x) \approx w(x,t^k) \quad (5.14)$$

and let

$$\rho^k(x) = \rho(x,t^k), \quad B^k(x) = B(x,t^k).$$

Further, we propose to use the test function defined at the time level $t^{k+1}$. Then we want

$$\int_0^1 \tilde{\phi}_i^{k+1}(x)\rho^k(x) \left(\frac{w^{k+1}(x) - 2w^k(x) + w^{k-1}(x)}{\tau^2} \right) dx$$
where \( i = 3, 4, \ldots, 2n - 3, 2n - 2 \).

By expanding terms and simplifying the equation above as in the procedures used in Section 5.2, we get the matrix form for this fully-discrete finite element solution when the interface \( \alpha \) changes through time as follows:

\[
\int_0^1 4\phi_i^{k+1}(x) \rho^k(x) w^{k+1}(x) dx + \int_0^1 \tau^2(\phi_i^{k+1}(x))'' B^k(x) (w^{k+1}(x))'' dx \\
= \int_0^1 8\phi_i(x) \rho^k(x) w^k(x) dx - \int_0^1 2\tau^2(\phi_i^{k+1}(x))'' B^k(x) (w^k(x))'' dx \\
- \int_0^1 4\phi_i^{k+1}(x) \rho^k(x) w^{k-1}(x) dx - \int_0^1 \tau^2(\phi_i^{k+1}(x))'' B^k(x) (w^{k-1}(x))'' dx \\
+ \int_0^1 4\tau^2 \phi_i^{k+1}(x) f(x, t) dx.
\]

Now, by applying equation (5.14) on the equation above, we get:

\[
\int_0^1 4\phi_i^{k+1}(x) \rho^k(x) \sum_{j=1}^{2n} w_j^{k+1} \phi_j^{k+1}(x) dx + \int_0^1 \tau^2(\phi_i^{k+1}(x))'' B^k(x) \left( \sum_{j=1}^{2n} w_j^{k+1} \phi_j^{k+1}(x) \right)'' dx \\
= \int_0^1 8\phi_i(x) \rho^k(x) \sum_{j=1}^{2n} w_j^k \phi_j^k(x) dx - \int_0^1 2\tau^2(\phi_i^{k+1}(x))'' B^k(x) \left( \sum_{j=1}^{2n} w_j^k \phi_j^k(x) \right)'' dx \\
- \int_0^1 4\phi_i^{k+1}(x) \rho^k(x) \sum_{j=1}^{2n} w_j^{k-1} \phi_j^{k-1}(x) dx - \int_0^1 \tau^2(\phi_i^{k+1}(x))'' B^k(x) \left( \sum_{j=1}^{2n} w_j^{k-1} \phi_j^{k-1}(x) \right)'' dx \\
+ \int_0^1 4\tau^2 \phi_i^{k+1}(x) f(x, t) dx.
\]

So the matrix form for the fully-discrete finite element solution is:

\[
(4M^{k+1,k,1} + \tau^2 K^{k+1,k,1}) \bar{w}^{k+1} = (8M^{k+1,k} - 2\tau^2 K^{k+1,k}) \bar{w}^k - (4M^{k+1,k-1} + \tau^2 K^{k+1,k-1}) \bar{w}^{k-1} \\
+ 4\tau^2 \bar{f}(t^{k+1}) \\
- 4B_{eM}^{k+1,k+1}(t^{k+1}) - \tau^2 B_{eK}^{k+1,k+1}(t^{k+1}) \\
+ 8B_{eM}^{k+1,k}(t^{k}) - 2\tau^2 B_{eK}^{k+1,k}(t^{k}) \\
- 4B_{eM}^{k+1,k-1}(t^{k-1}) - \tau^2 B_{eK}^{k+1,k-1}(t^{k-1}),
\]

where

\[
\bar{w}^k = \left( w_i^k \right)_{i=3}^{2n-2},
\]
and for \( r = k + 1, s = k + 1, k, k - 1 \), we have

\[
M^{r,s} = \left( \int_0^1 \rho^k(x) \tilde{\phi}_i^r(x) \tilde{\phi}_j^s(x) \, dx \right)_{i,j=3}^{2n-2},
\]

\[
K^{r,s} = \left( \int_0^1 B^k(x) \left( \tilde{\phi}_i^r(x) \right)'' \left( \tilde{\phi}_j^s(x) \right)'' \, dx \right)_{i,j=3}^{2n-2},
\]

\[
\overline{B}_{eM}^{r,s}(t) = \left( b_1(t) \int_0^1 \rho^k(x) \tilde{\phi}_i^r(x) \tilde{\phi}_j^s(x) \, dx + b_2(t) \int_0^1 \rho^k(x) \tilde{\phi}_i^r(x) \tilde{\phi}_2^s(x) \, dx \right)_{i=3}^{2n-2},
\]

\[
+ \left( b_3(t) \int_0^1 \rho^k(x) \tilde{\phi}_i^r(x) \tilde{\phi}_{2n-1}^s(x) \, dx + b_4(t) \int_0^1 \rho^k(x) \tilde{\phi}_i^r(x) \tilde{\phi}_{2n}^s(x) \, dx \right)_{i=3}^{2n-2},
\]

\[
\overline{B}_{eK}^{r,s}(t) = \left( b_1(t) \int_0^1 B^k(x) \left( \tilde{\phi}_i^r(x) \right)'' \left( \tilde{\phi}_j^s(x) \right)'' \, dx + b_2(t) \int_0^1 B^k(x) \left( \tilde{\phi}_i^r(x) \right) \left( \tilde{\phi}_j^s(x) \right)'' \, dx \right)_{i=3}^{2n-2},
\]

\[
+ \left( b_3(t) \int_0^1 B^k(x) \left( \tilde{\phi}_i^r(x) \right)'' \left( \tilde{\phi}_{2n-1}^s(x) \right)'' \, dx + b_4(t) \int_0^1 B^k(x) \left( \tilde{\phi}_i^r(x) \right) \left( \tilde{\phi}_{2n}^s(x) \right)'' \, dx \right)_{i=3}^{2n-2},
\]

\[
\overline{f}(t) = \left( \int_0^1 \tilde{\phi}_i^r(x) f(x,t) \, dx \right)_{i=3}^{2n-2}.
\]

Note that the matrices \( M \) and \( K \), and the vector \( f \) are to be assembled the same way as that for the static state beam problem.
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Conclusion

The focus of this thesis is to develop an immersed finite element space that is suitable for solving beam design problems in $\Omega \in \mathbb{R}$ that have piecewise constant coefficients. The solution of interface beam problems are required to satisfy the interface requirements: namely that the deflection, bending angle, bending moment, and shear of the beam be continuous on the domain $\Omega$. Immersed finite element spaces are finite element spaces which are constructed so that the basis functions can satisfy these interface conditions. Thus, defining the finite element basis functions in this way allows the partition upon which the immersed finite element space is constructed to be independent of the interface, thereby immersing it in the partition of the domain.

The Hermite cubic immersed IFE space developed in this thesis is uniquely determined by the interface conditions and the usual nodal value specifications of the basis functions.

The approximation capability of the Hermite cubic IFE space is numerically tested by the interpolation of a set of appropriate testing functions. These numerical results strongly suggest that the order of accuracies of this IFE space is the same as that of the standard Hermite cubic FE space, which performs optimally in interpolating functions that have differentiable bending moment and continuous shear.

Also, when this IFE space is used to solve the forward beam problems, Problem(F), described in Chapter 1, the numerical results again strongly suggest that the order of accuracies for this IFE space is the same as that for the standard Hermite cubic FE space, which performs optimally in solving the forward beam problems that have piecewise continuous coefficients.

When this IFE space is used to solve the inverse problem described in Chapter 1, we see that the order of accuracy is higher than what we expected. Note that in the forward problem, the order of accuracy for approximating the bending moment is 2; however, the order of
accuracy for our inverse problem, Problem(I), is about 2.75.

The method of false position is the best method for searching for $\alpha^*$ because it takes the advantages of both the bisection method, which guarantees convergence, and the secant method, which preserves the order of convergence of the secant method.

Finally, when this IFE space is used to solve the forward time-dependent interface beam problems, our numerical examples indicate that its order of accuracies is the same as the order of accuracies in static state beam problems, which is as expected.

IFE spaces can be applied efficiently to moving interface problems such as the inverse problem, Problem(I), presented in Chapter 4.

There are questions to be answered in future research. For example, we do not know whether the order of accuracy is preserved for the beam problem if the interface $\alpha$ is a time-dependent. Section 5.4 proposed an idea that may be used in the future investigation for answering this question. Also, it is very interesting to see how we can extend this Hermite cubic IFE space to a two dimensional problem, e.g., solving the differential equation of plates. If we can, does it preserve the order of accuracy as in one dimensional problems?
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Appendix

This section gives all the table mentioned in the previous Chapters.
Table 7.1: Errors generated from the interpolation problem with $\alpha = \pi/6$, $B^- = 2$, $B^+ = 5$.

| $h$  | $||u(x) - \tilde{I}_h u(x)||$ | $||u'(x) - \tilde{I}_h u'(x)||$ | $||u''(x) - \tilde{I}_h u''(x)||$ |
|------|-------------------------------|-----------------------------------|-------------------------------|
| 1/10 | 5.450781630798945e-007        | 1.887448982629727e-005            | 1.224861539885773e-003        |
| 1/20 | 3.330035788546192e-008        | 2.308308437125189e-006            | 2.992977246640569e-004        |
| 1/40 | 2.099507274228335e-009        | 2.910381704953534e-007            | 7.544628263873330e-005        |
| 1/80 | 1.312779942741883e-010        | 3.638571207246578e-008            | 1.88648434151407e-005        |
| 1/160| 8.206347625846279e-012        | 4.548760379561024e-009            | 4.716912485421274e-006        |
| 1/320| 5.130741270957564e-013        | 5.687946326771858e-010            | 1.179639386737241e-006        |
| 1/640| 3.211087892877039e-014        | 7.117833080648714e-011            | 2.952640915699698e-007        |
| 1/1280| 2.042082781944379e-015       | 8.9116945319438e-012              | 7.382785223567168e-008        |

Table 7.2: Errors generated from the interpolation problem with $\alpha = \pi/6$, $B^- = 2$, $B^+ = 500$.

| $h$  | $||u(x) - \tilde{I}_h u(x)||$ | $||u'(x) - \tilde{I}_h u'(x)||$ | $||u''(x) - \tilde{I}_h u''(x)||$ |
|------|-------------------------------|-----------------------------------|-------------------------------|
| 1/10 | 5.565712476440778e-007        | 1.928554187601933e-005            | 1.252440031020260e-003        |
| 1/20 | 3.477072388543133e-008        | 2.40952254058297e-006             | 3.12624520529968e-004        |
| 1/40 | 2.208196697148401e-009        | 3.065632507247138e-007            | 7.963873165026163e-005        |
| 1/80 | 1.382891684470896e-010        | 3.837002695980558e-008            | 1.992334419342868e-005        |
| 1/160| 8.66612304220051e-012        | 4.805613858608100e-009            | 4.986622325247083e-006        |
| 1/320| 5.430905916813267e-013        | 6.020262279793338e-010            | 1.248648966177118e-006        |
| 1/640| 3.402348376228674e-014        | 7.537240444309487e-011            | 3.126477341891240e-007        |
| 1/1280| 2.225727442347852e-015       | 9.45188131759503e-012              | 7.820819809194944e-008        |
Table 7.3: Errors generated from the interpolation problem with $\alpha = \pi/6$, $B^- = 2$, $B^+ = 50000$.

| $h$  | $||u(x) - \bar{I}_h u(x)||$ | $||u'(x) - \bar{I}_h u'(x)||$ | $||u''(x) - \bar{I}_h u''(x)||$ |
|------|-----------------------------|-----------------------------|-----------------------------|
| 1/10 | 5.597798140383150e-007      | 1.939158982217396e-005      | 1.256802521924881e-003      |
| 1/20 | 3.498315751039832e-008      | 2.424249703296664e-006      | 3.1453195946157e-004        |
| 1/40 | 2.221692143017617e-009      | 3.084423709669514e-007      | 8.01302997207119e-005       |
| 1/80 | 1.391365784057778e-010      | 3.860567823577036e-008      | 2.00463481933782e-005       |
| 1/160| 8.719934967535024e-012      | 4.835227325552972e-009      | 5.017429026452119e-006      |
| 1/320| 5.46138661688798e-013       | 6.05750396733879e-010       | 1.25637506378658e-006       |
| 1/640| 3.423436844468838e-014      | 7.583284597121441e-011      | 3.145677475544004e-007      |
| 1/1280| 2.22493567982436e-015      | 9.531175969391846e-012      | 7.86623892950179e-008       |

Table 7.4: Errors generated from the boundary value problem with $\alpha = \pi/6$, $B^- = 2$, $B^+ = 5$.

| $h$  | $||w(x) - \bar{w}_h(x)||$ | $||w'(x) - \bar{w}_h'(x)||$ | $||w''(x) - \bar{w}_h''(x)||$ |
|------|-----------------------------|-----------------------------|-----------------------------|
| 1/5  | 8.033612932480310e-006      | 1.396249110972903e-005      | 4.54688622723493e-003       |
| 1/10 | 5.450781568289168e-007      | 1.887448982369008e-005      | 1.224861539919153e-003      |
| 1/15 | 1.053274772607739e-007      | 5.477217189065275e-006      | 5.32550804525035e-004       |
| 1/20 | 3.330038211071103e-008      | 2.308308462417520e-006      | 2.992977246706625e-004      |
| 1/25 | 1.391346425969246e-008      | 1.20418320861189e-006       | 1.95634181792296e-004       |
| 1/30 | 6.591260626467974e-009      | 6.852932856825524e-007      | 1.333001383125106e-004      |
| 1/35 | 3.589065530895787e-009      | 4.350889506309022e-007      | 9.87040329911372e-005       |
| 1/40 | 2.100230432971302e-009      | 2.9103845901390e-007        | 7.544628292224312e-005      |
| 1/45 | 1.304508048906979e-009      | 2.03469423775661e-007       | 5.936029402216212e-005      |
| 1/50 | 8.657124266167434e-010      | 1.497698031282741e-007      | 4.855291348178408e-005      |
Table 7.5: Errors generated from the boundary value problem with $\alpha = \pi/6$, $B^- = 2$, $B^+ = 500$.

| $h$  | $||w(x) - \tilde{w}_h(x)||$ | $||w'(x) - \tilde{w}'_h(x)||$ | $||w''(x) - \tilde{w}''_h(x)||$ |
|------|-------------------------------|-------------------------------|-------------------------------|
| 1/5  | $7.907845860343327e-006$     | $1.37744431411709e-004$     | $4.530854982540894e-003$     |
| 1/10 | $5.655712197048426e-007$     | $1.92855187098851e-005$     | $1.252440031048368e-003$     |
| 1/15 | $1.078248616009723e-007$     | $5.640432789883273e-006$    | $5.532394512471659e-004$     |
| 1/20 | $3.477086825444591e-008$     | $2.409552275556433e-006$    | $3.126264519463314e-004$     |
| 1/25 | $1.45750769229792e-008$      | $1.260084876095401e-006$    | $2.042846046628071e-004$     |
| 1/30 | $6.87541249331874e-009$      | $7.160788999001547e-007$    | $1.396609370164878e-004$     |
| 1/35 | $3.73349249257488e-009$      | $4.564623127254135e-007$    | $1.03558547277694e-004$      |
| 1/40 | $2.168521011945155e-009$     | $3.0655073792501e-007$      | $7.96387312906642e-005$      |
| 1/45 | $1.448412327638124e-009$     | $2.141230167773431e-007$    | $6.250046739538347e-005$     |
| 1/50 | $9.694815930646745e-010$     | $1.575207602366631e-007$    | $5.1073294186823e-005$       |

Table 7.6: Errors generated from the boundary value problem with $\alpha = \pi/6$, $B^- = 2$, $B^+ = 50000$.

| $h$  | $||w(x) - \tilde{w}_h(x)||$ | $||w'(x) - \tilde{w}'_h(x)||$ | $||w''(x) - \tilde{w}''_h(x)||$ |
|------|-------------------------------|-------------------------------|-------------------------------|
| 1/5  | $7.951116898431485e-006$     | $1.38535950244084e-004$     | $4.556948973841448e-003$     |
| 1/10 | $5.597798241774828e-007$     | $1.939158982908795e-005$    | $1.256802521977542e-003$     |
| 1/15 | $1.084510265125043e-007$     | $5.673653018745095e-006$    | $5.566068202655337e-004$     |
| 1/20 | $3.498253483437706e-008$     | $2.424249654554797e-006$    | $3.14539159477523e-004$      |
| 1/25 | $3.238969730250826e-008$     | $1.276511265258283e-006$    | $2.054278131828696e-004$     |
| 1/30 | $6.918035362269439e-009$     | $7.204114225539409e-007$    | $1.405154063995368e-004$     |
| 1/35 | $3.803039003547921e-009$     | $4.592453197825760e-007$    | $1.041788199460846e-004$     |
| 1/40 | $2.217705467183558e-009$     | $3.084420946196966e-007$    | $8.01302296967847e-005$      |
| 1/45 | $1.442135575023129e-009$     | $2.1543599273178846e-007$   | $6.28845848459465e-005$      |
| 1/50 | $9.053384861447290e-010$     | $1.584735772890988e-007$    | $5.135169267112095e-005$     |
Table 7.7: Errors generated from the boundary value problem with $\alpha = \pi/6$, $B_1 = 2$, $B_2 = 5$, $B_3 = 2$.

| $h$  | $||w(x) - \tilde{w}_h(x)||$ | $||w'(x) - \tilde{w}'_h(x)||$ | $||w''(x) - \tilde{w}''_h(x)||$ |
|------|-----------------------------|-------------------------------|-------------------------------|
| 1/5  | 5.650445455609324e-006      | 9.806437667292311e-005        | 3.223299238179469e-003        |
| 1/10 | 3.229783286995079e-007      | 1.125206148413369e-005        | 7.331082120475e-004           |
| 1/15 | 7.075673709614115e-008      | 3.682716613866055e-006        | 3.59951935980711e-004         |
| 1/20 | 2.235184461666597e-008      | 1.550534671084527e-006        | 2.011884347151966e-004        |
| 1/25 | 8.783703529699052e-009      | 7.627449439697021e-007        | 1.238207086811235e-004        |
| 1/30 | 4.383675210483903e-009      | 4.59361017332668e-007         | 8.89531750684814e-005         |
| 1/35 | 2.373623430786107e-009      | 2.882342390032495e-007        | 6.540645818037033e-005        |
| 1/40 | 1.388227630116316e-009      | 1.948955661017161e-007        | 4.987903015443399e-005        |
| 1/45 | 8.66162165967413e-010       | 1.350189730634128e-007        | 3.944984138516576e-005        |
| 1/50 | 5.6846556337908e-010        | 9.87659480459300e-008         | 3.203400874852876e-005        |

Table 7.8: Errors generated from the boundary value problem with $\alpha = \pi/6$, $B_1 = 2$, $B_2 = 5$, $B_3 = 200$.

| $h$  | $||w(x) - \tilde{w}_h(x)||$ | $||w'(x) - \tilde{w}'_h(x)||$ | $||w''(x) - \tilde{w}''_h(x)||$ |
|------|-----------------------------|-------------------------------|-------------------------------|
| 1/5  | 4.522032088691862e-006      | 7.877466233659703e-005        | 2.574034053010097e-003        |
| 1/10 | 3.011674325898141e-007      | 1.049319715538321e-005        | 6.857777382801694e-004        |
| 1/15 | 6.315341737566420e-008      | 3.30825327635678e-006         | 3.234621564471598e-004        |
| 1/20 | 2.054175814563237e-008      | 1.423622481786424e-006        | 1.847231466320649e-004        |
| 1/25 | 8.292822257048479e-009      | 7.195301854342585e-007        | 1.16856271982604e-004         |
| 1/30 | 4.052967839733834e-009      | 4.193212448968838e-007        | 8.17054570319232e-005         |
| 1/35 | 2.232293396405442e-009      | 2.704288940876806e-007        | 6.141778964367835e-005        |
| 1/40 | 1.238676703496313e-009      | 1.77804555605023e-007         | 4.619976336087248e-005        |
| 1/45 | 8.11253371117922e-010       | 1.252985579025156e-007        | 3.657597163572107e-005        |
| 1/50 | 5.440897571692117e-010      | 9.32645789614121e-008         | 3.027217330486957e-005        |
Table 7.9: Errors generated from the boundary value problem with $\alpha = \pi/6$, $B_1 = 2$, $B_2 = 5$, $B_3 = 20000$.

| $h$   | $||w(x) - \tilde{w}_h(x)||$ | $||w'(x) - \tilde{w}'_h(x)||$ | $||w''(x) - \tilde{w}''_h(x)||$ |
|-------|-------------------------------|-------------------------------|-------------------------------|
| 1/5   | 4.502430478529783e-006         | 7.847489492285749e-005         | 2.56889336324766e-003         |
| 1/10  | 3.010776174539863e-007         | 1.048813111370550e-005         | 6.846688123517986e-004         |
| 1/15  | 6.30373493873698e-008          | 3.305466998357899e-006         | 3.23441965217433e-004         |
| 1/20  | 2.052606594196815e-008         | 1.422310072458796e-006         | 1.84523839671191e-004         |
| 1/25  | 8.75375530059291e-009          | 7.198130579560463e-007         | 1.16850587538057e-004         |
| 1/30  | 4.02244901961474e-009          | 4.19099159617839e-007          | 8.16942868601149e-005         |
| 1/35  | 2.29282302303115e-009          | 2.70331916549174e-007          | 6.13671696176925e-005         |
| 1/40  | 9.46680887698802e-010          | 1.779612879925245e-007         | 4.62014145458718e-005         |
| 1/45  | 8.03147814037483e-010          | 1.252478363677807e-007         | 3.65655137154285e-005         |
| 1/50  | 5.35363769405486e-010          | 9.325742815266898e-008         | 3.02642409557121e-005         |

Table 7.10: Errors generated from the initial-boundary value problem with $\alpha = \pi/6$, $B_1 = 2$, $B_2 = 5$, $\tau = 1/2500$, $T_{end} = 1$.

| $h$   | $||w(x,T_{end}) - w^N_h(x)||$ | $||w'(x,T_{end}) - (w^N_h(x))'||$ | $||w''(x,T_{end}) - (w^N_h(x))''||$ |
|-------|-------------------------------|-------------------------------|-------------------------------|
| 1/5   | 1.086065064385945e-005         | 1.883324728734923e-004         | 6.109206697649410e-003         |
| 1/10  | 7.2010210606174e-007           | 2.49158549570419e-007          | 1.62120580741860e-003          |
| 1/15  | 1.36672200270458e-007          | 7.104137821715691e-006         | 6.906394165991926e-004         |
| 1/20  | 4.364506247707457e-008         | 3.02895625611993e-006          | 3.927105710537530e-004         |
| 1/25  | 1.805628999618895e-008         | 1.56734583532355e-006          | 2.55061832094556e-004          |
| 1/30  | 8.501455991771155e-009         | 8.89503747952418e-007          | 1.72860436258231e-004          |
| 1/35  | 4.61319779024254e-009          | 5.66787585686595e-007          | 1.286787758022503e-004         |
| 1/40  | 2.6632760149893e-009           | 3.76678264416339e-007          | 9.764291917760779e-005         |
| 1/45  | 1.644973760436220e-009         | 2.64615496521238e-007          | 7.17250103543801e-005          |
| 1/50  | 1.06807320824864e-009          | 1.94491073240859e-007          | 6.308145485896282e-005         |
Table 7.11: Errors generated from the initial-boundary value problem with $\alpha = \pi/6$, $B_1 = 2$, $B_2 = 500$, $\tau = 1/2500$, $T_{end} = 1$

| $h$  | $\|w(x, T_{end}) - w_h^N(x)\|$ | $\|w'(x, T_{end}) - (w_h^N(x))'|$ | $\|w''(x, T_{end}) - (w_h^N(x))''\|$ |
|------|--------------------------------|---------------------------------|---------------------------------|
| 1/5  | 9.531368902678647e-006         | 1.676971552813939e-004          | 5.494260394738412e-003          |
| 1/10 | 1.607284982777645e-006         | 7.372443517049330e-005          | 9.788962500086098e-003          |
| 1/15 | 1.07662438384095e-007          | 5.60125414502309e-006           | 5.447438867441547e-004          |
| 1/20 | 4.367620124143166e-008         | 3.181601702100117e-006          | 4.464373612927664e-004          |
| 1/25 | 1.608477694482543e-008         | 1.518539256488534e-006          | 7.00425562079135e-004           |
| 1/30 | 6.684504207675700e-009         | 7.032750361645611e-007          | 1.368288512470282e-004          |
| 1/35 | 5.795379561708469e-009         | 8.260025176604919e-007          | 2.687068971024875e-004          |
| 1/40 | 2.15242132347095e-009          | 2.971528863661436e-007          | 7.702856971949780e-005          |
| 1/45 | 1.412638290322878e-009         | 2.171887795191454e-007          | 6.369056212618448e-005          |
| 1/50 | 1.283410979717634e-009         | 2.687504255331464e-007          | 1.992995006147033e-004          |

Table 7.12: Errors generated from the initial-boundary value problem with $\alpha = \pi/6$, $B_1 = 2$, $B_2 = 50000$, $\tau = 1/2500$, $T_{end} = 1$

| $h$  | $\|w(x, T_{end}) - w_h^N(x)\|$ | $\|w'(x, T_{end}) - (w_h^N(x))'|$ | $\|w''(x, T_{end}) - (w_h^N(x))''\|$ |
|------|--------------------------------|---------------------------------|---------------------------------|
| 1/5  | 9.545262641331915e-006         | 1.680608229528997e-004          | 5.509592565850187e-003          |
| 1/10 | 2.66419629350337e-006          | 1.2892420263685724e-004         | 1.771583294922764e-002          |
| 1/15 | 1.072667045237088e-007         | 5.580902680867959e-006          | 5.427759553241485e-004          |
| 1/20 | 4.460838514135333e-008         | 3.265900220812373e-006          | 4.614467997454541e-004          |
| 1/25 | 6.993801161352304e-008         | 1.275447425192097e-005          | 1.124596251507745e-002          |
| 1/30 | 6.628707876421416e-009         | 7.008245906221602e-007          | 1.363521856630357e-004          |
| 1/35 | 6.664250038092902e-009         | 9.817781590088675e-007          | 3.325769107925078e-004          |
| 1/40 | 2.120500317618399e-009         | 2.96423891372976e-007           | 7.68073062088641e-005           |
| 1/45 | 1.616456770337265e-009         | 2.197655908507971e-007          | 6.339983072550670e-005          |
| 1/50 | 2.45501006398352e-009          | 6.621523553273841e-007          | 5.808482415533415e-004          |
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