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ABSTRACT

The power requirements imposed on an active vibration isolation system are quite important to the overall system design. In order to improve the efficiency of an active isolation system we analyze different feedback control strategies which will provide electrical energy regeneration. The active isolation system is modeled in a state-space form for two different types of actuators: a piezoelectric stack actuator and a linear electromagnetic (EM) actuator. During regenerative operation, the power is flowing from the mechanical disturbance through the electromechanical actuator and its switching drive into the electrical storage device (batteries or capacitors). We demonstrate that regeneration occurs when controlling one or both of the flow states (velocity and/or current). This regenerative control strategy affects the closed loop dynamics of the isolator which sees its damping reduced.
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Chapter 1

Introduction

In recent years, researchers have been investigating the use of active materials in diverse structural applications such as vibration isolation and structural health monitoring. By the late 1980s, research papers began to appear on any imaginable blend of active materials, host structures materials and control algorithms. Crawley and de Louis (1987) are generally credited with creating a term “intelligent structures” in their paper “Use of Piezoelectric Actuators as Elements of Intelligent Structures”. One of the definitions of smart structures is given by Culshaw (1996): “Smart structure is therefore one that monitors itself and/or its environment in order to respond to changes in its condition”. A conceptual diagram of the “smart” structure is shown on Figure 1.1. The traditional mechanical structure is then augmented with sensors, actuators and a control systems which enables the structure to detect and adapt itself in the presence of time-varying environmental and operational conditions. Intelligent structures require support electronics such as power electronics for their powering and digital electronics (computer processor) for control and network communication. Examples of these mechatronic structures include buildings, bridges and roadways that can sense and control damage, aircraft that can actively monitor structural integrity, and automotive components that use active materials to reduce vibrations and enhance performance.

Current research in this domain is directed towards new active materials for actuating and sensing. The miniaturization of active components, particularly in the case of sensors and actuators has been widely explored with the idea of incorporating large numbers of actuators and sensors into the structure. The most obvious omission in intelligent structures
technology, to date, is found in prediction of power requirements and economic feasibility.

Energy requirements are an important design factors in structural control applications. Average power, peak power required and total energy consumed directly influence the size and weight of the overall system. Also, energy dissipated as heat requires the use of heat sinks for thermal management and increasing the supplied energy reduces the effective life-time of the system in battery-operated applications. Hence increasing the overall system efficiency is of tremendous importance especially when size and energy requirements are limited.

This thesis explores the concept of energy regeneration as another alternative to increase the efficiency and life-time of an active or intelligent system. In the following section a literature survey related to the concept of regenerative systems, energy harvesting and power flow analysis is presented.

1.1 Literature Review

1.1.1 Energy Regeneration and the concept of Energy Harvesting

Energy regeneration is a well known concept. A few products based on this principle are commercialized. Commercial applications of energy regeneration are described in this section.
Actual technology in regenerative systems

The self-powered systems or systems that have ability to regenerate part of energy are not only a research trend. Some products using this technology are commercialized today and had a great success. One of them is the Freeplay radio [Freeplay (2002)]. This particular radio device doesn’t require any battery or external electrical sources. The required energy is provided by the user who rewinds the radio and stores the energy by compressing set of strip steel springs, which are the primary energy storage device. The steel spring is energized by winding it from one spool to another against a pre-form. As the spring returns to its original position, it applies rotational torque to a transmission, whose output drives a generator. The wind-up radio device achieved its biggest commercial success during the United States military operation in Afghanistan where hundreds of small wind-up radios were dropped along with food ration packs in order to allow the population to be informed with the information broadcasted by the US military [Duffy (2001)].

Another more common self-powered device is the Seiko Kinetic watch. This watch generates electrical energy to power itself, utilizing the movement of the wearer’s arm and wrists. The regenerative mechanism is composed of the oscillating weight connected to a rotor which is part of an electromagnetic electrical generator. The generator is connected to a capacitor which stores the electrical energy necessary for operation of the electrical watch circuit [Seiko (2002)].

Piezoelectric-based generators

Following the concept of energy regeneration from different types of parasitic phenomenon, the efficiency of the energy transformers is a key parameter. A few articles and patents on a piezoelectric-based generators are present in literature. Umeda et al. (1997) developed a piezoelectric generator and examined its energy storage characteristics. The generator consists of a steel ball and piezoelectric vibrator. The impact of the ball against the generator produces an electrical energy via piezoelectric effect. A full bridge diode is used to rectify the induced electrical signal form the input and charge the capacitors. The authors achieved a maximum efficicncy of 35%. Concerning patents, few examples of PZT generators are found such the one patented by Epstein and Carroll (1996), Hashimoto et al. (1998) and Carroll (2001). All of them convert mechanical strain energy induced in piezoelectric
Research trends in energy harvesting

Research in regenerative systems is still an important research trend. The Defense Advanced Research Projects Agency (DARPA) launched an energy harvesting research program in the late 90s. The global objective of this research program was to develop energy storage and conversion components capable of harvesting energy from ambient sources (e.g., solar, wind, thermal, wave-action, electromagnetic radiation, and human activities). One of the examples of research in energy harvesting is the development of a electrical power generating system that extracts energy from the flow of moving water in streams, currents, or pipes. The generating systems are eel-like structures made from piezoelectric polymer films. These “Eels” are scalable in size and have the capacity to generate milliwatts to many watts depending on the system size and the water flow velocity. An illustration of the Eel concept developed by Ocean Power Technologies, Inc is shown in Figure 1.2. Other concepts of energy harvesting systems such as compact piezoelectric-based power generator (Continuum Control Inc), heel-strike generator using electrostrictive polymers (SRI International and Starner (1998)) and few others are being explored as a part of this program [Nowak (2002)].

Another research trend in regenerative systems is the development of self-powered sensors. Elvin et al. (2001) analyzed and experimentally demonstrated a concept of a self-powered mechanical strain wireless sensor. The novel sensor consists of a piezoelectric material that converts mechanical strain energy into electrical charge. A half-bridge rectifier

![Figure 1.2: Energy harvesting eel concept (Ocean Power Technologies, Inc.)](image-url)
is used as a power harvesting circuit which is connected to energy storage devices. The energy stored in the capacitance is then used to power radio frequency (RF) transmitter which transmits the information on strain in the structure sensed by the same PZT element.

Elvin et al. (2001) realized a simple beam bending experiment with a polyvinylidifluoride (PVDF) piezoelectric sensor. The results confirmed the feasibility of a self-powered wireless sensor using mechanical parasitic effects applied to the beam. Some practical limitations such as transmission distance, minimal strain resolution and sensor’s lifetime remain as open questions.

The same concept of self-powered sensor is being explored at the Siemens R&D center near Munich, Germany. A team headed by Wolf-Eckhart Bulst has developed an entirely autonomous sensor mounted on car tires in order to provide the information about road condition, traction and pressure. The developed sensor exploits the piezo and pyroelectric effects to provide the power required to transmit a radio signal [Illinger (2001)]. This “smart tire” contains tiny piezoelectric crystals that vibrate when an alternating voltage is applied. The speed at which vibrations travels depends on temperature and pressure, so the embedded sensor can reveal precisely how the tires are “rolling”. This sensed information is transmitted through a RF signals to an on-board computer.

Major progress in low power very large scale integration (VLSI) technologies has occurred in the last years pushed by the continuous demand of long battery life in portable systems and heat removal in larger, non portable ones. This progress in VLSI technologies has enabled the possibility of using ambient energy to power future digital systems. A last publication concerning the actual research review in power harvesting is the article written by Amirtharajah and Chandrakasan (1998). In this publication the authors prototyped a Digital Signal Processor (DSP) system powered by its own generator. The DSP and the low power voltage regulator were implemented on a single chip. Amirtharajah and Chandrakasan (1998) modeled and developed an inertial electromechanical generator which was able to produce an average output of $400 \mu W$ from a parasitic vibrations induced by human walking which was sufficient to power DSP application and its power regulating circuit.
1.1.2 Power flow Analysis

Development of regenerative systems is based on the understanding of the power flow between the different parts of the system. Power flow in mechanical structures and in electromechanical systems have been widely studied and analyzed. A few related publications are cited in the following.

Power flow in Structures

One of the early references in the power flow in structures is an article written by Lyon and Maidanik (1962) at the origin of the well-known Statistical Energy Analysis (SEA) approach. For a more recent reference on power flow in structures, Miller et al. (1990), performed control optimization analysis in order to minimize power at structural junctions. A thermodynamic approach for analyzing power flow through coupled oscillators has been derived by Kishimoto and Bernstein (1995). The authors showed that the energy flow models based upon thermodynamic energy can be used to predict power flow in mechanical structures. They compared their model to a SEA approach for mechanical systems and demonstrate the flow estimation on system involving three coupled oscillators. In our concept we are interested in regenerating mechanical energy absorbed by the structure and transformed and transferred through an electromechanical actuator into electrical energy. The following section is about the literature on power flow in electromechanical systems.

Power flow in Electromechanical systems

The analysis of power flow through the amplifier and actuator has been discussed by Warkentin and Crawley (1995), Leo (1999), and Zvonar and Lindner (1999). Warkentin shows that actively damping the structure with a controlled piezoelectric actuator causes the mechanical power injected into the structure by the external disturbance source to be absorbed by the structure and funneled to the electrical source. Similar results were presented by Lindner and Chandrasekaran and Lindner (2000) that show that the electrical power at the actuator terminals has a negative real component, which indicate that the actuator feeds electrical power back to the source. Recent work by Chandrasekaran et al. (2000) has demonstrated that the type of feedback control is a factor in determining the real and reactive power flow for a controlled system. An important element in the defined
regenerative control in closed loop is the electrical driver.

1.1.3 Electrical driver, a key element in regenerative systems

Electrical drivers, also called amplifiers, play an important role in electromechanical regenerative systems. Even if design of electrical drivers is out of the scope of this thesis, it is important to understand actual issues and limitations in power electronics. Lindner et al. (2002) discuss the power requirements imposed on four different electrical drivers including switching and linear topologies. As explained later in Section 2.4 only switching type electrical drivers can be used in regenerative systems. A good introduction and explanation of the different switching amplifier topologies for driving electromagnetic based actuators is found in “Fundamentals of Power electronics” by Erickson and Maksimovic (1999). The literature concerning design of switching drives for piezoelectric actuator is more rare. Main et al. (1996) highlights the advantage of using switching amplifier topologies and proposes three different control topologies for driving capacitive-type loads based on pulse-width-modulation (PWM) amplifier scheme. Main et al. (1996) shows direct charge control of piezoelectric actuators removes much of the hysteresis that is inherent in voltage control. Paine et al. (2000) highlights the importance of using bi-directional systems and compares the efficiency of different switching and hybrid topologies for driving a piezoelectric load of $40 \, \mu F$. Recent work by Chandrasekaran et al. (2001) formulates and solves an optimization problem for the design of a current controlled switching power amplifier. The objective function of the optimization problem is chosen to be the weight of the inductor. The optimized design procedures developed by Chandrasekaran and Lindner takes into account actuator characteristics with its coupling to the mechanical structure.

1.1.4 Actively controlled Vibration Isolation Systems

Actual Active-Passive technology for vibration isolator

In this part of the literature survey, we focused on the systems developed for vibration suppression in space truss structures. With the progress in development of the optical technologies, the issue of parasitic vibrations and micro vibration in satellites carrying this precious equipment is critical for proper operation. Several publications concerning the design of vibration isolator are present in literature. Foshage et al. (1996) developed an
active/passive hybrid actuator for multi-axis isolation and positioning of optical spacecraft payloads that they named Vibration Isolation, Steering, and Suspension (VISS) system. VISS has a complementary active and passive elements to provide passive broadband isolation. The active actuator is a voice coil motor which enables the low-frequency and transmissibility to be reduced with feedback control. Other similar hybrid active systems were developed for similar applications by Vailon et al. (1999) and Anderson et al. (1999). Those systems uses a piezoelectric stack actuator for active vibration suppression. Another hybrid topology is analyzed and prototyped by Sciulli and Griffin (1999). This design incorporates the active components in parallel to the passive design. This is done in the case of a failure of the active system (electrical break down or control instability), the passive system would be able to provide a backup isolation.

**Regenerative systems**

With respect to the modeling of regenerative system, the only document found was the Ph.D. thesis of Jolly (1993) titled “Passive and Regenerative Solutions for Vibration Control”. In his dissertation, the author developed a general analysis and derived mathematical tools for identifying or incorporating passive and regenerative elements. Jolly’s theory is based on Bond Graph Theory, a graphical based generalized notation which objective is to normalize dynamic system representation [Karnopp and Rosenberg (1968)]. The proposed mathematical approach for system categorization (active, passive or regenerative) is based on the analysis of the impedance matrix of the system[Jolly and Margolis (1997a)]. In order to differentiate the three categories of systems or subsystems, Jolly derives a general expression for power absorption in case of a single input systems and multiple input systems. The theory is applied to few examples such as control of wind response of multi-story structures and vibration control of distributed systems. In a journal publication Jolly and Margolis (1997b) applied the regenerative force actuator to vehicle seat suspension and to a control of vibrations in a lateral elevator. The results showed that for the vehicle seat suspension application, the regenerative force actuator exhibits positive average energy absorption regardless of the nature of the excitation. Furthermore it is shown that the ability to isolate a suspended mass greatly exceeded that of a passive system.
Self-powered Regenerative Control Systems

Nakano et al. (2000) proposed a new method to achieve self-powered active vibration control. The proposed system produces continuous control input using energy absorbed by a damper and does not require external energy. This self-powered control strategy is applied to a two degree of freedom suspension system. The DC motor in the primary suspension is an energy regenerative damper which generates electricity from vibration and charges a condenser. The DC motor in the secondary suspension is an actuator which produces control input using the energy stored in the condenser by the first DC motor. The experimental setup used by Nakano et al. is shown on Figure 1.3.

![Experimental setup developed by Nakano et al. (2000)](image)

The authors propose a control scheme depending on the energy available in the condenser. The mode in which the regenerative damper regenerates vibration energy is called regeneration mode. However, when the magnitude of the induced voltage is less than the voltage of the condenser, the energy-regenerative damper cannot transfer the vibration induced energy to the condenser. In this mode, the energy-regenerative damper halts energy. It is connected to the short circuit and operated as a typical damper, which doesn’t regenerate energy. For the motor in the secondary suspension, a skyhook control scheme is applied. In this case the actuator is connected to the condenser and produces control input using the accumulated energy. Through simulation and experiments, Nakano et al. shown that regenerative control scheme achieves better performance then those of the semi-active and passive control.

Nakano et al. (1999) applied the previously described control strategy to cab suspension of a heavy duty truck. As in a previous system an electric generator that is installed
in the suspension of the chassis regenerates vibration energy and stores it in the condenser. An actuator in a cab suspension achieves active vibration control using the energy stored in the condenser. Since the weight of the chassis of a typical heavy duty truck is greater than that of the cabin, vibration energy in suspension of the chassis is expected to be greater than in the cab suspension. Nakano et al. confirmed through simulation that the self-powered active control could be applied to heavy-duty truck and would have better isolation performance than with a semi-active or passive control systems.

The same group of authors also applied their self-powered active control topology to a case of an anti-rolling system for ships [Nakano et al. (2001)]. In order to suppress the rolling motion of a research vessel the authors propose an active system composed of a mass damper with pendulum suspension mechanism. This damper reduces a rolling motion of the ship by the movement of the mass controlled by an electrical motor. In the previous two articles, the self-powered active control systems have two actuators: one actuator produces control force while the other actuator regenerates vibration energy. However, in this article, the proposed anti-rolling system contains only one motor. A trade-off between the closed loop damping and the input energy from a wave-exciting moment is established through simulation. The articles concludes with results from an experimental system which confirmed the performance of the simulated system.

1.2 Energy regeneration for active vibration suppression

When addressing the problem of vibration control, the designer is confronted with several fundamental trade-offs. In the case of vibration absorber, improvement in isolation is achieved over a narrow frequency band and usually comes at the expense of increased system weight and size [Inman (2000)]. Active control of vibration represents an important increase in system cost and complexity compared to corresponding passive solutions. While the aforementioned tradeoffs still exists, they are reduced and better performance is obtained with active control. A new trade-off inherent to active control presents itself: power requirement versus level of performance. Also, correlated with power requirements is the size of hardware for power generation or energy storage.

Hence the power requirements imposed on an active vibration isolation systems are quite important to the overall system design. For example active suspension for automobiles
capable of controlling low frequency body motion and higher frequency transmission require power and power generating equipment comparable to that required for the air conditioning [Sharp and Crolla (1987)]. Similarly active noise and vibration control systems designed for space application have the same critical trade-off with power requirements and especially weight and volume requirements. In structural aerospace applications weight and volume are major critical parameters in the overall aircraft or spacecraft design. Therefore, there is a major advantage of using regenerative concepts in active systems designed, associated with weight reduction of heavy and often bulky generators and electrical storage elements. Also the overall energetic efficiency of a vibration isolator is improved since a part of a disturbance input is used for system powering.

Another good reason for using regenerative systems is in suppressing the need for electro-chemical storage devices such as rechargeable batteries. The difficultly controllable risks of leakage or explosions of electrochemical batteries within an extreme temperature variation environment is another issue for implementing active systems for payloads. As the payloads are very sensitive and expensive devices as well as the cost of their launching on orbit, safety conditions and norms on all equipment surrounding the payload are very severe. Avoiding the necessity to use rechargeable batteries by a set of capacitors which will be recharged by a regenerative vibration system will make the actual active systems safer and acceptable in the payload environment.

Energy regeneration technology has been successfully implemented in the case of electrically propelled vehicles which have the ability to feed the kinetic energy occurring during the breaking back into the electrical network using regenerative breaking concept. A comprehensive experimental activity conducted on a electrified subway line of the city of Rome, Italy has permitted to evaluate the energy savings obtained with trains equipped with drives providing regenerative breaking. The obtained measurement recorded significant energy savings: about 19% during the traffic peak, with peak values of 21% [Adinolfi et al. (1988)]

The motivation for regenerative control in the scope of this research was exploring the regenerative possibilities applied to a rocket payload vibration protection. The concept of a regenerative vibration isolator for rocket payloads is illustrated on Figure 1.4. During the take of the transmitted amount of vibrations is not critical. Hence the active actuator is driven in a “regenerative control” mode. In this mode the parasitic vibration energy is
- Control cancels vibrations caused by separation (impulse type disturbance).
- Energy that was stored during lunch is used

- Control emulates passive damper.
- Recharges/Charges the capacitors from the random type vibration disturbance.

Figure 1.4: Regenerative control concept applied to rocket payload vibration protection

stored in capacitors. When the staging event occurs, the vibration level is equivalent to an impulse shock due to a set of synchronized explosions used to realize the separation between the rocket stages. In this case the active actuator is driven in vibration suppression control mode such as skyhook control. In this mode the actuator uses the electrical energy stored during the lunching. The fundamental trade-off in this application is in maximizing the amount of the regenerated energy during the lunching in order to be able to perform active control when the vibration level becomes critical to the payload.

1.2.1 Regenerative Actuation Concept

The concept of power regeneration in vibration isolation systems takes advantage of the electromechanical transduction properties of active materials to make possible to “harvest” energy from vibration sources and store it as electrical energy. Although the general concept is very simple, there are two ways of obtaining energy regeneration. The first one, widely used in literature, is “passive” regeneration. In this case the electromechanical actuator is used as generator and the electrical leads are connected to a electrical storage device through
a rectifying circuit. We name this concept “passive” type regeneration due to the fact that the actuator operates in its open loop dynamics. In this case, the regenerative power flow is influenced by the boundary conditions of the electrical circuit which are in this case the rectifying circuit and the storage capacitor. This configuration will not necessarily provide the maximum energy regeneration. The second concept, the one analyzed and discussed in this thesis is a control-based regeneration. In this case a feedback control is applied to the actuator. Structural and electrical parameters are fed back into the control signal of the electrical driver through a regenerative control. The regenerative control concept is illustrated on Figure 1.5. It is important to notice that the electrical driver must have the ability to transfer energy to the batteries. Figure 1.5 also shows the energy losses in each part of the system. In the following analysis we assume an ideal behavior for the electrical driver which implies that all the energy flowing back into the driver is transferred to the storage elements. We also consider a structure without damping in order to simplify the analytical derivations. The regenerated power is analyzed in the case of a single tone (harmonic) vibration disturbance.

![Figure 1.5: Regenerative Control Concept](image-url)

Several fundamental questions to be answered through this work can now be stated:
• Can we harvest(regenerate) energy from a vibration isolation system in closed loop?

• How should we tune the controller such that the disturbance input energy is transferred through the electromechanical actuator to the electrical driver?

• Is it possible to design a regenerative controller such that we guarantee a maximum energy regeneration?

1.3 Overview of thesis

1.3.1 Research Objectives

The objective of this research is to understand how feedback control applied to an active vibration isolation system influences energy regeneration from disturbance vibrations. Two simplified linear state-space models of a vibration isolator, first-one using electromagnetic actuator technologies and the second one using a piezoelectric based actuator technology are developed. These models assume an ideal behavior of the electrical driver. The reasoning behind it was that once an optimal regenerative control is analyzed, the amount of the maximum regenerative power without the losses in the switching amplifier and storage devices could be estimated as well an initial regenerative efficiency. In order to understand better the influence of feedback control on the regenerated power, a harmonic analysis (single frequency excitation) is performed.

1.3.2 Contributions

In this thesis a 1-DOF electromechanical model for an active vibration isolation system is developed in order to understand the feasibility of regenerative control and its implementation. What differentiates this study from the analysis found in literature is the fact that energy regeneration is done in closed loop and a control problem is formulated in order to optimize energy regeneration. The estimations of efficiency on the amount of input disturbance energy and the output required energy for active control will tell a designer whether the system could be regenerative or will require an external power sources. Also, the simulated regenerated voltage and current quantities provide the design specifications for optimized switching amplifier and electrical storage devices.
An active one degree of freedom (1-DOF) vibration isolation system using a linear electromagnetic (EM) actuator is derived and simulated. An experimental setup using a electromagnetic shaker as actuator was built to demonstrate the regenerative control concept. Following the research trends in development of active structures using piezoelectric-based actuators, a equivalent 1-DOF isolation system with a piezoelectric stack actuator is modeled and simulated.

The two models for the piezoelectric-based and linear electromagnetic (EM) actuator are developed in state-space form, which eventually takes advantage of the software simulation tools that are provided by Matlab. Thus, it is possible to simulate the amount of regenerated power to the vibration disturbance input and quantify the regenerated voltage and current quantities. Also, the state-space model formulation in Matlab enables the future design and estimation of a required power for operation of an active vibration suppression. The fundamental tradeoff for a design of a regenerative system which is the required energy for proper vibration suppression versus the amount of regenerated energy can then be predicted.

1.3.3 Approach

Chapter 2 is a general introduction to regenerative dynamic systems. All the elements of the defined regenerative active vibration system are presented. Two different types of electromechanical actuators: electromagnetic linear motor and a piezoelectric stack actuator are presented and modeled. The constraints on a electrical driver for a regenerative system are defined. Furthermore a generalized state-space model of a piezostructure is derived. The chapter ends with a generalized definition of power and its normalization.

Chapter 3 applies the developed theory to two different type of vibration isolation systems. The only difference between the two systems is the in type of electromagnetic actuator used: voice-coil actuator and PZT stack actuator. After the modeling and comparison of both systems, a normalized expression for electrical power in closed loop is derived and analyzed. The chapter concludes with the derivation of regenerative control laws and their influence on the performance of a vibration isolator.

Chapter 4 is devoted to the design of an experimental setup and to the experimentally obtained results in closed loop. The obtained experimental results are analyzed, compared with simulation and tradeoffs are outlined.
Finally, *Chapter 5* summarizes conclusions, proposes future work and formulates the corresponding recommendations.
Chapter 2

Electromechanical regenerative systems for vibration suppression

2.1 Introduction

This chapter is a general introduction to regenerative dynamic systems. Two different types of electromechanical actuators are presented and modeled. Then the issue of electrical drives is also discussed, specifically for regenerative applications. The last part defines a general expression for power in case of any dynamic system and defines system classification based on their power consumption. The extensive application of regenerative control on two different examples is performed in the following chapter.

2.2 Model of a Piezoelectric stack actuator

This part provides some background information on the piezoelectric effect and how it is used for actuation. The second part is a brief overview of the actual PZT (Lead Zirconate Titanate ceramic) stack actuator technology.

2.2.1 About the piezoelectricity

Definition

A piezoelectric substance is one that produces an electric charge when a mechanical stress is applied. Conversely a mechanical deformation is produced when an electrical field is applied.
The first piezoelectric phenomenon was observed in a quartz colorless crystals such as the “Rochelle salt” (sodium potassium tartrate tetrahydrate, $KNaC_4H_4O_6 - 4H_2O$) by Pierre Curie and his brother Jacques in 1880. They named the effect piezoelectricity (from Greek piezein, “to press”). While the Curies correctly predicted that a voltage difference could be produced from an applied stress on piezoelectric materials, they did not predict the reciprocal behavior of the materials. The reciprocal behavior is just a mechanical stress in response to a voltage difference. This property of reciprocity was mathematically produced from thermodynamic principles by Nobel physicist Gabriel Lippmann in 1881.

**Material Properties**

Modern piezocermics capable of greater motion replace the natural material used by the Curies with a ceramic. The most commonly used type of piezocermics, Lead Zirconate Titanates (PZTs) are solid solutions of lead zirconate and lead titanate, often doped with other elements to obtain specific properties. These ceramics are manufactured by mixing together proportional amounts of lead, zirconium and titanium oxide powders and heating the mixture to around 800 - 1000 °C. They then react to form the perovskite PZT powder. This powder is mixed with a binder and sintered into the desired shape. During the cooling process, the material undergoes a paraelectric to ferroelectric phase transition and the cubic unit cell becomes tetragonal. As a result, the unit cell becomes elongated in one direction and has a permanent dipole moment oriented along its long axis (3-axis) [Jaffe et al. (1954)]. A typical PZT crystal in a raw PZT material is shown on Figure 2.1-(A).

In order to produce the piezoelectric effect, the polycrystal is heated (over the Curie temperature) under the application of a strong electric field ($> 2000 \frac{V}{mm}$). The heat allows the molecules to move more freely and the electric field forces all of the dipoles in the crystal to line up and face in nearly the same direction, see Figure 2.2. This is phenomenon is also called poling. After the application of the high voltage the piezoelectric effect is observed in the crystal and the molecule is poled as shown on Figure 2.1-(B). If the material is compressed, then the voltage of the same polarity as the poling voltage will appear between the electrodes. If stretched, a voltage of opposite polarity will appear (direct piezoelectric effect). Conversely, if a voltage is applied the material will deform. A voltage with the opposite polarity as the poling voltage will cause the material to expand, and a voltage with the same polarity will cause the material to compress (converse piezoelectric effect).
If alternative and continuous (AC) signal is applied then the material will vibrate.

2.2.2 PZT Stack Actuators (Translators)

PZT stack actuators are composed of thin PZT wafers mechanically connected in series and electrically connected in parallel as represented in Figure 2.3. Two main types of piezo actuators are commercially available: low voltage (LVPZT) devices requiring about 100 V for full motion and high voltage devices requiring about 1000 V for full extension (LHPZT). The main difference between the LVPZT and LHPZT is that low voltage are composed of thin wafers and the high voltage actuators are composed of thicker PZT wafers which require more voltage for extension. HVPZT are constructed from 0.5 to 1.0 mm layers while low voltage piezo actuators are monolithic (diffusion bonded) multilayer designs constructed from 20 to 100 µm layers. Driving HVPZT requires high voltage electrical devices which implies the necessity to use semiconductor components with higher internal resistance. As a consequence, this induces higher losses in the electrical driver.

Model of the Piezoelectric Stack as an electromechanical actuator

In most of the cases the piezoelectric actuator is used in systems where the mechanical system is controlled through the actuator with an electrical system which generates control...
current or voltage. This is the case in most of the commercially available micro positioning and micro vibration suppression systems using PZT stacks. This section is devoted to the analysis of the electromechanical phenomenon described by the coupled electrical and mechanical constitutive equations. Practical introduction to piezoceramic elements can be found in the catalogs of piezoceramics manufactures such as [Piezo Systems (2000)] and [Physik Instrumente (2002)]. A general scientific analysis of the fundamentals of piezoelectric phenomena is performed by [Ikeda (1990)]. Furthermore, the standards conventions and constitutive equations on piezoelectricity have been established in ANSI/IEEE Standard 176 (1987).

A piezoelectric stack consists of a stack of thin piezoceramic wafers (disks) as shown in Figure 2.3. Various shapes of piezoelectric designs exists, depending on the shape of the wafer and can be found in the [Physik Instrumente (2002)] and [Piezomechanik Gmbh (2001)]. The wafers are stacked together in series such that two following wafers are stacked in opposite polling directions. When a positive voltage (in the same direction as the polarization vector) is applied, all the wafers are expanding and similarly, when negative voltage (opposite to the polling vector) is applied all the wafers are contracting. A typical design of a PZT stack actuator and its electrical wiring is shown in Figure 2.3. As an individual PZT wafer the obtained stack of wafers have the same piezoelectric properties. When the stack is mechanically stressed by a force, it generates an electric charge and when voltage
is applied, the piezoceramic element is “stressed electrically” and its dimension changes. In piezoelectricity standards ANSI/IEEE Standard 176 (1987), properties have subscripts and superscripts, or both. A single subscript gives the direction of the axis of interest. “Piezoelectric coefficient with double subscripts link electrical and mechanical quantities. The first subscript gives the direction of the electrical field associated with the voltage applied, or the charge produced. The second subscript gives the direction of the mechanical stress or strain.” Piezo Systems (2000). For the piezoelectric stack voltage as well as force are applied in the 3 direction. Thus any coefficient $x$, relating piezoelectric properties will be denoted as $X_{33}$. Following the standards notation given in Piezo Systems (2000), the following superscripts are used:

- $T = \text{constant stress} = \text{mechanically free}$
- $E = \text{constant electrical field} = \text{short circuit}$
- $D = \text{constant electrical displacement} = \text{open circuit}$
- $S = \text{constant strain} = \text{mechanically clamped}$

In the case of a piezoelectric stack we assume that the strain in PZT actuator exists only in one direction. Thus, the constitutive equations for a one-dimensional excitation and deformation of a piezoelectric wafer in consistency with [ANSI/IEEE Standard 176 (1987)]
standards are:

\[ D_3 = e_3^T E_3 + d_{33} T_3 \]  \hspace{1cm} (2.1)

\[ S_3 = d_{33} E_3 + s_3^E T_3 \]  \hspace{1cm} (2.2)

where:

- \( D \) = Electric Density or Flux Density \([\frac{C}{m^2}]\)
- \( E \) = Electric Field \([\frac{V}{m}]\)
- \( T \) = Mechanical Stress \([\frac{N}{m^2}]\)
- \( S \) = Mechanical Strain \([\frac{m}{m}]\)
- \( \epsilon \) = Dielectric Permittivity of the Material \([\frac{F}{m} = \frac{C^2}{Nm^2}]\)
- \( d \) = Piezoelectric d-constant \([\frac{m}{V}] = \frac{C}{N}\)
- \( s \) = Mechanical Compliance \([\frac{m^2}{N}]\)

This two constitutive equations represents the equation of motion of the piezo wafer. They are expressed in the “material coordinates” (strain-charge form) which describes the physical phenomenon of the material. In this approach we are interested in coupling the actuator with a mechanical load and an electrical driver. Therefore, it is very convenient to express equations (2.1) and (2.2) in the conventional electromechanical variables such as voltage/current at the terminals of the stack and force exerted by the actuator and its displacement. In the following the constitutive equations are rewritten in “actuator coordinates”. This approach is brief derivation which is described in details in [Nasser (2000)].

As \( D_3 \) represents a charge per area, the electric density will be referred to as the surface charge density, which in Serway (1994) is defined as:

\[ \sigma_q = \frac{Q}{A} \]  \hspace{1cm} (2.3)

where a uniformly distributed charge \( Q \), on surface area \( A \) has been assumed. The subscript “\( q \)” has been added to distinguish from the mechanical stress “\( m \)”.

The dielectric permittivity of a material, \( \epsilon \), is related to the constant of permittivity of free space, \( \epsilon_o \), by the dielectric constant [Ikeda (1990)],

\[ K = \frac{\epsilon}{\epsilon_o} \]  \hspace{1cm} (2.4)
Assuming that the actuator displacement is defined positive when the actuator expands (which also means that positive voltage is applied on the terminals of the stack), the mechanical strain, $\epsilon_m$ is defined as,

$$\epsilon_m = S_3 = + \frac{\Delta L}{L}. \quad (2.5)$$

Furthermore, the mechanical stress is defined as:

$$\sigma_m = \frac{F}{A} = -\frac{F_{\text{wafer}}}{A} \quad (2.6)$$

and it is negative because $F_{\text{wafer}}$ represents the force exerted by single piezoelectric wafer on the element it is acting on.

The electric potential difference between two points, is related to an induced electric field [Serway (1994)]. As a result, then the potential difference and the electric field, can be expressed as:

$$V_{\text{wafer}} = E L \quad \Rightarrow \quad E = \frac{V_{\text{wafer}}}{L} \quad (2.7)$$

Substituting equations (2.3),(2.4), (2.5), (2.6) and (2.7) into the constitutive equations (2.1) and (2.2) we obtain the new equation of motion for a single wafer,

$$\frac{Q_{\text{wafer}}}{A} = k \epsilon_o \frac{V_{\text{wafer}}}{L} - d_{33} \frac{F_{\text{wafer}}}{A} \quad (2.8)$$

$$\frac{\Delta L}{L} = d_{33} \frac{V_{\text{wafer}}}{L} - s_{33} \frac{E F_{\text{wafer}}}{A}. \quad (2.9)$$

Assuming that the stack actuator is composed of $n$ identical PZT wafers as shown on Figure 2.3, the previous set of electromechanical equations of motions can be integrated for the full PZT actuator,

$$Q_{\text{pzt}} = n Q_{\text{wafer}} = \frac{n k \epsilon_o A}{L} V_{\text{pzt}} - n d_{33} F_{\text{pzt}} \quad (2.10)$$

$$x_{\text{pzt}} = n \Delta L = n d_{33} V_{\text{pzt}} - n s_{33} \frac{E L}{A} F_{\text{pzt}}. \quad (2.11)$$

By inspection, the expression $\left( \frac{n k \epsilon_o A}{L} \right)$ represents the capacitance of the PZT stack $C_{\text{pzt}}$ in stress-free configuration and $\left( \frac{n s_{33} E L}{A} \right)$ represents the compliance of the stack actuator.
$\frac{1}{k_a}$ in short circuit condition. Finally, the new piezoelectric coefficient $n d_{33}$ is renamed by $x_o$. This coefficient represents the “strain constant” of the hole actuator and its units are $[\frac{V}{m}]$. The previous equations (2.10) and (2.11) are rewritten with the new constants and the desired constitutive equations are obtained,

\begin{equation}
Q_{pzt} = C_{pzt} V_{pzt} - x_o F_{pzt}
\end{equation}

\begin{equation}
x_{pzt} = x_o V_{pzt} - \frac{1}{k_a} F_{pzt}.
\end{equation}

The obtained set of equations sacrifices the physical aspects of the IEEE constitutive equations for a more convenient set of constants and variables. The advantage of this representation of constitutive equations for a stack actuator are that for a given actuator all its characteristic coefficients can be obtained experimentally. For example the capacitance of the stack $C_{pzt}$ actuator can be obtained by a simple electrical measurement. The stiffness of the actuator $k_a$ can be determined, for example from a frequency response function analysis. Finally the new strain constant $x_o$ is obtained by taking the ratio of the free displacement (no load on the actuator) and the applied voltage. Assuming that the stack actuator operates in its linear region, we can plot the force-displacement characteristic curve and the charge-voltage characteristic curve for the stack. Under free operation, or no load,
the stack doesn’t exert any force and equation (2.13) reduces to \( x_{pzt} = x_o V_{pzt} \). Thus, this represents the free displacement of the stack denoted as \( x_{free} \). Similarly, if the stack operates under a load such that the displacement is \( x_{pzt} \) is zero then equation (2.13) reduces to \( F_{pzt} = k a x_o V_{pzt} \). This expression represents the blocked force of the PZT stack and it is denoted \( F_{blkd} \). The force-displacement and charge-voltage characteristic curves are shown respectively on figures 2.4 and 2.5.

### 2.3 Linear Electromagnetic actuators

In this part we will briefly introduce the permanent magnet linear DC electromechanical actuator. The following section discusses the basics of the magnetic circuit configurations and the electromechanical coupling equations with the assumed linear behavior. The goal is to provide a basic understanding of how voice coil actuators work and then derive the electromechanical equations. More detailed analysis of this type of actuator are done by Beranek (1954).

![Figure 2.6: Voice Coil Motor Cross-section (Honeywell)](image)

In its simplest form, a linear voice coil actuator is a tubular coil of wire situated
within a radially-oriented constant magnetic field as shown in Figure 2.6. This magnetic field is produced by permanent magnets embedded on the inside diameter of a ferromagnetic cylinder. This cylinder is arranged so that the magnets facing the coil are all of the same polarity. When current is applied to the circumferentially-wound coil, it interacts with the radial magnetic field of the permanent magnet assembly via the Lorentz Force Principle to create an axial force. The Lorentz force relation is represented by the cross product,

\[
\vec{F}_{vc} = \vec{i}L \times \vec{B} = BLi \cos(\theta),
\]  

(2.14)

where \( B \) represents magnetic flux density, \( L \) the length of the conductor, \( i \) conductor current and \( \theta \) is the angle between the direction of magnetic flux and conductor current. For the general case, the voice-coil linear actuators are designed such that \( \theta \) is equal to 90°. This relationship described in equation (2.14) is a simplest view of the phenomenon. In reality, the force constant \( (Bli) \) is dependant upon current and stroke but in the following we assume an ideal linear behavior. Applying the Lorentz force to the case of a voice coil actuator, the force developed by the actuator is,

\[
\vec{F}_{vc} = \pi D_c NBi = Bl i,
\]  

(2.15)

where, \( D_c \) represents the diameter of the coil, \( N \) number of turns per coil, \( i \) coil current and \( Bl = \pi D_c NB \) is the electromagnetic constant of the actuator. Conversely, forcing the coil to move in the magnetic field with velocity \( \frac{dx}{dt} \) induces a voltage also called back electromotive force \( V_{bemf}(t) \) in the coil,

\[
V_{bemf}(t) = Bl \frac{dx}{dt}.
\]  

(2.16)

The mechanical equation of motion of the electrical actuator is,

\[
M\ddot{x} = -k_a x - c_a \dot{x} + Bl i = F_{EM},
\]  

(2.17)

where \( M \) is the mass of the moving member, \( k_a \) the equivalent stiffness of the actuator, \( c_a \) friction coefficient. Assuming the moving mass is negligible compared to the driven load and neglecting the friction, the displacement of the actuator \( x_{EM} \) of the actuator is\[Nasar and Boldea (1987)],

\[
x_{EM} = \frac{1}{k_a} F_{EM} + \frac{Bl}{k_a} i.
\]  

(2.18)
The voltage equation for the coil is,

\[ V = Ri + L_c \frac{di}{dt} + Bl \dot{x}_{EM}, \]  

(2.19)

where \( R \) and \( L_c \) are respectively the resistance and the inductance of the coil. As the \( R \gg L_c \) the equation (2.19) reduces to [Nasar and Boldea (1987)],

\[ i = \frac{V}{R} - \frac{Bl}{R} \dot{x}_{EM}. \]  

(2.20)

### 2.4 Electrical Power Supplies

Electrical power supplies and amplifiers (also called electrical drivers) are crucial components in electromechanical actuation systems. Their role consists of adapting the electrical network input power into the desired voltage and current waveforms required by the actuator for proper operation. They process the controlled low power command signal and transform the input electrical power waveforms into the commanded output power signal. In the closed loop feedback systems, the low power command input signal is amplified by the controller, when in the open loop case the command signal is determined by the user through appropriate signal generation.

In regenerative applications it is important to have a electrical amplifier which will allow the current to flow not only from the network source to the actuator but also from the actuator through the amplifier back to the input source. An important characteristic of an electrical amplifier is its efficiency which is defined as a ratio of input and output power provided to the actuator. In particular for regenerative applications, efficiency is important issue due to the fact that the goal is to recover as much energy as possible and minimize energy dissipation. In the next two sections, two different topologies of electrical supplies are presented and discussed. Characteristics, limitations and losses estimation are specifically developed with the respect to a regenerative application.

#### 2.4.1 Power Operational Amplifiers

The simplest way to envision a Power-Operational amplifier is to think of it as a conventional operational amplifier (op amp) built with high voltage transistors and physically large output devices. In fact, some of the earliest power operational amplifiers were built by combining a high voltage, low current op amp with an output stage made from high
Figure 2.7: Power Operational Amplifier

current Darlington transistors. In this analysis we assume that the op amp is operating in its linear region (not saturated) and we want to determine an expression for dissipated power. The output stage is assumed as in Figure 2.7, to be a push-pull stage composed of two power transistors. Dissipations due to the base-emitter voltage drops, base currents of the transistors and dissipation in earlier stages are orders of magnitude less compared to those in the power stage. They are then neglected and considered as quiescent power dissipations which means independent of the output conditions of the amplifier driving a given load.

The operation of the output push-pull stage is shown on Figure 2.8. Depending on the sign of the voltage across the load, either $T_1$ or $T_2$ are allowing the flow of current from the source. When voltage across the load is positive $T_1$ is activated ($T_2$ is off) and a pass is established between the load and the source $V_S$. In the same manner when the voltage across the load is negative, $T_2$ is activated ($T_1$ is off) and the pass between the current sink $-V_S$ and the load is established. Figure 2.8 summarizes the operation of the push-pull circuit.
The expression of dissipated power is then [Warkentin and Crawley (1995)],

\[
P_{T_1} = \begin{cases} 
(V_s - V_{out})i_{out}(t), & i_{out}(t) > 0 \\
0, & i_{out}(t) < 0
\end{cases}
\]

\[
P_{T_2} = \begin{cases} 
0, & i_{out}(t) > 0 \\
(-V_s - V_{out})i_{out}(t), & i_{out}(t) < 0
\end{cases}
\]

Then the total power dissipated by the amplifier is given by,

\[
P_{amp}(t) = -i_{out}(t)V_{out} + |i_{out}|V_s,
\]

where the first term represents the power flow to the actuator and the second is power drawn from the actuator. From this expression we notice that in the linear operational amplifier power sources even when the load is reactive (pure capacitor or inductor) the amplifier dissipates the energy due to the reactive current flow. The losses in the linear amplifier could be minimized when the amplifier supply voltage $V_S$ is nearly equal to the voltage $V_{out}$ supplied to the load [Leo (1999)].

2.4.2 Switching amplifiers

The second type of amplifier are switching amplifiers. In recent years, this type of amplifier has experienced large growth and development due to the confluence of several factors but
in most due to the progress in semiconductor industry. A switching amplifier is composed of a constant DC source, switching circuit and an output filter. The DC source can be a battery or rectifier stage (AC to DC converter). The DC source is connected to a switching circuit which is composed of controlled switches such as MOSFETs, IGBTs, BJTs, GTOs or thyristor depending of the type of the converter. During the operation the switches are actuated with a control signal at very high frequency compared to the frequency of the desired output signal as shown on Figure 2.9. This type of switching operation is called Pulse Width Modulation (PWM). In most of the cases the switching frequency is constant and fixed. If the high output is commanded, the switch is held on most of the period. As less output is commanded, the duty cycle or percent of time on is reduced. The switch is usually both on and off once during each cycle of the switching frequency.

![Figure 2.9: Typical pulse-width-modulated switch voltage waveform [Erickson and Maksimovic (1999)]](image)

The output filter is in most cases composed of an inductor. The function of the inductor is both storing energy during the off portion of the cycle and for filtering. As an inductor require continuous current flow, they become the energy sources during the off time. In this manner the load “sees very little” of the switching significantly below the switching frequency.

As the switching amplifiers are composed of switches and reactive components the losses are theoretically equal to zero. As all real electrical components have a resistive part, the losses in switching amplifiers exist and are mostly due to resistance of the inductor and switches. Also each switch requires a turn-on and turn-off time which also generates power losses. Efficiency of PWM circuits may reach efficiencies up to 90% [Mohan et al. (1989)].

There is no universal expression for a dissipated power in a switching amplifier.
because the losses are dependent on the type of switches, inductors and control electronics. A good estimation can be obtained by computing the switching losses per switch $P_{\text{switching}}$ and the “on time” losses per switch, $P_{\text{on}}$ which can be defined per switch [Mohan et al. (1989)],

$$P_{\text{switching}} = \frac{1}{2} V_{ds} I_{ds} (t_{\text{rise}} + t_{\text{fall}}),$$

(2.23)

$$P_{\text{on}} = V_{ds} I_{ds} d,$$

(2.24)

with $V_{ds}$, $I_{ds}$, $t_{\text{on}}$ and $t_{\text{off}}$ respectively switch voltage, current, turn on and turn off time and $d$ duty ratio defined as the ratio of time at which the switch is on and the switching frequency of the amplifier. The rough estimation of the losses is obtained by adding the switching and on time losses and multiplying them by the number of switches.

![Bi-Directional Single Phase Inverter](image)

**Figure 2.10: Bi-Directional Single Phase Inverter**
An interesting family of switching amplifiers are current bi-directional switching amplifiers. In regenerative operation electromechanical actuators are generating power. By using current bi-directional amplifiers the generated power from the source can be used for charging the battery (DC source). A typical current bi-directional switching H-bridge inverter (converts DC to AC) is shown on Figure 2.10. When switches $S_1$ and $S_2$ are turned on simultaneously ($S_2$ and $S_3$ are turned off), the positive voltage appears at the load terminals. Similarly, when $S_2$ and $S_3$ are simultaneously turned on ($S_1$ and $S_2$ are turned off), negative voltage appears on the load terminals. If the load is unipolar then a half of the H-bridge ($S_1$ and $S_2$) is enough to drive the circuit. The diodes connected in parallel with the switches allows the current to flow from the load (actuator) to the source (battery) as shown on Figure 2.11.

![Figure 2.11: Operational Principle of a Bi-Directional current inverter](image)
2.4.3 Conclusion on Electrical Power Supplies

This analysis shows that energy regeneration is possible only if bidirectional switching amplifier topology is used for driving the actuator. In the case of the linear power amplifiers the regenerative flow will be dissipated in the amplifier to a permitted level and after that level the back flow will permanently damage the operational amplifier. Therefore by using an amplifier based on bi-directional switching topology will allow the system to recover a part of energy when the external disturbance is transformed by the way of an electromechanical actuator into electrical energy and then transmitted through the amplifier into the battery or set of capacitors. Although switching amplifiers are very efficient compared to power op amps they have some drawbacks. The disadvantage of using switching amplifiers is in their complexity and dependence on the actuator electrical load. They also induce distortions into a desired signal due to the high frequency noise that can not be completely filtered out. The good indicator of the switching amplifier distortion is the total harmonic distortion (THD) index defined for current as [Mohan et al. (1989)],

\[ THD_i = \sqrt{\sum_{h \neq 1} \left( \frac{I_{sh}}{I_{s1}} \right)^2}, \]  

(2.25)

where \( I_{s1} \) is the magnitude of the fundamental and \( I_{sh} \) are the magnitudes of the harmonics. A similar index \( THD_v \) can be expressed by using voltage components in equation (2.25).

2.5 Power absorption in a single input system

This part defines the theory on system classification. In the first part the general expression for power for any physical system is presented and discussed. Then depending on the power properties of a system a classification is established.

2.5.1 Generalized definition of Power and system classification

In this section the basic modeling tools for analyzing power absorption are described. From an analysis standpoint, systems, subsystems and components are defined by a series of nodes (ports) on which the environment can act. Karnopp and Rosenberg (1968) normalized the system representation with the use of Bond Graph method. This graphical modeling technique provides a uniform mechanism for the description of a wide variety of physical
Table 2.1: Effort and flow quantities for various dynamic systems.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Effort, (e(t))</th>
<th>Flow, (f(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical translation</td>
<td>Force component, (F(t))</td>
<td>Velocity component, (v(t))</td>
</tr>
<tr>
<td>Mechanical rotation</td>
<td>Torque component, (\tau(t))</td>
<td>Angular velocity, (\omega(t))</td>
</tr>
<tr>
<td>Electrical circuit</td>
<td>Voltage, (v(t))</td>
<td>Current, (i(t))</td>
</tr>
<tr>
<td>Hydraulic systems</td>
<td>Pressure, (P(t))</td>
<td>Volume flow rate, (q(t))</td>
</tr>
</tbody>
</table>

Bond Graph representation highlights the power and energy exchanges between systems and subsystems. In order to represent the power flow the choice of variables to be chosen in the input and output ports of the system are very important. Karnopp and Rosenberg (1974) also normalized the port variables to be represented. The variables for any ports are forced to be identical when two multiports are connected and are called power variables because the product of two variables considered as function of time is the instantaneous power flowing between the two ports. The generalized names and notation for the two variables have been defined as effort \(e(t)\) and flow \(f(t)\). Table 2.1 lists effort and flow quantities for a variety of dynamic systems. The instantaneous power, \(p(t)\) flowing into or out of a port can be expressed as product of an effort and a flow variable, and thus in general notation is given by the following expression,

\[
p(t) = e(t)f(t).
\]

(2.26)

When effort and flow are periodic variables in time, it is common to define the average instantaneous power in time denoted \(P\),

\[
P = \frac{1}{T} \int_0^T e(t)f(t)dt = \frac{1}{T} \int_0^T p(t)dt,
\]

(2.27)

where \(T\) represents the period of the effort and flow variables. In frequency domain, equation (2.27) becomes [Hambley (1997)],

\[
P(j\omega) = \frac{1}{2} \text{Re} [e(j\omega)^* f(j\omega)] = \frac{1}{2} \text{Re} [e(j\omega) f(j\omega)^*].
\]

(2.28)

Depending on the sign of the scalar \(P\) a direction of the power flow can be deduced. It is also important to specify if either generator or load convention is used to define the port in order to define the flow of power. In generator convention effort and flow are in the same directions while in load convention the effort and flow are in opposite directions.
This convention arises from the fact that the scientific community wanted to avoid negative values for power which may introduce confusion. If the power is a positive scalar then it means that the effort and flow variables are in the same direction and the power is being delivered in a generator convention and being absorbed in a load convention. Likewise when the power is an negative scalar that means that the power is being absorbed in the generator convention and being delivered in load convention.

As a general expression of power has been defined a system classification based on energetic properties can know be established. In the following section a system classification based on their energy absorption or generation is presented.

2.5.2 System classification

A dynamic system is a collection of components that change with time in response to environmental inputs which are external to a system. The analyst has a liberty to define what is called the environment, the dynamic system and the components. In other words, it is the analysts job to break up large systems hierarchically based on the scope of information desired. Usually, the system lives in an environment, but is assumed dynamically separable from the environment. A system might be composed of multiple subsystems which as well as a simple system are composed of fundamental elements called components. In each analysis hierarchies between all this elements are defined to yield specific information. Nevertheless this hierarchy and the system breakup is never absolute, what might be a component to one analyst may be a subsystem to another analyst. Components are traditionally broken into three categories: passive, active and regenerative components.

It is intuitively known that the average power absorption in a passive subsystem is always positive regardless of the input. A very common example of passive mechanical components are springs, masses and dampers. Active components are those which require power from an external, dynamically separate source. Systems composed of only passive elements are called passive systems and those which consist at least of one active component are called active systems or subsystems.

Regenerative system are more difficult to define. In a regenerative component net power that flows in, is stored rather then dissipated (passively or actively) and stored power is drawn on to create efforts of which passive components are incapable. A very important characteristic of a regenerative system is that during operation more energy, on average,
flows into the component then flows out. A system or subsystem which consists of at least one regenerative component is called regenerative system or subsystem. A mathematical approach for system classification is developed by Jolly (1993). This analysis is based on a analysis of the impedance matrix \( Z \) which maps nodal flows \( f \) into corresponding nodal efforts \( e \). In order to distinguish the difference between regenerative and passive systems the average power absorption of the analyzed system has to be performed. In our approach we do not follow the theory developed by Jolly since we decided to keep a modern (state-space) control approach.

### 2.6 Summary

Two different types of electromagnetic linear actuators have been presented along with two different types of electrical drivers. It was shown that only switching amplifier topologies can be used in regenerative systems. A general expression for power determination in frequency domain has been established and then a system classification based on power absorption/generation was deduced.

In the next chapter an active vibration isolation system is modeled for a case of an electromagnetic and piezoelectric actuator and electrical power flow in closed loop is analyzed.
Chapter 3

Two examples of active vibration isolator and their power flow analysis in closed loop

3.1 Introduction

The purpose of this chapter is to apply the theory developed in the previous chapter to two different examples. In both cases an active vibration isolation problem is considered. In the first example the active system is realized through a linear electromagnetic (EM) actuator (voice-coil actuator). The second example uses the same system but with a piezoelectric stack actuator instead of an EM actuator. In both cases the influence of feedback control is studied in order to obtain a regenerative power flow through feedback control for a harmonic vibration disturbance. Different control strategies are analyzed and the analysis is focused on determining control law which will “force” the flow to be regenerative and find a law which maximizes energy regeneration. First a set of numerical simulation with a single frequency disturbance were performed using pole placement and Linear Quadratic Optimum Control (LQR) algorithms [Friedland (1986)]. As both of this techniques were not ensuring regenerative power flows, a need for derivation of an analytical expression of electrical power is necessary for understanding how the feedback control influences the power flow. Hence in the following a case of vibration isolation is studied but the applied control strategy is examined and evaluated from the power regeneration point of view. In
fact our first objective is to understand how feedback control can obtain a regenerative flow and how can we maximize this regeneration of energy.

The first two parts of this chapters derive a normalized electromechanical state-space equation for both vibration isolation cases. Then the two normalized state-space models are compared and the normalized electrical power expression is derived and analyzed. From this analysis, four different regenerative control strategies (cases) are examined. The chapter concludes with the influence of the regenerative control on the performance of a vibration isolator.

### 3.2 Example of an active vibration isolation system realized with an Electromagnetic (EM) actuator

An active vibration isolation system is composed of a base connected to the payload by the way of a voice-coil actuator and an additional spring in parallel with the actuator (see Figure 3.1). In the ideal situation an external disturbance excites the base, the voice-coil counteracts the disturbance and cancels the disturbance. This prediction and counteraction of the disturbance is obtained by sensing a set of parameters such us displacement, velocity, coil current and feeding those back through voltage.

![Figure 3.1: Vibration isolation system](image1.png)

![Figure 3.2: Electrical circuit in a case of a EM actuator](image2.png)

#### 3.2.1 Modeling of the electromagnetic system

The modeling of the linear electromagnetic actuator is described in Section 2.3. In the case of an ideal voice-coil translator, the force is linearly proportional to applied current over a wide frequency range. If the structure is assumed to be without damping then the system
represented on Figure 3.1 has the following equation of motion,

\[ m\ddot{x} = -kx + kx_d + F_{vc}. \]  

(3.1)

By defining a relative coordinate system \( x_r \) which represents the stroke of the actuator,

\[ x_r = x - x_d, \]  

(3.2)

and combining equations (3.1) and (3.2) we obtain the equation of motion,

\[ \ddot{x}_r = \frac{k}{m}x_r + \frac{Bl}{m}i - \ddot{x}_d. \]  

(3.3)

Applying the second Kirchoff law on the circuit shown on Figure 3.2, we obtain the second differential equation,

\[ \frac{di}{dt} = -\frac{R}{L}i + \frac{V}{L} - \frac{Bl}{L}\dot{x}_r. \]  

(3.4)

In order to study the influence of the feedback control on the power flow in this system equations (3.3) and (3.4) are normalized with non dimensional quantities. This will make the system of equations (3.3) and (3.4) easier to manipulate.

3.2.2 Normalization of the differential equations in the case of a linear electromagnetic actuator

In non dimensional variables, equation (3.3) is rewritten as,

\[ \zeta''_m = -\zeta_m - \phi_m + \Omega \ddot{x}_d. \]  

(3.5)

The disturbance \( x_d \) is assumed to be harmonic for this analysis. Hence, \( x_d \) is defined as,

\[ x_d = X_{od} \tilde{x}_d, \]  

(3.6)

where \( X_{od} \) is the amplitude of the harmonic function and \( \| \tilde{x}_d \| = 1 \). The normalized displacement \( \zeta_m \) is then defined as \( x_r = X_{od} \zeta_m \). The disturbance frequency \( \omega \) is normalized by the mechanical natural frequency defined as \( \omega_n = \sqrt{k/m} \) such that \( \omega = \Omega \omega_n \). The normalized voltage \( \tilde{v} \) and current \( \phi_m \) are respectively defined as \( \tilde{v} = \frac{V}{V_n} \) and \( \phi_m = \frac{Bl}{kX_{od}}i \) with \( V_n = \frac{kLX_{od}\omega_n}{Bl} \). Also, a new differential operator \( d/d\tau \) defined as

\[ \frac{d}{dt} = \frac{1}{\omega_n} \frac{d}{d\tau} = \frac{1}{\omega_n} \frac{d}{\tau}. \]  

(3.7)
Substituting the normalized quantities into equation (3.4) we obtain the normalized electrical equation,

$$\phi'_m = -\beta \phi_m - \psi_m \zeta'_m + \tilde{v}. \quad (3.8)$$

The coupling coefficient $\psi$ appears in this normalized electrical equation as,

$$\psi_m = \frac{(Bl)^2}{kL}. \quad (3.9)$$

The time constant $\tau_{el}^m$, defined as $\tau_{el}^m = R/L$, and the natural frequency are combined in the new constant $\beta_m$ such that $\beta_m = \frac{1}{\tau_{el}^m \omega_n}$. The equations (3.6) and (3.8) can be cast in a first order state-space equation,

$$x'_m = A_m x_m + B_m u_m + F_m x_d, \quad (3.10)$$

where $x_m$ is a state vector defined as $x^T = [\phi_m \zeta_m \zeta'_m]$. The normalized voltage and current output are formulated through two output equations,

$$\phi_m = C_{\phi_m} x_m, \quad (3.11)$$

$$\tilde{v} = C_{\tilde{v}} x_m, \quad (3.12)$$

where $A_m, B_m, C_{\tilde{v}}, C_{\phi_m}$ and $F_m$ are time invariant coefficient matrices defined as,

$$A_m = \begin{bmatrix} -\beta_m & 0 & -\psi_m \\ 0 & 0 & 1 \\ 1 & -1 & 0 \end{bmatrix}, \quad B_m = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad F_m = \begin{bmatrix} 0 \\ 0 \\ \Omega \end{bmatrix},$$

$$C_{\phi_m} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}, \quad C_{\tilde{v}} = \begin{bmatrix} -\tilde{g}_1^m & -\tilde{g}_2^m & -\tilde{g}_3^m \end{bmatrix}. \quad (3.13)$$

Assuming full state feedback control, the closed loop control law is defined as

$$u_m = \tilde{v} = -\hat{G}_m x, \quad (3.14)$$

where $\hat{G}_m = [\tilde{g}_1^m \tilde{g}_2^m \tilde{g}_3^m]$. Then, the normalized voltage and current transfer functions in closed loop can be computed by the following matrix transformations,

$$\frac{\tilde{v}}{x_d} = C_{\tilde{v}} \left((j\Omega)I - A_m + B_m \hat{G}_m\right)^{-1} F_m \quad (3.15)$$
\[
\frac{\phi_m}{x_d} = C_{\phi_m} \left((j\Omega)I - A_m + B_m\bar{G}_m\right)^{-1} F_m,
\]  
(3.16)

where \( I \) is the identity matrix.

In this section the normalized state-space model of an active vibration isolation system using a electromagnetic actuator is derived. From this model normalized voltage and current are expressed through two output equations. Before computing the power in closed loop a second example of an active vibration isolation system using piezoelectric actuator is modeled in a similar way.

### 3.3 Example of an active vibration isolation system realized with a Piezoelectric (PZT) actuator

In this case, the active vibration isolation system is composed of a base connected to the payload by the way of a piezoelectric stack actuator. As in the previous case, when a disturbance excites the base, the stack actuator counteracts and cancels the disturbance. Prediction and counteraction of the disturbance is obtained by a feedback control law where relative displacement and velocity are fed back through current.

![Figure 3.3: Vibration isolation system](image1)

![Figure 3.4: Electrical circuit in a case of a PZT actuator](image2)
3.3.1 Modeling of the piezo-based vibration isolation system

Electromechanical equations in the case of a piezoelectric actuator are derived in Section 2.2.2. Assuming a 1-DOF mechanical system without damping as represented on Figure 3.3, the equation of motion can be written as,

\[ m \ddot{x} = -kx + kx_d + F_{pzt}. \]  

Equation (3.17) we obtain an expression of the equation of motion in the relative coordinates,

\[ \ddot{x}_r = -\frac{k + k_a}{m}x_r + \frac{k_a x_o}{m}V - \ddot{x}_d. \]  

Equation (3.17) we obtain an expression of the equation of motion in the relative coordinates,

\[ \ddot{x}_r = -\frac{k + k_a}{m}x_r + \frac{k_a x_o}{m}V - \ddot{x}_d. \]  

The next step consists in defining the electrical differential equation of the system. Equation (2.12) in the previous chapter defines the electrical equation of the stack actuator. In this equation the stack is modeled electrically as ideal capacitor. In reality piezoelectric ceramics have very small resistance which is electrically observed as a current leakage across the actuator [Physik Instrumente (2002)]. As we are interested in analyzing electrical power regeneration and the efficiency of energy regeneration we have to consider this phenomenon in order to better estimate power losses in the actuator. In the same manner as for an electrical capacitor the current leakage can be modeled as a resistor \( R_l \) connected in parallel with the equivalent stack capacitance \( C_{pzt} \). The equivalent electrical network is obtained from the combination of the equation (2.12) and the leakage resistance added in parallel with equivalent capacitance of the stack actuator as shown on Figure 3.4.

Applying the first Kirchoff law to the circuit shown on Figure 3.4,

\[ i_{control} = i_C + i_R - i_{cp}, \]  

with \( i_{control} \) is the controlled current, \( i_C \) current across the capacitor \( C_{pzt} \), \( i_R \) the leakage current and \( i_{cp} \) the current generated through the converse piezoelectric effect. The converse piezoelectric current effect is defined as,

\[ i_{cp} = x_o \frac{d}{dt} F_{pzt} = k_a x_o \dot{V} - k_a \dot{x}_r, \]  

with \( \dot{x}_r \) rate of change of \( x_r \).
where $V$ is applied voltage to the terminals of the stack. Replacing the expressions for the three different currents in equation (3.20) we obtain the first order differential equation of the equivalent electrical circuit,

$$
\dot{V} = - \frac{1}{R_t C_{blk}} V - \frac{k_a x_o}{C_{blk}} \dot{x}_r + \frac{1}{C_{blk}} i,
$$

(3.22)

where $C_{blk} = C - k_a x_o^2$ is the equivalent capacitance of the stack actuator in blocked mechanical boundary condition. In order to study the influence of the feedback control on the power flow in this system equations (3.19) and (3.22) are normalized with non-dimensional quantities.

### 3.3.2 Normalization of the differential equations in the case of a PZT actuator

With non-dimensional variables, equation (3.19) is rewritten as,

$$
\zeta''_p = -\zeta_p - \phi_p + \Omega \ddot{x}_d.
$$

(3.23)

As in the case of the electromagnetic actuator the base disturbance is assumed to be harmonic and is defined in equation (3.6). The disturbance frequency is normalized by the mechanical natural frequency defined as $\omega_n = \sqrt{(k + k_a)/m}$ such that $\omega = \Omega \omega_n$. The normalized displacement $\zeta_p$ is then defined as $x_r = X_{od} \zeta_p$. Normalized voltage $\phi_p$ and current $\ddot{i}$ are respectively defined as $\phi_p = \frac{k_a x_o}{(k + k_a) X_{od}} V$ and $\ddot{i} = \frac{k_a x_o}{(k + k_a) \omega_n C_{blk}} i$. The same differential operator defined in equation (3.7) is used for this case as well.

Substituting the defined quantities into equation 3.22 the normalized electrical equation is obtained,

$$
\phi_p' = -\beta_p \phi_p - \psi_p \zeta_p' + \ddot{i}.
$$

(3.24)

The coupling coefficient $\psi_p$ in the case of the piezoelectric actuator appears in the normalized electrical differential equation as,

$$
\psi_p = \frac{(k_a x_o)^2}{C_{blk} (k + k_a)}.
$$

(3.25)

The time constant, $\tau_{el}^p$ defined in this case as $\tau_{el}^p = R_t C_{blk}$, and the natural frequency are combined in the new constant $\beta_p$ such that $\beta_p = \frac{1}{\tau_{el}^p \omega_n}$. The equations (3.23) and (3.24)
can be cast in a first order state-space equation,

\[ x'_p = A_p x_p + B_p u_p + F_p x_d, \]  

(3.26)

where \( x_p \) is a state vector defined as \( x'_p = [\phi_p \, \zeta'_p] \). The normalized current and voltage output are formulated through two output equations,

\[ \phi_p = C_{\phi_p} x_p, \]  

(3.27)

\[ \tilde{i} = C_i x_p, \]  

(3.28)

where \( A_p, B_p, C_i, C_{\phi_p} \) and \( F_p \) are time invariant matrices defined as,

\[ A_p = \begin{bmatrix} -\beta_p & 0 & -\psi_p \\ 0 & 0 & 1 \\ 1 & -1 & 0 \end{bmatrix}, \quad B_p = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad F_p = \begin{bmatrix} 0 \\ \Omega \end{bmatrix}, \]

\[ C_{\phi_p} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}, \quad C_i = \begin{bmatrix} -\tilde{g}_1^p & -\tilde{g}_2^p & -\tilde{g}_3^p \end{bmatrix}. \]  

(3.29)

Assuming full state feedback, the closed loop control law is defined as,

\[ u_p = \tilde{i} = -\tilde{G}_p x_p, \]  

(3.30)

where the feedback gain vector is defined as \( \tilde{G}_p = [\tilde{g}_1^p \, \tilde{g}_2^p \, \tilde{g}_3^p] \). Then, the normalized voltage and current transfer functions can be computed by the following matrix transformations,

\[ \frac{\tilde{i}}{x_d} = C_i \left( (j\Omega) I - A_p + B_p \tilde{G}_p \right)^{-1} F_p \]  

(3.31)

\[ \frac{\phi_p}{x_d} = C_{\phi_p} \left( (j\Omega) I - A_p + B_p \tilde{G}_p \right)^{-1} F_p, \]  

(3.32)

where \( I \) is the identity matrix.

The electromechanical state-space model of an active vibration isolation system with PZT stack actuator is derived along with the voltage and current outputs. Before proceeding with the details on power flow in closed loop, the two examples are compared in the next section.
Table 3.1: State-space matrix coefficients comparison for two active vibration system using two different actuators

<table>
<thead>
<tr>
<th>Quantities / System</th>
<th>EM actuator</th>
<th>PZT stack actuator</th>
</tr>
</thead>
<tbody>
<tr>
<td>State vector</td>
<td>$x_m = [\phi_m , \zeta_m , \dot{\zeta}_m]^T$</td>
<td>$x_p = [\phi_p , \zeta_p , \dot{\zeta}_p]^T$</td>
</tr>
<tr>
<td>Input $u$</td>
<td>$\tilde{v}$</td>
<td>$i$</td>
</tr>
<tr>
<td>A matrix</td>
<td>$A_m = \begin{bmatrix} -\beta_m &amp; 0 &amp; -\psi_m \ 0 &amp; 0 &amp; 1 \ 1 &amp; -1 &amp; 0 \end{bmatrix}$</td>
<td>$A_p = \begin{bmatrix} -\beta_p &amp; 0 &amp; -\psi_p \ 0 &amp; 0 &amp; 1 \ 1 &amp; -1 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>B matrix</td>
<td>$B_m = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$</td>
<td>$B_p = \begin{bmatrix} 1 \ 0 \ 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>F matrix</td>
<td>$F_m = \begin{bmatrix} 0 \ 0 \ \Omega \end{bmatrix}$</td>
<td>$F_p = \begin{bmatrix} 0 \ 0 \ \Omega \end{bmatrix}$</td>
</tr>
<tr>
<td>Current C Matrix</td>
<td>$C_{\phi_m} = \begin{bmatrix} 1 &amp; 0 &amp; 0 \end{bmatrix}$</td>
<td>$C_i = [-\tilde{g}_1 -\tilde{g}_2 -\tilde{g}_3]$</td>
</tr>
<tr>
<td>Voltage C Matrix</td>
<td>$C_{\tilde{v}} = [-\tilde{g}_1^m -\tilde{g}_2^m -\tilde{g}_3^m]$</td>
<td>$C_{\phi_p} = \begin{bmatrix} 1 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

3.3.3 Comparison of the two active control vibration isolation systems

Electromechanical state-space model for both examples has been developed in normalized coordinates. Now we will compare these two systems before analyzing the power flow. In both cases the mechanical coordinates and the disturbance are identical due to the fact that both systems are active-based 1-DOF active vibration isolation systems. Although the mechanical coordinates are identical, the electrical coordinates are different. By inspection of the system the fundamental difference of this two system is in the actuator used to implement active vibration control. In the case of an electromagnetic actuator the control input is voltage while in the case of the piezoelectric stack actuator the control input is current. This difference influences the choice of the electrical driver. Using an EM actuator, a voltage controlled electrical driver is necessary while in the case of a PZT stack a current controlled electrical driver is required. Another fundamental difference is in the electrical properties of the actuators. Electromagnetic actuators are mostly inductive and resistive loads while the actual PZT actuators are assumed to be capacitive electrical loads. This is very important in the case of a switching topology actuator. The type of electrical, influences the design of the output filter of the switching amplifier [Erickson and Maksimovic (1999)].

Table 3.1 compares the state-space matrix coefficients and the defined state vectors for both systems. It can be easily observed that the normalized matrix coefficients of the
state equation are identical. Thus the two systems are equivalent from the mathematical point of view and by analyzing the closed-loop power flow for one normalized example will also apply to the other. In fact performing one power flow analysis in closed loop will be valid for both systems. In the next section an analytical regenerative power flow analysis in closed loop is performed. Due to the fact that the two systems are equivalent, the subscripts and superscripts $m$ and $p$, which were used to differentiate respectively the case of an electromagnetic and piezoelectric actuator are removed.

### 3.3.4 Analytical expression for electrical power in closed loop

Replacing the electrical effort and flow variables in equation (2.28) with the corresponding electrical voltage and current variables we recover the well-known expression for electrical power $P_{el}$ in frequency domain,

$$P_{el}(j\omega) = \frac{1}{2}Re\left[v(j\omega)i(j\omega)^*\right]. \quad (3.33)$$

Replacing the voltage $v$ and current $i$ with their normalized variables, respectively $\tilde{v}$ and $\phi$ in equation (3.33), we obtain the relationship between the normalized power $\tilde{P}_{el}$ and the normalized voltage and current quantities,

$$\tilde{P}_{el} = Re\left[\tilde{v}\phi^*\right]. \quad (3.34)$$

Normalized electrical power $\tilde{P}_{el}$ is related to the electrical power $P$ through,

$$\tilde{P}_{el} = \frac{P}{2\omega kX_{od}^2}.$$ \quad (3.35)

By observing the expression of normalized electrical power $\tilde{P}_{el}$ a physical interpretation to this normalized quantity can be drawn. $P_{el}$ represents the rate of energy exchange between the regenerated energy and energy stored in the spring. Finally, by substituting the normalized voltage and current by their transfer functions equations (3.15) and (3.16) we obtain the analytical expression for the normalized power,

$$\tilde{P}_{el} = \frac{\Omega^4}{|\Delta|^2}\left((a_1b_1 - a_0b_2) \Omega^2 + a_0b_0\right), \quad (3.36)$$

where $a_0, a_1, b_0, b_1$ and $b_2$ are functions of the control gains and system parameters and $\Delta$ is the determinant of the $3 \times 3$ matrix defined as,

$$\Delta(g_1, g_2, g_3, \Omega) = det (j\Omega - A + BG). \quad (3.37)$$
The complete expression of $\tilde{P}_{el}$ in terms of the physical parameters and normalized gains in shown in Appendix B. By computing the roots of the polynomial $\Delta(j\Omega)$ or by finding the eigenvalues of $A - BG$ we obtain the stability criteria. The closed loop system will be stable if all the poles (eigenvalues or roots of $\Delta(j\Omega)$) are located in the left hand side of the s-plane.

The obtained analytical expression in equation (3.36) is function of the system parameters, normalized frequency $\Omega$ and normalized gains $\tilde{g}_1$, $\tilde{g}_2$ and $\tilde{g}_3$. The advantage of deriving an analytical expression of the normalized electrical power is in performing an optimal analysis of the influence of feedback gains on the power flow for a given disturbance frequency.

As the analytical expression of the electrical power (equation (3.36)) is obtained, we can perform a mathematical analysis of the influence of the feedback gains on the power flow in the voice-coil actuator. The following shows four different cases where particular settings of control parameters influence the power flow between the mechanical disturbance and the electrical (control) source.

Case 1: $\tilde{g}_2 = \tilde{g}_3 = 0$

In this case only current is fed back and the control law is similar to a “resistive law” ($u = -\tilde{g}_1 \phi$). The current flowing in the coil is sensed and fed back into control voltage through the gain $\tilde{g}_1$. We notice that the stability criteria is satisfied only for positive $\tilde{g}_1$,

![Figure 3.5: Regenerative electrical power flow vs $\tilde{g}_1$ and $\tilde{g}_2 = \tilde{g}_3 = 0$ for three different values of $\Omega$](image)
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\[
\hat{P}_{el \ g_2=g_3=0} = -\frac{\psi^2 \Omega^6}{|\Delta|^2} \tilde{g}_1.
\] (3.38)

The expression of power in equation (3.38) shows that the power is always negative for any \( \tilde{g}_1 \) in the stability region. The negative sign represents regenerative power flow. This means that the power is flowing from the disturbance source through the voice-coil to its electrical source. As the stability region for this control law is for \( \tilde{g}_1 > 0 \), applying a resistive control law \( (\tilde{g}_2 = \tilde{g}_3 = 0) \) will always lead to a regenerative flow. It is also interesting to examine the existence of a gain which maximizes the regenerative flow. By deriving the equation (3.38) towards \( \tilde{g}_1 \) and solving for \( \tilde{g}_1 \),

\[
\frac{d\hat{P}_{el \ g_2=g_3=0}}{d\tilde{g}_1} = 0,
\] (3.39)

we obtain the optimal gain \( \tilde{g}_1^* \) which maximizes the regenerative power flow in the Case 1. Figure 3.5 shows the normalized power and the existence of a minimum (maximum regeneration) for three different normalized frequencies. This optimum normalized gain \( \tilde{g}_1^* \) is unique for all normalized frequency \( \Omega \). In the physical model \( g_1^* \) is only unique for the case where the mechanical harmonic disturbance is defined in terms of displacement amplitude. This property comes from the relationship between the two gains,

\[
\frac{g_1}{\tilde{g}_1} = \frac{Bl^2}{k^2 X_{od}^2 L\omega_n},
\] (3.40)

and

\[
X_{od} = \frac{\dot{X}_{od}}{\omega^2} = \frac{\ddot{X}_{od}}{\omega}.
\] (3.41)

We also notice that the amount of regenerated power increases with an increase in the normalized frequency \( \Omega \).

**Case 2: \( \tilde{g}_3 = 0 \)**

In this case the current in the coil and the relative displacement are sensed and fed back through control voltage. The analytical expression of the electrical power may be written as

\[
\hat{P}_{el \ g_3=0} = \frac{\Omega^4}{|\Delta|^2} f(\tilde{g}_1, \tilde{g}_2, \Omega),
\] (3.42)
where \( f \) is a function also depending on \( \tilde{g}_1, \tilde{g}_2 \) and \( \Omega \). Figure 3.6 shows the regenerated electrical power for different combinations of gains \( \tilde{g}_1 \) and \( \tilde{g}_2 \) for a harmonic excitation of the base at \( \Omega = 1.5 \). We also notice from this surface plot that the surface representing the regenerated flow exhibits a maximum. In fact, this maximum corresponds to the maximum from the previous case (Case 1) which means that the optimal regenerative flow is located in the plane where \( \tilde{g}_2 = \tilde{g}_3 = 0 \). The projection of the regenerative area on the surface defined by \( (\tilde{g}_2, \tilde{g}_3) \) is shown on Figure 3.7. This regenerative area matches the stability region for the given normalized gains. Choosing \( \tilde{g}_1 \) and \( \tilde{g}_2 \) inside the area delimited by the parabola, the power will flow from the disturbance source to electrical source (regenerative flow). In the situation where \( \tilde{g}_1 \) and \( \tilde{g}_2 \) are chosen outside of the parabolic area, the flow will go from the electrical source to the mechanical system (discharging flow). Also, with the increase of \( \Omega \), the parabolic areas shown on Figure 3.7 are expanding. The set of curves shown on Figure 3.8 is cut of Figure 3.6 for three different values of \( \tilde{g}_2 \). From this plots we notice that if \( \tilde{g}_2 \neq 0 \) the nature of the flow is controlled by the choice of \( \tilde{g}_1 \).

**Case 3: \( \tilde{g}_1 = 0 \)**

In this case the relative displacement and the relative velocity are sensed and fed back through control voltage. The analytical expression of the electrical power is then,

\[
\tilde{P}_{el, \tilde{g}_1=0} = \frac{\Omega^4}{\Delta^2} f(\tilde{g}_2, \tilde{g}_3, \Omega),
\]

Figure 3.6: Regenerated Electrical power vs \( \tilde{g}_1 \) and \( \tilde{g}_2 \) for the case where \( \Omega = 1.5 \) and \( \tilde{g}_3 = 0 \)
where $f$ is a function depending on $\tilde{g}_2$, $\tilde{g}_3$ and $\Omega$. The electromechanical system is then controlled only from its mechanical part. This is similar to traditional controls problem in structural dynamics, where a 1-DOF freedom mechanical system has its open loop characteristics (natural frequency and damping) changed in some required closed loop characteristics. In most of the control problems achieving the closed loop characteristics require the control source to provide a given effort. The following analysis shows that with the usual feedback states (displacement and velocity), the power flow in a electromechanical system can be regenerative as well as in the previous two cases. Figure 3.9 shows the surface of $-\tilde{P}_{el}(\tilde{g}_2, \tilde{g}_3, \Omega = 1.5)$ representing different values (magnitudes) and types of electrical power flow for a given harmonic excitation of the base. As in the previous case the elec-
trical power exhibits a regenerative area. It is also interesting to notice that the optimal (maximal) regenerative power flow is obtained with a control law defined such that $\tilde{g}_2 = 0$ and $\tilde{g}_3 = \tilde{g}_3^*$. This particular case is similar to the “resistive control” due to the fact that

$\tilde{g}_3$ is controlling velocity which is a flow variable and corresponds to current in a electrical system. The projections of regenerative areas on the plane defined by $(\tilde{g}_2, \tilde{g}_3)$ are shown on Figure 3.10. The regenerative electrical power flow is obtained by choosing $\tilde{g}_2, \tilde{g}_3$ inside the area delimited by the ellipse. It is easy to notice from Figure 3.10 that with the increase of frequency $\Omega$ the regenerative area expands. For each driving frequency the optimum regenerative flow is in the center of the elliptic area ($\tilde{g}_2 = 0$ and $\tilde{g}_3 = \tilde{g}_3^*$), independently of $\Omega$. This shrinkage of the regenerative domain is also noticed in Figure 3.11. This plot represents a 2-D plot in the plane where $\tilde{g}_2 = 0$. As the disturbance frequency $\omega$ approaches the resonant frequency ($\Omega = 1$), the maximum power flow increase and is infinite at the resonant frequency.

**Case 4: $\tilde{g}_2 = 0$**

In this case the current and the velocity are sensed and fed back through control voltage. This control law may be named as “flow control law” due to the fact that both electrical and mechanical flow quantities, current and velocity are tuned respectively with $\tilde{g}_1$ and $\tilde{g}_3$. The analytical expression of the electrical power is,

$$\tilde{P}_{el, \tilde{g}_2 = 0} = \frac{\Omega^4}{|\Delta|^2} f(\tilde{g}_1, \tilde{g}_3, \Omega), \quad (3.44)$$

where $f$ is a function depending on $\tilde{g}_1$, $\tilde{g}_3$ and $\Omega$. 

---

**Figure 3.10:** Regenerative area vs $\tilde{g}_2$ and $\tilde{g}_3$ for different values of $\Omega$ and $\tilde{g}_1 = 0$

**Figure 3.11:** Curves of $\tilde{P}_{el}$ vs $\tilde{g}_1$ for three different values of $\Omega$ ($\tilde{g}_1 = \tilde{g}_2 = 0$)
Figure 3.12: Regenerated Electrical power vs $\tilde{g}_2$ and $\tilde{g}_3$ for the case where $\Omega = 1.5$ and $\tilde{g}_2 = 0$

From the surface plot shown on Figure 3.12 we notice that the surface does not exhibit a maximum regenerative power flow value but the regenerative flow is constantly increasing with the increase of $\tilde{g}_1$ and $\tilde{g}_3$. The projection of the regenerative area ($\tilde{P}_{el} < 0$) on the ($\tilde{g}_1, \tilde{g}_2$) surface shown on Figure 3.13 also exhibits the infinite regenerative area. As the driving frequency increase, the regenerative set of values of $\tilde{g}_3$ decreases but still extends towards infinity for the positive values of $\tilde{g}_1$. For each value of $\tilde{g}_3$ an optimal value of $\tilde{g}_1$ exists and is increasing as $\tilde{g}_3$ increase. Figure 3.14 shows a set of curves of $\tilde{P}_{el}$ for different values of $\tilde{g}_3$. The regenerative electrical flow increases very slowly with an increase in the two flow gains. That means that in the ideal case, with a infinitely big flow control gains, any regenerative flow can be obtained if stability criteria is still satisfied. Choosing

Figure 3.13: Regenerative area vs $\tilde{g}_2$ and $\tilde{g}_3$ for different values of $\Omega$ and $\tilde{g}_1 = 0$

Figure 3.14: Curves of $\tilde{P}_{el}$ vs $\tilde{g}_1$ for three different values of $\tilde{g}_3$ ($\Omega = 1.5$ and $\tilde{g}_2 = 0$)
a flow control law will allow the actuator to transfer and regenerate as much energy as the disturbance source is able to provide. In reality this infinite regenerative flow is limited by the actuator and disturbance source physical limits.

3.4 Summary on the regenerative control topologies and their influence on the vibration of the payload

A voice-coil actuator integrated in an active vibration isolation system with feedback control was modeled and normalized. The normalized set of non dimensional equations of motions were integrated in a state-space model with the normalized electrical effort and flow outputs. An analytical non dimensional expression of the electrical power was obtained and then analyzed in function of the normalized control parameters and non dimensional frequency. This analysis lead us into four different control strategies that exhibits the power to flow from disturbance to the electrical source (regenerative flow). In the Case 1, that we also named as “resistive control”, the power flow is always regenerative for any positive value of $\tilde{g}_1$. The maximum flow is obtained by choosing a control law such that $\tilde{g}_1 = \tilde{g}_1^*$. In the Case 2, we showed that a the regenerative flow exists if the two control parameters ($\tilde{g}_1$ and $\tilde{g}_2$) are chosen inside the parabolic area. The flow is maximized for $\tilde{g}_2 = 0$, which bring us back to Case 1. The optimal energy regeneration is obtained again for $\tilde{g}_1 = \tilde{g}_1^*$. Case 3 also exhibits a regenerative region for its control parameters.

In a conclusion to these analysis, in order to obtain regenerative control through feedback, at least one flow variable (current or velocities) has to be sensed and fed back.

3.4.1 Influence of regenerative control on the isolator dynamics

In the previous sections we were interested in maximizing the regenerative power flow through full-state feedback. It is important to determine the influence of the optimum regenerative control on the dynamics of the mechanical system. We want to know how well the isolation system protects the load from vibrations in the case of a regenerative control scheme. A good indicator of the “quality” of the vibration isolator is the determination of the transmissibility ratio $T.R.$ [Inman (2000)]. Following the same notation as in Figures 3.1
and 3.3 the $T.R.$ is defined in frequency domains as,

$$ T.R. = (j\omega) = \frac{x(j\omega)}{x_d(j\omega)}. $$

(3.45)

A magnitude plot of $T.R.$ in the case of resistive topology and its zoom around the resonance are shown respectively on Figure 3.15 and 3.16. From the magnitude plot we notice that the level of vibration at resonances increases compared to the open loop system. With the increase of resistive gain $g_1$, the level of vibration increase. It is important to understand that the open loop system represents the shunted configuration (short circuit electrical boundary condition). Also the high magnitude values of the $T.R.$ are due to the fact that the structure is modeled without any structural damping. Although at resonance the $T.R.$ is higher then in the shunted configuration also called semi-active control [Nakano et al. (2000)], at lower frequencies the $T.R.$ is lower in resistive control topology. Magnitude and phase plots in the case of velocity control have the identical behavior and are shown on Figure 3.17 and 3.18. In conclusion to the analysis of different regenerative control topologies, the influence of regenerative control on closed loop topologies is performed. Figure 3.19 is schematic representation of the open and closed loop poles of the voice-coil actuator. It is important to remind the reader that open loop configuration represents the short circuit electrical boundary condition and that the two conjugate poles represent the 1-DOF mechanical system and the real pole represents the time constant of the electrical circuit. Hence, in closed loop the complex conjugate poles are being moved from their open loop location towards the imaginary axis along the circle of radius $\omega_n$. That means
that in the closed loop, the damping is decreased compared to the short circuit electrical configuration. The real pole representing the electrical time constant is shifted on the real axis of the s-plane towards minus infinity which makes the electrical system faster in closed-loop. In the case of a EM actuator the closed loop system has a tendency to oscillate more then in the shunted configuration. Hence this control strategy is less efficient then the short circuit configuration for vibration suppression also called semi-active control. Although the regenerative control increases the level of vibration, a trade off may exist in a way of regenerating the “allowed” level of vibration using a regenerative control law and
suppressing the vibration when they become critical with active vibration control strategy.
Chapter 4

Measurements and simulation

4.1 Introduction

This chapter presents the experimental verification of the previously developed control strategies in the case of electro-magnetic linear actuator. The experimental system is different from the system analyzed in the previous chapter. The setup is equivalent to a single degree of freedom mass connected to a ground through a spring, damper and electromagnetic actuator. This modification was done in order to obtain a simpler mechanical system and also in order to ensure a measurable quantities such as induced voltage and current. Although the two system are different from a mechanical point of view, from the mathe-
Table 4.1: System comparison

<table>
<thead>
<tr>
<th>Quantities Models</th>
<th>Vibration Isolation</th>
<th>Force Isolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>State vector</td>
<td>$x = [i \dot{x}_r \ddot{x}_r]^T$</td>
<td>$x = [i \dot{x}_r \ddot{x}_r]^T$</td>
</tr>
<tr>
<td>Me. Diff. Equation</td>
<td>$\ddot{x}_r = \frac{k}{m} i - \frac{k}{m} \dot{x}_r - c \dot{x}_r - x_d$</td>
<td>$\ddot{x}_r = \frac{k}{m} i - \frac{k}{m} \dot{x}_r - c \dot{x}_r - \frac{1}{m} F_d$</td>
</tr>
<tr>
<td>El. Diff. Equation</td>
<td>$\frac{d}{dt} i = -R L i - \frac{B l}{m} \dot{x}_r + V_c$</td>
<td>$\frac{d}{dt} i = -R L i - \frac{B l}{m} \dot{x}_r + V_c$</td>
</tr>
<tr>
<td>A matrix</td>
<td>$A = \begin{bmatrix} -R L &amp; 0 &amp; 0 &amp; -\frac{B l}{m} \ 0 &amp; 0 &amp; 1 &amp; 0 \ \frac{B l}{m} &amp; -\frac{k}{m} &amp; \frac{c}{m} &amp; \frac{1}{m} \ 0 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
<td>$A = \begin{bmatrix} -R L &amp; 0 &amp; 0 &amp; -\frac{B l}{m} \ 0 &amp; 0 &amp; 1 &amp; 0 \ \frac{B l}{m} &amp; -\frac{k}{m} &amp; \frac{c}{m} &amp; \frac{1}{m} \ 0 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>B matrix</td>
<td>$B = \begin{bmatrix} \frac{L}{m} \ 0 \ 0 \ 0 \end{bmatrix}$</td>
<td>$B = \begin{bmatrix} \frac{L}{m} \ 0 \ 0 \ 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>F matrix</td>
<td>$F = \begin{bmatrix} 0 \ 0 \ -1 \ -\frac{1}{m} \end{bmatrix}$</td>
<td>$F = \begin{bmatrix} 0 \ 0 \ -1 \ -\frac{1}{m} \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Mathematical point of view they are identical. The fundamental difference of this two systems is in the disturbance and mechanical coordinates as shown in Figure 4.1. In the case of the vibration isolation system the disturbance is the acceleration and the mechanical coordinates are relative to the motion of the base ($x_r = x - x_b$) while, in the case of the “fixed” base system the disturbance is force and the mechanical coordinate is absolute displacement $x$ and velocity of the moving mass. The comparison of the two state-space models are shown in Table 4.1.

Another difference with the previously described system is in the choice of the electrical driver. Energy regeneration is only possible if a switching current bi-directional amplifier is used (see section). Switching amplifiers are complex and expensive devices and are designed for a particular load. As the goal of this experimental approach is to verify the concept of optimal regenerative control, we decided not invest into a design of a switching amplifier. Instead of using switching amplifier, which function is to adapt current and voltage waveforms and transfer regenerated electrical energy towards electrical storage devices, we are using a linear amplifier which is sinking the regenerated current and dissipating all the regenerated energy into heat. The energy which would be regenerated in the case of a system with a switching amplifier is estimated by measuring the sunked current and voltage at the output of the operational amplifier. This measurement will provide a good estimation of the amount of energy that could be regenerated.

The purpose of this chapter is to experimentally demonstrate the behavior of the power flow in three different control strategies. In the first part of this chapter we identify
the necessary open loop mechanical and electrical parameters. Then resistive, velocity and flow control implementation is discussed respectively, as well as the comparison of the experimentally obtained and predicted phenomenon. The last part provides a comparison between the measured and simulated optimal gains as well as a discussion of to several practical issues associated with regenerative control.

4.2 Experimental Setup

The experimental setup consists of a mechanically constrained shaker connected through a stinger to a suspended shaker. The constrained shaker is a Brüel & Kjær Type 4810 mini-shaker. The constrained actuator, approximated as one degree of freedom (1-DOF) electromechanical system is used to test different regenerative control strategies. The second shaker, suspended Ling Dynamic System electromagnetic actuator, is used as force disturbance. Both shakers are connected to a linear amplifier HP model 62825A and controlled through a dSpace DS 1104 board. A simplified schematics of the experimental setup is shown on Figure 4.2.

![Simplified schematics of the experimental setup](image)

Figure 4.2: Simplified schematics of the experimental setup
The current flowing between the regenerative actuator and the linear amplifier is measured through a shunt resistor. Shunt resistors have a very small and accurate value of resistance (in our setup $R_{sh} = 0.2\,\Omega$ with 1% precision). In the experimental setup shown on Figure 4.2, the shunt resistors is placed in between the regenerative actuator and the amplifier on the low side. As the resistance of the shunt is an order of magnitude less than the resistance of the inductor, the influence of the shunt on the dynamics of the electrical system is negligible. The measurement of current flowing in the coil is obtained by measuring the voltage across the shunt resistor and corrected with a factor of $\frac{1}{R_{sh}}$. It is very important to connect the ground of the probe used to measure the voltage across the shunt, to the ground of the amplifier in order to measure the current as in a generator convention and also avoid a short-circuit.

Acceleration of the moving mass and the input force to the regenerative actuator are measured respectively with an accelerometer and a force sensor connected to the ADC (Analog to Digital Converter) board of the dSpace through a signal conditioner. The velocity is obtained by digitally integrating the acceleration signal (ref. Section 4.5.1).

The different control strategies are designed using Matlab/Simulink and then loaded into the dSpace board. Once a desired control law is loaded into the board the experiment is performed by varying the desired gains $g_1$, $g_3$ or both $g_1$ and $g_3$. The data acquisition of acceleration, voltage across the shunt (current), regenerated voltage and input force is realized using the ADC dSpace board.

### 4.3 Open loop Results

The system is characterized in open loop before performing closed loop tests. Frequency response function (FRF) tests are performed in order to determine the open-loop mechanical and electrical parameters such as moving mass, stiffness, damping, resistance and inductance of the coil. The following two sections describe the experimental analysis performed in order to obtain mechanical and electrical open-loop parameters.

#### 4.3.1 Mechanical parameters

In the developed model described in previous chapter the open loop system is equivalent to a short circuit condition. The transfer function between the acceleration and force is
then taken with the regenerative actuator shunted. Figure 4.3 shows the transfer function between displacement of the moving mass of the actuator and input force. In the frequency range of $0 - 300$ Hz the system can be approximated to a second order system which can be modeled as one degree of freedom mass spring damper system.

![Transfer Function Graph](image)

**Figure 4.3: Open loop transfer function between displacement and input force (short circuit boundary condition)**

The experimentally obtained data is then extrapolated to the assumed second order transfer function defined as,

$$\frac{x}{F} = \frac{-\frac{1}{m}}{s^2 + 2\zeta\omega_n s + \omega_n^2}. \quad (4.1)$$

The extrapolation is realized with an optimized numerical algorithm. The desired polynomial degree of the numerator and denominator are inputed to the algorithm along with the experimentally obtained frequency domain data. The algorithm provides the optimally fitted polynomial coefficients and by identification with equation (4.1) we obtain the desired open loop mechanical parameters. The extrapolated equivalent mass, spring and damper values are:

$$M = 41.40 \text{ g},$$
$$k = 3.35 \frac{kN}{m},$$
and the open loop natural frequency of the system is 45.3 Hz. Figure 4.3 shows the extrapolated transfer function and the experimental data. The experimental and fitted magnitudes are well matched but the phase plots diverge at low frequency and at higher frequencies above resonance due to non-linear behavior of the shaker at low frequencies and the influence of the other modes at higher frequencies. This phase difference will introduce a difference between the simulated and measured mechanical powers.

The next section describes the similar analysis performed to obtain the electrical parameters of the coil and the $Bl$ coupling coefficient.

### 4.3.2 Electrical Parameters

In order to estimate the electrical parameters a FRF test between the voltage and current of the regenerative shaker is performed using an impedance analyzer. For this test, the shaker is decoupled from the disturbance input (the suspended shaker) to avoid the influence through electromagnetic coupling. The measured impedance is shown in Figure 4.4.

![Figure 4.4: Open loop electrical impedance $Z_{el}$ (mechanically unconstrained shaker)](image)

We assumed that the actuator is composed of a coil which is modeled as an inductor


$L$ in series with a resistance $R$ representing equivalent resistance part of the coil. The analytical expression of the electrical impedance is then,

\[ Z = R + sL. \] (4.2)

Figure 4.4 shows the extrapolated and experimentally obtained impedance plot. The extrapolated electrical parameters are:

\[
\begin{align*}
R &= 5.48 \ \Omega, \\
L &= 0.19 \ mH.
\end{align*}
\]

From Figure 4.4 we notice that in the frequency range of interest, the electrical impedance is mostly resistive. As in the case of a the transfer function between displacement and force, the magnitude values are well matched but the phase is not well correlated. This may introduce some differences between the estimated and measured regenerated power. The last open loop parameters to be identified is the electromagnetic coupling coefficient $Bl$. This parameter is known to vary with frequency of actuation and stroke of the actuator [Foshage et al. (1996)]. In order to estimate this parameter, we measured the force exerted by the actuator and the input current at different frequencies of interest. Knowing the amplitude of the input current and the measured force the coupling coefficient is estimated from the following relationship,

\[ Bl = \frac{F}{i}. \] (4.3)

The average $Bl$ in the frequency range of $0-300$ Hz is $4.1 \ \frac{N}{m}$. As all the open loop parameters are identified, different closed loop regenerative control topologies can now be implemented. Experimental and predicted results for the three different control strategies are presented and discussed in the following sections.

4.4 Resistive Control

This section discusses the implementation and the obtained experimental results of the resistive control law. The simplified schematics of the resistive feedback law is shown on Figure 4.5.
4.4.1 Implementation of the Resistive Control

The regenerated current is sensed through the shunt resistor. The control law,

\[ V_c = -g_1 i, \]  

is implemented digitally with the dSpace board. The digital controller has a sampling frequency of \( f_s = 30 \text{ kHz} \). During the tests, the frequency of the disturbance signal is fixed by setting the input voltage and the frequency of the input signal (generated through the DAC of dSpace) to the disturbance linear amplifier. Data acquisition of the regenerated voltage as well as force and acceleration of the moving mass is realized with the ADC of dSpace. For a given harmonic disturbance excitation, different values of resistive gain \( g_1 \) are tested. The obtained time data is then processed to compute the regenerated input power and the input mechanical power. Next section discusses measured power quantities and their comparison with the predicted results.
4.4.2 Results and their comparison with estimated results

The experimental results of measured and simulated regenerated power, input mechanical power and the regeneration efficiency are shown respectively on Figure 4.6, Figure 4.7, Figure 4.8 on the following three pages. From Figure 4.6 we can notice that the experimental set of data exhibits an optimum resistive gain value for the regenerated power flow. Power magnitudes are negative due to the fact that generator convention was kept for the simulated an experimental results. Negative power values in the case of generator convention mean that the power flow is going form the disturbance input into the amplifier and is being dissipated by the linear amplifier. In the case of an ideal switching amplifier this same amount of power will be transfered and stored in condenser elements.

Although the experimental data exhibits the same phenomenon the measured power values are not matching well for all frequencies. This is especially the case for the mechanical input power. Reasons for these discrepancies will be discussed later in the chapter.
Figure 4.6: Regenerated simulated and measured powers in resistive control configuration
Figure 4.7: Input mechanical simulated and measured powers in resistive control configuration
Figure 4.8: Simulated and experimental efficiencies in resistive control configuration
4.5 Velocity Control

This section discusses the implementation of the velocity type control law. The simplified schematics of this feedback law is shown on Figure 4.9. In this case velocity is fed back through the following control law,

\[ V_c = -g_3 \dot{x}. \]  

(4.5)

As simulated and analyzed in previous section, velocity feedback with negative \( g_3 \) we want to experimentally verify the existence of the optimal velocity regenerative gain.

4.5.1 Implementation of the Velocity feedback Control

In the experimental setup the velocity can not be measured directly. Velocity is obtained after integrating the acceleration signal obtained from the accelerometer. The accelerometer signal is integrated through a digital filter designed with dSpace. For practical reasons an ideal integrator can not be implemented. An ideal integrator will provide infinite values for any small DC values and in particular for any signal with offset. To avoid this problem a
“pseudo integrator” is implemented. A pseudo integrator has a derivative properties (High Pass filter) below the break frequency $\omega_n$ and over the break frequency has the behavior of an integrator. The breaking frequency should be as low as possible to avoid the influence of the derivator on the magnitude and phase of the integrator. A transfer function $H(s)$ between the input and output signal of pseudo integrator is,

$$H(s) = \frac{s}{s^2 + 2\zeta\omega_n + \omega_n^2},$$

where $\omega_n$ is the break frequency and $\zeta$ the damping ratio of the second order Low Pass Filter (LPF). Figure 4.10 shows the transfer function of the pseudo integrator and of the ideal integrator. The break frequency of 1 Hz is chosen because that was the lowest frequency that could be implemented digitally with a sampling frequency of 30 kHz. Decreasing the breaking frequency under 1 Hz will make the digital filter unstable. From the transfer function plot on Figure 4.10 it can be easily observed that the implemented digital filter acts as an ideal integrator a decade above its breaking frequency (around 10 Hz).

Figure 4.10: Bode plot of an pseudo integrator and an ideal integrator

Once the digital integrator is designed, the velocity feedback control is implemented with a variable $g_3$ velocity gain. For each tested harmonic disturbance the velocity gain is changed in the range from $-5$ to $0$ where the simulation predicted the exitance of an optimum power flow.
4.5.2 Results and their comparison with estimated results

The experimentally obtained and simulated regenerated electrical power, input mechanical powers and regeneration efficiencies are plotted on the following next three pages (Figure 4.11, Figure 4.12 and Figure 4.13). The experimental power values are obtained after averaging the instantaneous power signals for mechanical and electrical subsystems.

Figure 4.11 shows a good correlation between the estimated and experimentally obtained results. The regenerative phenomenon is exhibited with the existence of an optimal gain for all frequencies under on and above the mechanical system resonance. The maximum regenerated electrical energy is obtained for a mechanical disturbance at resonance with an optimal gain of $g_3 = -2.2$. As predicted when the magnitude of the velocity gain $g_3$ is increased the regenerative electrical energy increase up to the optimal point where it reaches its maximum regenerative flow. After the optimal point the regenerated power decreases with the parabolic behavior up to the point the power flow (pure reactive flow). Over this point the flow is not anymore regenerative ($P_{el}$ is positive) and the amplifier is then acting as energy source.

The mechanical input powers are not as well correlated with the experiment. Amplitudes of the measured and simulated velocities are matched within the range of 5 - 10% but as in the previous case the power computation is very sensitive to the error on phase.

The efficiency plot shows that the maximum efficiency is around 10%. Due to an important error on mechanical input power the simulated and experimentally measured efficiencies are not well correlated in magnitudes. The predication of the optimal gains for different frequencies of the mechanical disturbance are matched within 5%.
Figure 4.11: Regenerated simulated and measured powers in resistive control configuration
Figure 4.12: Input mechanical simulated and measured powers in velocity control configuration
Figure 4.13: Simulated and experimental efficiencies in velocity control configuration
4.6 Flow Control

This section discusses the implementation and the measured results of the flow type control law. In the flow type control law current and velocity are fed back with the resistive and velocity gains respectively \( g_1 \) and \( g_3 \). The simplified schematics of system in closed loop is shown on Figure 4.14. The control law is,

\[
V_c = -g_1 i - g_3 \dot{x}. \tag{4.7}
\]

From the previous analysis it was shown that in order to obtain the regenerative flow we have to have \( g_1 \) positive and a defined interval of negative values for \( g_3 \).

![Figure 4.14: Flow control schematics](image_url)

4.6.1 Results and their comparison with estimated results

The implementation of flow control law is very similar to the two previous cases. In fact flow control is the combination of both resistive and velocity control. As in the previous cases the current is sensed through a shunt resistor and velocity is obtained by digitally integrating the signal from the accelerometer with pseudo integrator which transfer function is shown.
on Figure 4.10. During the experiment, for a given harmonic disturbance the resistive gain $g_1$ is fixed to 2 and then to 4. Data is taken by changing the velocity gain in the range of interested values (where the optimum flow is located). In the next three pages Figure 4.15, 4.16, and 4.17 show the experimental and predicted electrical regenerated power, mechanical input power and regenerative efficiencies for four different frequencies of harmonic force disturbance in the case of flow control with $g_1 = 2$.

The plots for the case where $g_1 = 4$ are shown in Appendix A. From Figure 4.15 we notice the existence of an interval of gains $g_3$ for which the electrical power flow is regenerative. This interval also contains an optimum value of gain $g_3$ for which the regenerative flow is maximized for $g_1 = 2$. The estimated and measured optimal gains are well correlated. Again the mechanical input power values are not well correlated due to the same issues explained in the next section.
Figure 4.15: Regenerated simulated and measured powers in flow control configuration
Figure 4.16: Input mechanical simulated and measured powers in flow control configuration
Figure 4.17: Simulated and experimental efficiencies in flow control configuration
4.7 Summary on the experimental verification

Closed loop measurements for three different closed loop cases have been presented. In all closed loop cases the regenerated power had the predicted behavior. In the case of the resistive control with $g_1$ positive, the power flow was always regenerative in the stability region. For each frequency of the harmonic disturbance excitation, the existence of an optimum regenerative gain $g_1^*$ was experimentally confirmed. The maximum power flow is obtained in the case of the disturbance excitation at the open loop resonance (45 Hz) and the maximum error in the prediction of the optimal gain is 32%.

Magnitudes of the power quantities are not very well correlated due to several reasons. Power determination from time domain flow and effort quantities is sensitive to phase variation. It is important to notice that there is already a not negligible phase difference between the simulated and experimental open loop systems as shown on Figure 4.3 and Figure 4.4. Another phenomena related to phase, is the stability issue in closed loop. Increasing the resistive gain over 10 will lead the closed loop system into instability. This instability limitation which doesn’t appear in the model is mostly due to the digital controller and the internal dynamics of the linear amplifier. Increasing the sampling frequency of the controller will increase the stability region. This instability region makes an important influence on the stability region. We observed during the experiment, for higher values of resistive $5-10$ the waveform started to be modulated with higher frequency phenomenon and the magnitudes of the electrical quantities where then corrupted.

Another important issue in the experimental setup was the harmonic distortion of the disturbance and measured acceleration. In the other words input force waveform is not a perfect harmonic function. The computed Total Harmonic Distortion (THD) indices of force and acceleration are in the order of 12% at low frequencies (around 20 Hz) and in the order of 18% at higher frequencies (100 Hz and above). As the power is computed from time signals the nonlinearity of the time waveform will corrupt the computed values of power. The comparison between the predicted and experimentally obtained optimal gains are shown on Table 4.2.

Another sensitive parameter for power estimation from time flow/effort data is the phase between them. Although the input simulated and experimentally obtained velocities are matched within $5-10\%$ and the input force is estimated from the experiment and
Table 4.2: Experimentally obtained and simulated optimum regenerative flow gains comparison

<table>
<thead>
<tr>
<th>f in [Hz]</th>
<th>Flow cont.</th>
<th></th>
<th></th>
<th>Velocity cont.</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$g_3^*(sim)$</td>
<td>$g_3^*(exp)$</td>
<td>Error</td>
<td>$g_3^*(sim)$</td>
<td>$g_3^*(exp)$</td>
<td>Error</td>
</tr>
<tr>
<td>20</td>
<td>1.4</td>
<td>1.5</td>
<td>7%</td>
<td>2.1</td>
<td>2.15</td>
<td>2.8%</td>
</tr>
<tr>
<td>45</td>
<td>1.40</td>
<td>1.20</td>
<td>14%</td>
<td>2.3</td>
<td>2.2</td>
<td>4%</td>
</tr>
<tr>
<td>70</td>
<td>1.5</td>
<td>1.35</td>
<td>10%</td>
<td>2.2</td>
<td>2.1</td>
<td>4%</td>
</tr>
<tr>
<td>100</td>
<td>1.4</td>
<td>1.2</td>
<td>14%</td>
<td>2.1</td>
<td>2.0</td>
<td>5%</td>
</tr>
</tbody>
</table>

| f in [Hz] | Resistive cont. | | | |
|---|---|---|---|
|  | $g_1^*(sim)$ | $g_1^*(exp)$ | Error |
| 20 | 5.85 | 4.6 | 21% |
| 45 | 6.95 | 4.98 | 28% |
| 80 | 6.1 | 4.07 | 32% |
| 100 | 5.9 | 5 | 15.25% |

then plugged into the model (force is an input to the state-space model), the amplitude of measured power quantities are not well correlated. This error is due to an important difference in the phase of the assumed open loop system and the simulated system. Equation (2.27) can be expressed in terms of amplitudes of effort and flow $E$, and $F$ and phase between this two quantities $\phi$,

$$P = \frac{1}{2}E F \cos(\phi).$$

(4.8)

The angle $\phi$ is the phase difference between the two time signals. From Equation (4.8) we notice the computation of power is sensitive to the error on phase. In the actual experimental system the difference of phase in the open loop mechanical transfer function between force and velocity and the simulated second order mechanical system is increasing with frequency, see Section 4.3.1.

In the case of velocity control with negative gain $g_3$, the obtained experimental power confirmed an existence of a regenerative area. This area has a parabolic behavior. With the increase of $|g_3|$ the regenerated power increases up to the point where it reaches its maximum for $|g_3^*|$. When the magnitude of the velocity gain is increased over the optimum point, the regenerative flow decreases parabolically up to a point where it disappears. At this point the power flow is purely reactive. Increasing $g_3$ over the reactive point, the flow is
inversed which means that energy is transferred from the electrical source to the mechanical disturbance. The experimentally obtained optimal gains \( g_3^* \) for different force disturbance are well correlated with the predicted optimal gains (prediction within 5\%). For the same reasons as in the case of resistive control there is a non negligible difference between the predicted and experimentally obtained powers.

In the third case (flow control) the predicted behavior is experimentally confirmed with an existence of optimum flow (case where \( g_1 \) is fixed). This case is a combination of the two previous cases and as in the velocity control this case also exhibits an interval of gains \( g_3, \forall g_1 > 0 \) in which the flow is regenerative and a particular optimum value exists for each set of control laws with fixed \( g_1 \). Out of this interval the flow is not anymore regenerative. The optimum predicted and experimentally obtained gains for all three different control topologies are summarized in Table 4.2.
Chapter 5

Conclusions

A regenerative control topology for an active vibration isolation system has been demonstrated. From the analysis performed in this research, the following conclusion are made:

- A generalized concept of regenerative vibration isolation has been defined. The major difference of this concept with the regenerative systems found in literature is that in our case energy regeneration is performed in closed loop. Two different technologies of linear electromechanical actuators have been defined and modeled. The necessary requirements on the electrical driver have been established and discussed. It has been determined that only a switching bidirectional driver can satisfy the requirements in the case of regenerative control is closed loop.

- For both different actuator technologies a corresponding electromechanical state-space model have been derived. The two obtained state-space models were then normalized and compared. The comparison showed that both systems were mathematically identical. From the controls point of view, the major difference was in the control input. This difference impacted the switching amplifier topology. In the case of an EM actuator a voltage control amplifier is required while in the case of a PZT actuator a current control is necessary. As both systems are mathematically identical, one analytical analysis of regenerated power was sufficient and valid for both systems.

- The analysis of the analytical expression of electrical power in closed loop showed that there is three different regenerative control topologies. Feeding back any flow type parameter such as current, velocity or a linear combination of both may exhibit
regenerative flow. These three control laws are named: resistive control, velocity feedback and flow control whether respectively current or velocity or both current and velocity were fed back. The maximum value of regenerative power flow is obtained in resistive control. Conversely, feeding back the displacement through a constant control gain will either decrease the amount of regenerated power or make the system dissipative depending on the value of the applied gain.

- An analysis of the closed loop poles locations indicated that the regenerative control is reducing the amount of damping in closed loop. It is important to remember that the open loop in the case of an EM actuator represents a short-circuit boundary condition (shunted actuator) while in the case of an PZT actuator it represents an open circuit electrical boundary condition. Also, the optimum regenerative control does not correspond to the maximum damping reduction.

- A simple experimental setup in force isolation configuration have been implemented and tested in closed loop. The regenerative flow was observed and the simulated optimum control law were experimentally confirmed. Thus the concept of regenerative control was proved and demonstrated.

- For each of this control strategy an optimal operation point could be determined and experimentally verified. An important unpredicted practical issue observed in the experimental setup was the instability of the electrical driver in the closed loop.

- Finally, a good estimate of regenerative efficiency in the case of an EM actuator was obtained. For the simulated vibration isolation system representing the prototype at the AFRL the maximum regenerative efficiencies were in the order of 35 %. In the case of the developed experimental setup (force isolation) the measured and simulated efficiencies were in the order of 10 %. In the case of the vibration isolation system with a piezoelectric actuator the regenerative efficiencies were in the order of 90 %. It is important to remember that an important dissipative phenomenon, the hysteresis the stack actuator, was not taken into account in the model. Taking into account this phenomenon may considerably reduce the obtained regenerative efficiencies.
5.1 Recommendations and Future Work

From the experience of this research, the following recommendation on future work are suggested:

- As the developed model estimates the electrical quantities and the maximum regenerative efficiency, a set of specification for the design of the electrical driver and energy storage elements can be established. The design of the power electronics (switching amplifier) will have a enormous impact on the efficiency of the overall regenerative vibration isolator. As switching amplifiers already require voltage and current feedback control loops for their proper operation [Chandrasekaran et al. (2001)], the same voltage or current sensor could be used for implementation of the resistive control topologies. Using the same sensor will reduce the losses induced by the controller and increase the overall efficiency.

- Following the idea of sensor combination, an observer based control strategy could be analyzed. In this case the only sensed parameter will be current or voltage for the same reason as mentioned previously. The observer will estimate all the other necessary quantities such us displacement and velocity and then provide a control input in both regenerative and vibration control modes. Using an observer based control will increase the complexity of the control electronics but will simplify and reduce the cost of the overall system. The need for accelerometers which require associated electronics for signal conditioning and the digital or analog filters necessary for estimating velocity and displacement signals will be then eliminated.

- Since the fundamental tradeoff in the design of a regenerative active vibration system is the amount of regenerated energy towards the required energy for active control a system composed of two actuators one driven in regenerative mode and the other in vibration control mode can be explored. Figure 5.1 illustrates a 2-DOF active vibration system where the first stage is connected to the base through a regenerative actuator. The second stage consists of the payload connected through the second actuator driven in typical vibration suppression control mode. This concept is similar to the one developed by Nakano et al. (2000), where a 2-DOF vibration isolator is used but the regeneration is realized in open loop mode.
The developed concept of regenerative control can also be applied in the actual energy harvesting systems in order to optimize the energy regeneration. For example in a case of a self-powered PZT sensor for structural monitoring, where only a periodic sensing (once or twice a day) is required, all the other time of the day the sensor can be used in regenerative control mode for optimal electrical energy harvesting from parasitic vibrations.

Finally it is necessary to continue this analytical analysis in the case of a random disturbance input. That may lead to a formulation of a cost function which accounts for energy regeneration and the level of vibration in closed loop. Once the cost function has been formulated an optimization problem can be solved for a maximizing the energy regeneration in case of a random disturbance.
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Appendix A

Experimental and Simulated powers and efficiency plots in flow control topology with $g_1 = 4$
Figure A.1: Regenerated simulated and measured powers in flow control configuration
Figure A.2: Input Mechanical simulated and measured powers in flow control configuration
Figure A.3: Simulated and experimental efficiencies in flow control configuration
Appendix B

Electrical Power Expression in closed loop

The Electrical power expression in closed loop from Equation (3.36) is expressed in details in this Appendix.

\[
\tilde{P}_{el} = \frac{\Omega^4}{|\Delta|^2} \left( (a_1 b_1 - a_0 b_2) \Omega^2 + a_0 b_0 \right), \quad (B.1)
\]

with,
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where,

\[
d_0 = 2 \bar{g}_1 \bar{g}_2 + 2 \bar{g}_2 \beta + \bar{g}_1^2 + 2 \bar{g}_1 \beta + \bar{g}_2 + \beta^2 \quad \text{(B.9)}
\]

\[
d_1 = 0 \quad \text{(B.10)}
\]

\[
d_2 = 2 \psi - 2 \bar{g}_1 \bar{g}_2 - 4 \bar{g}_1 \beta - 2 \bar{g}_2 \beta + \psi^2 - 2 \bar{g}_1^2 + 1 - 2 \beta^2 + 2 \bar{g}_3 + \bar{g}_3 + 2 \psi \bar{g}_3 \quad \text{(B.11)}
\]

\[
d_3 = 0 \quad \text{(B.12)}
\]

\[
d_4 = -2 \bar{g}_3^2 + 2 \bar{g}_1 \beta - 2 \psi - 2 + \beta^2 + \bar{g}_3^2 \quad \text{(B.13)}
\]

\[
d_5 = 0. \quad \text{(B.14)}
\]
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