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Ryan J. Henry

(ABSTRACT)

It is sometimes necessary to transfer cargo from a large ship to a smaller ship at sea. Specially designed craneships are used for this task, however the wave-induced motions of the ship can cause large pendulations of cargo being hoisted by a ship-mounted crane. This makes cargo transfer in rough seas extremely dangerous and therefore transfer operations normally cease when sea state 3 is reached. If the cargo pendulations could be reduced in higher sea states, transfer operations would be possible.

By controlling the boom luff angle, one can reduce the cargo pendulations in the plane of the boom significantly. A two-dimensional pendulum with a rigid massless cable and massive point load is used to model the system. A control law using time-delayed position feedback is developed and the system is simulated on a computer using the full nonlinear equations of motion. A three-degree-of-freedom ship-motion simulation platform, capable of simulating heave, pitch, and roll motions, was built. The computer simulation results were experimentally verified by mounting a 1/24th scale model of a T-ACS crane on the ship-motion simulation platform.
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Chapter 1

Introduction

1.1 Cargo Transfer at Sea

It is sometimes necessary to unload large cargo ships at sea and transfer their cargo to shore without the aid of fixed port facilities. The ships unloaded during these operations include containerships, roll-on/roll-off ships, heavy lift barge carriers, semi-submersible ships, and deep draft tankers. The military has developed many subsystems capable of transferring cargo, such as containers, military equipment, and fuel from these ships to the shore. These activities known to the military as Logistics Over the Shore (LOTS) operations. Often these operations are carried out with the aid of more than one branch of military service, in which case they are called Joint Logistics Over the Shore (JLOTS) operations. [22]

Military requirements state that LOTS operations should be capable of being performed in sea state 0 through sea state 3 conditions (see Table 1.1). In order to evaluate operational capabilities, several JLOTS exercises have been conducted in the past. JLOTS I was conducted in 1976-1977 and demonstrated limitations in cargo throughput during rough sea conditions. JLOTS II, conducted in 1983-1984, incorporated some new technology into the exercises;
Table 1.1: Significant wave heights and average periods for several sea states according to the Pierson-Moskowitz sea spectrum [6].

<table>
<thead>
<tr>
<th>Sea State</th>
<th>Significant Wave Height, ft</th>
<th>Average Period, sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>&lt; 0.5</td>
<td>0.5 - 1.0</td>
</tr>
<tr>
<td>1</td>
<td>0.5 - 1.0</td>
<td>1.5 - 2.0</td>
</tr>
<tr>
<td>2</td>
<td>1.5 - 3.0</td>
<td>2.5 - 3.5</td>
</tr>
<tr>
<td>3</td>
<td>3.5 - 5.0</td>
<td>3.5 - 4.5</td>
</tr>
<tr>
<td>4</td>
<td>6.0 - 7.5</td>
<td>5.0 - 5.5</td>
</tr>
<tr>
<td>5</td>
<td>8.0 - 12.0</td>
<td>5.5 - 7.0</td>
</tr>
</tbody>
</table>

however, operations were not possible above sea state 2. Recently, several new subsystems were tested during JLOTS III in 1991-1993, but operations again ceased when sea state 3 was reached. Sea state 3 occurs approximately 20% of the time on average around the world and conditions above sea state 3 occur approximately 15% of the time [22]. Therefore, cargo throughput could be increased significantly if operations were possible in sea state 3.

One of the new subsystems evaluated during the JLOTS II exercises was the Auxiliary Crane Ship (T-ACS), shown in Figure 1.1 [22]. The T-ACS are converted container ships with two or three twin boom pedestal cranes that can lift cargo from themselves or adjacent ships and deposit the cargo on a pier or lighterage. Lighterage is a small craft capable of transporting a small amount of cargo or personnel from a ship anchored at sea to the unimproved shore. These vessels include amphibious craft, landing craft, discharge lighters, causeways, and barges [15]. An example of a landing craft vessel is shown in Figure 1.2. Ten T-ACS ships have been built with the first completed in 1984 and the last completed in 1997. The twin boom cranes have a load capacity of 30 LT in single mode and 60 LT in tandem mode. In a typical cargo transfer scenario, shown in Figure 1.3, the T-ACS is positioned between a containership on her starboard-side and lighterage on her port-side. Cargo is transferred from the containership to the lighterage using the T-ACS cranes.

During JLOTS III, operations were halted in sea state 3 due to many problems, including the crews’ lack of seamanship skills, the inability of lighterage to moor to ships at anchor, and T-ACS crane load pendulations [22]. As seas became rough the wave-induced ship motions
Figure 1.1: Auxiliary Crane Ship (T-ACS) [8].

Figure 1.2: LCU 2000 vessel unloading cargo [5].
caused the cargo hoisted by the T-ACS cranes to begin to swing and operations became difficult and unsafe. In order to achieve sea state 3 LOTS capability, the T-ACS crane must be improved in some way that will suppress load pendulation in rough seas.

1.2 Ship-Mounted Crane Technology

In recent years there has been extensive research into methods of reducing ship-mounted crane load pendulation and improving performance in higher sea states. Several improvements were made to the original design of the T-ACS crane, including the addition of a Rider Block and Tagline System (RBTS). This system, shown in Figure 1.4, is designed to reduce cargo pendulation in rough seas. In this system two taglines restrain the motion of a rider block which is attached to the load hoist cables. The crane operator can control the length of the taglines and the height of the rider block with foot pedals; however, the JLOTS II exercises showed that these controls were rarely used by the operators [3]. Several
other problems were identified during JLOTS II, but the system was able to reduce cargo pendulations to some extent and has since become standard on T-ACS cranes.

Recently, the Integrated Rider Block and Tagline System (IRBTS) was developed as an improvement to the RBTS. The IRBTS coordinates the motion of the rider block and taglines with the motion of the boom as it is raised or lowered. This is done automatically through a computer and therefore eliminates the need for the operator to control the RBTS with the foot pedals. The IRBTS was installed and demonstrated successfully on a T-ACS crane. This system may soon be implemented in the entire fleet.

A device named the Platform Motion Compensator (PMC) was designed to compensate for relative vertical motion between the cargo and lighterage. This system incorporated a second
winch attached to the load hoist cable, which automatically corrected for vertical motion of the cargo due to ship motions. The vertical motion of the cargo was calculated using several sensors including an inertial ship motion sensor. The PMC was tested during JLOTS II exercises and was successful; however it was not installed in the rest of the fleet due to its cost and complexity. [3]

Several other crane architectures and control strategies have been developed over the years, but none of these have been tested or installed on T-ACS cranes. Lacarbonara, Soper, Pratt, Chin, Nayfeh, and Mook investigated the use of Variable Geometry Trusses (VGT) in the suppression of cargo pendulations [3]. These trusses have active members that can change length. They developed the Pendulation Suppression Truss (PST) and the Vibration Isolation Truss (VIT). The VIT would be mounted under the crane and serve to cancel much of the ship motion, while the PST would be mounted at the boom tip and reduce cargo pendulations by pushing or pulling on the load hoist cable. Albus, Bostelman, and Dagalakis [2] at the National Institute of Standards and Technology (NIST) developed the RoboCrane which uses six cables to support the load from the boom. By actuating these cables with winches the cargo can be moved in six degrees of freedom. The Maryland Rigging is a concept developed by Baptista and Hunt where a pulley rides on a cable that is connected to the boom at two different points [3]. The load hoist cable is attached to this pulley. The motion of the pulley can be controlled by changing the friction in the pulley and changing the length of the cable on which it rides. Li and Balachandran investigated the use of mechanical filters to suppress unwanted dynamics of the hoisted cargo [3]. The mechanical filter, which would be suspended from the boom, would contain a cart constrained to move on a concave surface. The load hoist cable would be attached to this cart. Two- and three-dimensional versions as well as active and passive versions of the filter have been investigated theoretically and have proven effective.
1.3 Objective

While the RBTS has shown some success in reducing pendulations, operation of T-ACS cranes is still impossible in sea state 3 and above. Some of the other ideas described above show promise in further suppressing pendulations, but they all require significant modifications to the structure of the crane, which will be costly. Our goal is to reduce crane load pendulations with a minimum of modification to the existing crane design. In order to accomplish this we developed an active control scheme that can be applied to the crane. In this thesis we develop the control algorithm, demonstrate its effectiveness through computer simulations, and then verify these results experimentally using a 1/24th scale model of a T-ACS crane. In order to conduct the experiments, we first needed to design and build a platform capable of simulating the motion of a ship with the model crane attached to it.
Chapter 2

Platform Design and Specifications

2.1 Requirements

The ship-motion simulation platform which we built needed to be capable of reproducing the rigid body motions of a T-ACS or similar ship in a seaway. Since rigid bodies can, in general, move in six degrees of freedom, the platform would ideally have six degrees of freedom as well. The six degrees of freedom of a ship are normally specified as three translations: surge, sway, and heave, and three rotations: roll, pitch, and yaw. After further consideration we decided that the most important degrees of freedom in the excitation of the crane are pitch, roll, and heave, because these generate the most critical motions at the base of the crane. It was decided that the platform must have at least these three degrees of freedom. The platform also needed to be capable of displacements and velocities large enough to simulate ship motion while supporting the weight of a scale model crane. The accuracy of the motion, the size of the machine, and the cost were other factors to consider.
Figure 2.1: (a) shows CAD rendering of Carpal wrist prototype adapted from Ganino [11] and (b) shows a schematic diagram of the structure of the Carpal wrist.

2.2 Architecture

The design we chose is based upon the Carpal wrist, a robotic manipulator developed by Salerno, Ganino, Canfield, and Reinholdt [4,11,21]. A CAD rendering of a prototype of the wrist designed by Ganino [11] is shown in Figure 2.1a and a schematic diagram of the robot is shown in Figure 2.1b. The basic structure of the Carpal wrist is symmetric and consists of two plates, the basal plate and the distal plate, connected by three leg pairs. The basal plate is typically rigidly connected to ground or another object. Each plate has three legs connected to it by revolute joints. Each basal leg is connected to the corresponding distal leg with a spherical joint, or equivalently three revolute joints. This configuration allows for the distal plate to move with three degrees of freedom: two rotational degrees of freedom and one translational degree of freedom. The distal plate can be positioned uniquely by specifying the rotation of each basal leg about its revolute joint. In the prototype shown in Figure 2.1a, this is done using the pushrods connected to the basal legs.

As its name implies, the Carpal wrist was intended to be used as a robotic wrist. Robotic systems are typically divided into two parts: a wrist and an arm. The wrist is attached to the end of the arm and is used to orient a tool fixed to it. The arm, on the other hand, is used to position the wrist and tool. The wrist usually has two or three degrees of freedom and the arm normally has three degrees of freedom, giving the overall robotic system five or six degrees of freedom [9].

One feature of the Carpal wrist which sets it apart from most other robotic wrists is its parallel architecture. A parallel robot has multiple paths from the end effector to ground and some of its joints are passive. The alternative is a serial architecture, where there is a single path to ground and all the joints are active. Most wrists in commercial use today have a serial architecture where the axes of the actuators are orthogonal and intersect at one point. This makes the analysis of the robot simpler. The analysis of parallel robots is generally much more complicated than serial robots and often requires the use of numerical methods to solve the kinematics. This makes online computation, and therefore real-time control, difficult. Another common drawback found in parallel robots is their small workspace. While their truss-like structure often limits their ability to perform large motions, it generally gives parallel robots a much higher strength to weight ratio than their serial counterparts.

The Carpal wrist has several unique features and advantages that make it desirable for use as a ship-motion simulation platform. As mentioned above, the forward and inverse kinematics of the Carpal wrist can be solved in closed-form [21]. Additionally, the Carpal wrist has no
singularities inside its workspace. Singularities, commonly found in both serial and parallel robots, result in the loss of mobility of the robot. Unlike many parallel robots, the Carpal wrist can be designed with a large workspace. The strength of the parallel architecture makes it possible for the Carpal wrist to carry heavy payloads. The open interior allows wires to be run from the basal plate to the distal plate without interference. This feature led to the name of the Carpal wrist since its open interior is similar to the carpal tunnel in the human wrist.

We also considered using a serial robot or a Stewart platform, which is a parallel robot with six degrees of freedom commonly used to provide motion for flight simulators. Both had undesirable features that made them inferior to the Carpal wrist. The Stewart platform has a limited range of motion and more complicated kinematics, and a serial robot would have to be huge to support the weight of a scale model of a crane.

When designing a Carpal wrist there are three important distances that need to be considered. These are the plunge distance, the leg length, and the base length. The plunge distance is the distance from the center of either the distal or basal plate to the center of the wrist. The center of the wrist is defined as the point of intersection of the normal vector passing through the center of the basal plate and the normal vector passing through the center of the distal plate. This point is always located in the midplane, which is defined by the three spherical joints. The leg length is the distance from the center of one revolute joint to the center of the spherical joint on the same leg. The base length is the distance from the center of the basal plate to the center of a basal revolute joint. These distances lead to two kinematic ratios which affect the range of motion of the robot: the plunge ratio \( R_d \) and base-to-leg ratio \( R_b \). The plunge ratio is equal to the plunge distance divided by the leg length and the base-to-leg ratio is defined as the base length divided by the leg length. The ship-motion simulation platform was designed with the same kinematic ratios as the Carpal wrist prototype, although the dimensions of the ship-motion simulation platform are four times larger in order to support a larger payload. The ship-motion simulation platform was
designed with $R_b = 0.375$, $R_d = 0.875$, and a base length of 4.724 inches, making the leg length 12.598 inches.

In addition to making the dimensions larger, we did make several other modifications to the design of the Carpal wrist prototype, shown in Figure 2.2a, in order to make it suitable for a ship-motion simulation platform rather than a robotic wrist. The ship-motion simulation platform is shown in Figure 2.2b. The Carpal wrist prototype was designed with long pushrods and support columns in order to keep the motors away from the wrist structure, which is desirable in a robotic wrist. The pushrods were shortened and the support columns were eliminated in the design of the ship-motion simulation platform since there is no reason to keep the actuators away from the rest of the structure. Eliminating these parts also lowered the center of gravity of the robot, making the platform more stable. The tool on the Carpal wrist prototype was replaced by a distal plate extension and cantilever beams, which support the scale model crane and help to simulate rotation about the center of gravity of the ship. The simulated rotation about the center of gravity of the ship will be explained in more detail in Chapter 3 when the kinematics of the platform are discussed.

The Carpal wrist prototype was actuated using rotary stepper motors with 50:1 reduction gearboxes and a four-bar parallel linkage connecting each gearbox to a basal leg. Stepper motors allow open-loop control, thereby eliminating the need for encoders or other feedback devices, and thus reducing cost. The disadvantages of stepper motors are that they can lose track of their position under heavy loads and they are noisy.

We chose to use rotary DC servo motors to actuate our platform. Closed-loop control is necessary with servo motors, and to facilitate this, encoders were used for feedback purposes. Similar to the Carpal wrist prototype, we used reduction gearboxes and a four-bar parallel linkage to transmit the torque from the motors to the basal legs. A non-parallel four-bar linkage could have been used to further increase the torque on the basal legs. We chose the parallel linkage because, while there is no force generated in the linkage, the input-output relationship is linear. This makes the kinematics and control simpler.
Figure 2.2: Pictures of (a) the Carpal wrist prototype adapted from Ganino [11] and (b) the ship-motion simulation platform.

2.3 Components

Most of the structural members of the platform were machined from aluminum. The only exceptions are the midjoints and all of the pins, which are steel. We chose to use Bayside PG-142-100 Planetary gearheads, which have a 100:1 reduction ratio. The motors used are Baldor MEB-3363 DC servo motors with a continuous torque rating of 11.3 in-lbs and a peak torque of 75 in-lbs. These motors are equipped with 1000 line optical encoders for feedback purposes and a brake to insure that the platform does not move while there is no power to the motors. The amplifiers are Advanced Motion Controls model 50A20 with 25 amps of continuous current and 50 amps peak current. Limit switches were installed to prevent the platform from moving past safe limits and to provide references for calibrating the position of the platform.
2.4 Performance

Quantifying the capabilities of the ship-motion simulation platform is difficult since almost all of the parameters are interdependent. The platform is capable of pitch and roll motions of up to ±20° and heave motions of up to ±6 inches. However, the maximum pitch and roll amplitudes are limited by the heave amplitude since the wrist has less mobility at large plunge ratios. This is illustrated in Figure 2.3. The frequency of the motions is limited by the amplitudes of pitch, roll, and heave. At ±5° of pitch and roll and ±1 inch of heave, the maximum frequencies are about 1 Hz in each pitch, roll, and heave. These maximum frequencies depend on one another. If one frequency was decreased, for example, the other two could be increased. The payload capacity is again dependent on the amplitudes and frequencies of the motions as well as the center of gravity of the payload; however, for reasonable motions, the platform was designed to support a load of over two hundred pounds. Due to the tolerances in the machining of the platform, the accuracy of the platform is again difficult to quantify. The encoders have a resolution of 0.09°. This resolution is increased to 0.0009° due to the 100:1 gearboxes. Unfortunately, this resolution cannot be realized after the gearboxes since the gearboxes have a backlash of approximately 0.17°. Even after adding the errors due to the tolerances in machining to this backlash, it is safe to say that the platform is much more accurate than it needs to be in order to simulate ship motion effectively. The amplitude, frequency, and payload capabilities are also sufficient for the 1/24th scale crane model that was used in our experiments.
Figure 2.3: Workspace of the Carpal wrist for $R_b = 0.667$ and several values of $R_d$. Adapted from Ganino [11]
Chapter 3

Platform Kinematics

3.1 Modeling Ship Motion

In order to accurately simulate the motion of the ship, we must first determine the kinematics between the ship and the motors. The first step is to specify the rigid body motion of the ship with respect to an inertially fixed coordinate system. This motion can be divided into two types: rotational motion and translational motion. It is conventional to specify the rotational motion using three angles: roll, pitch, and yaw. The translational motion is normally specified using three displacements: surge, sway, and heave.

As shown in Figure 3.1, we define a body-fixed coordinate system D, which, in general, is not located at the center of mass of the ship. We also define an earth-fixed system B, which can be considered inertially fixed for this problem. Following the notation in Fossen [10], we specify the rigid-body orientation of the ship using the Euler angles $\phi$, $\theta$, and $\psi$, where $\phi$ is the roll angle, $\theta$ is the pitch angle, and $\psi$ is the yaw angle. The translation of the ship is described by the linear displacements $x$, $y$, and $z$, which represent surge, sway, and heave, respectively. The linear and angular position of the ship is measured in the inertially fixed B
frame. Surge is measured along the $b_1$ axis, sway is measured along the $b_2$ axis, and heave is measured along the $b_3$ axis. The velocity of the ship is specified using six components. The roll rate is $p$, the pitch rate is $q$, and the yaw rate is $r$, while the surge, sway, and heave rates are $u$, $v$, and $w$, respectively. All velocities are measured in the body-fixed D frame. The distal frame is oriented so that $p$ and $u$ are measured along the $d_1$ axis, $q$ and $v$ are measured along the $d_2$ axis, and $r$ and $w$ are measured along the $d_3$ axis.

When simulating the ship motion with the platform, one can think of the distal plate of the platform to be analogous to the ship and the basal plate to be analogous to the earth. Therefore, we fix the D coordinate system to the distal plate and the B coordinate system to the basal plate.

### 3.2 Rotation

We use a 3-2-1 set of Euler angles to describe the orientation of the ship relative to the earth. Starting with the B and D coordinate systems aligned, we rotate the distal plate an angle $\psi$
about \( \mathbf{b}_3 \) to an intermediate coordinate system A. Next we rotate it an angle \( \theta \) about \( \mathbf{a}_2 \) to another intermediate coordinate system C. Finally, we rotate it an angle \( \phi \) about the axis \( \mathbf{c}_1 \) to reach the body-fixed coordinate system D. Writing this in matrix form, we have

\[
\mathbf{d} = \begin{bmatrix}
1 & 0 & 0 \\
0 & c\phi & s\phi \\
0 & -s\phi & c\phi
\end{bmatrix}
\begin{bmatrix}
c\theta & 0 & -s\theta \\
0 & 1 & 0 \\
s\theta & 0 & c\theta
\end{bmatrix}
\begin{bmatrix}
c\psi & s\psi & 0 \\
-s\psi & c\psi & 0 \\
0 & 0 & 1
\end{bmatrix}
\mathbf{b}
\] (3.1)

where \( \mathbf{b} \) and \( \mathbf{d} \) are vectors of the base vectors of the B and D coordinate systems, respectively. We obtain the rotation matrix by multiplying the three simple rotation matrices in Eq. (3.1) together. The result is

\[
\mathbf{d} = \begin{bmatrix}
\cos \theta \psi & \cos \theta \psi & -s\theta \\
\cos \phi \psi \cos \theta - \sin \phi \psi \sin \theta & \cos \phi \psi \sin \theta + \sin \phi \psi \cos \theta & \cos \phi \psi \cos \theta \\
\cos \phi \psi \sin \theta + \sin \phi \psi \cos \theta & -\cos \phi \psi \cos \theta + \sin \phi \psi \sin \theta & \cos \phi \psi \sin \theta - \sin \phi \psi \cos \theta
\end{bmatrix}
\mathbf{b}
\] (3.2)

Now we need to develop the rate kinematics between the two coordinate systems. The angular velocity of coordinate system D with respect to coordinate system B is

\[
^B \omega^D = \dot{\psi} \mathbf{a}_3 + \dot{\theta} \mathbf{c}_2 + \dot{\phi} \mathbf{d}_1
\] (3.3)

The \( \mathbf{a}_3 \) and \( \mathbf{c}_2 \) unit vectors can be expressed in terms of the base vectors of the D coordinate system:

\[
\mathbf{a}_3 = -\sin \theta \mathbf{d}_1 + \sin \phi \cos \theta \mathbf{d}_2 + \cos \phi \cos \theta \mathbf{d}_3
\] (3.4)

\[
\mathbf{c}_2 = \cos \phi \mathbf{d}_2 - \sin \phi \mathbf{d}_3
\] (3.5)
Substituting Eqs. (3.4) and (3.5) into Eq. (3.3) and gathering terms we obtain

\[ B_\omega^D = (\dot{\phi} - \dot{\psi} \sin \theta) \mathbf{d}_1 + (\dot{\psi} \sin \phi \cos \theta + \dot{\theta} \cos \phi) \mathbf{d}_2 + (\dot{\psi} \cos \phi \cos \theta - \dot{\theta} \sin \phi) \mathbf{d}_3 \]  

(3.6)

Rewriting Eq. (3.6) in matrix form and using the fact that \( p, q, \) and \( r \) are the components of the angular velocities in frame \( D \), we obtain the forward rate kinematics:

\[
\begin{pmatrix}
p \\
q \\
r
\end{pmatrix} =
\begin{bmatrix}
-\sin \theta & 0 & 1 \\
\sin \phi \cos \theta & \cos \phi & 0 \\
\cos \phi \cos \theta & -\sin \phi & 0
\end{bmatrix}
\begin{pmatrix}
\dot{\psi} \\
\dot{\theta} \\
\dot{\phi}
\end{pmatrix}
\]  

(3.7)

We can find the inverse rate kinematics by simply inverting Eq. (3.7):

\[
\begin{pmatrix}
\dot{\psi} \\
\dot{\theta} \\
\dot{\phi}
\end{pmatrix} = \frac{1}{\cos \theta}
\begin{bmatrix}
0 & \sin \phi & \cos \phi \\
0 & \cos \phi \cos \theta & -\sin \phi \cos \theta \\
\cos \theta & \sin \phi \sin \theta & \cos \phi \sin \theta
\end{bmatrix}
\begin{pmatrix}
p \\
q \\
r
\end{pmatrix}
\]  

(3.8)

We see that a singularity exists at \( \theta = \pm 90^\circ \), but this condition cannot be physically reached without capsizing the ship. We must integrate Eq. (3.8) to find the Euler angles as functions of time.

### 3.3 Perturbation Solution

If the angular rates are sinusoidal and lead to small angular displacements, we can find approximate analytic solutions for the Euler angles using a straightforward expansion [13].
Let us assume that the roll, pitch, and yaw rates are given by

\[ p = A_1\Omega_1 \cos \Omega_1 t \]
\[ q = A_2\Omega_2 \cos \Omega_2 t \]
\[ r = 0 \]  

We set the yaw rate equal to zero in Eqs. (3.9) since the platform is not capable of performing this motion.

We expand Eq. (3.8) in a Taylor series about \( \phi = \theta = \psi = 0 \), keep terms up to third order, and obtain

\[ \dot{\psi} = r + q\phi + \frac{1}{2}r\theta^2 - \frac{1}{2}r\phi^2 \]
\[ \dot{\theta} = q - r\phi - \frac{1}{2}q\phi^2 \]
\[ \dot{\phi} = p + r\theta + q\theta\phi \]  

Substituting Eqs. (3.9) into Eqs. (3.10) and specifying that the coordinate systems are aligned at \( t = 0 \), we have

\[ \dot{\psi} = A_2\Omega_2 \phi \cos \Omega_2 t \]
\[ \dot{\theta} = A_2\Omega_2 \cos \Omega_2 t - \frac{1}{2}A_2\Omega_2\phi^2 \cos \Omega_2 t \]
\[ \dot{\phi} = A_1\Omega_1 \cos \Omega_1 t + A_2\Omega_2 \theta \phi \cos \Omega_2 t \]  

We introduce a bookkeeping parameter \( \epsilon \) and let

\[ A_1 = \epsilon A_1 \]
\[ A_2 = \epsilon A_2 \]
Now we assume a solution in the form

\[ \psi(t; \epsilon) = \epsilon \psi_1(t) + \epsilon^2 \psi_2(t) + \epsilon^3 \psi_3(t) + \ldots \]

\[ \theta(t; \epsilon) = \epsilon \theta_1(t) + \epsilon^2 \theta_2(t) + \epsilon^3 \theta_3(t) + \ldots \]  \hspace{1cm} (3.13)

\[ \phi(t; \epsilon) = \epsilon \phi_1(t) + \epsilon^2 \phi_2(t) + \epsilon^3 \phi_3(t) + \ldots \]

Substituting Eqs. (3.12) and (3.13) into Eqs. (3.11) we obtain

\[ \epsilon \dot{\psi}_1 + \epsilon^2 \dot{\psi}_2 + \epsilon^3 \dot{\psi}_3 = \epsilon^2 \phi_1 A_2 \Omega_2 \cos \Omega_2 t + \epsilon^3 \phi_2 A_2 \Omega_2 \cos \Omega_2 t \]

\[ \epsilon \dot{\theta}_1 + \epsilon^2 \dot{\theta}_2 + \epsilon^3 \dot{\theta}_3 = \epsilon A_2 \Omega_2 \cos \Omega_2 t - \epsilon^3 \frac{1}{2} \phi_1^2 A_2 \Omega_2 \cos \Omega_2 t \]  \hspace{1cm} (3.14)

\[ \epsilon \dot{\phi}_1 + \epsilon^2 \dot{\phi}_2 + \epsilon^3 \dot{\phi}_3 = \epsilon A_1 \Omega_1 \cos \Omega_1 t + \epsilon^3 \phi_1 \theta_1 A_2 \Omega_2 \cos \Omega_2 t \]

Equating coefficients of like powers of \( \epsilon \) yields

**Order \( \epsilon^1 \):**

\[ \dot{\psi}_1 = 0 \]

\[ \dot{\theta}_1 = A_2 \Omega_2 \cos \Omega_2 t \]  \hspace{1cm} (3.15)

\[ \dot{\phi}_1 = A_1 \Omega_1 \cos \Omega_1 t \]

**Order \( \epsilon^2 \):**

\[ \dot{\psi}_2 = \phi_1 A_2 \Omega_2 \cos \Omega_2 t \]

\[ \dot{\theta}_2 = 0 \]  \hspace{1cm} (3.16)

\[ \dot{\phi}_2 = 0 \]

and

**Order \( \epsilon^3 \):**

\[ \dot{\psi}_3 = \phi_2 A_2 \Omega_2 \cos \Omega_2 t \]

\[ \dot{\theta}_3 = -\frac{1}{2} \phi_1^2 A_2 \Omega_2 \cos \Omega_2 t \]  \hspace{1cm} (3.17)

\[ \dot{\phi}_3 = \theta_1 \phi_1 A_2 \Omega_2 \cos \Omega_2 t \]
The first-order solution is

\[
\psi_1 = C_1 \\
\theta_1 = C_2 + A_2 \sin \Omega_2 t \\
\phi_1 = C_3 + A_1 \sin \Omega_1 t
\] (3.18)

Now we substitute Eqs. (3.18) into Eqs. (3.16) and obtain

\[
\dot{\psi}_2 = (C_3 + A_1 \sin \Omega_1 t)A_2 \Omega_2 \cos \Omega_2 t \\
\dot{\theta}_2 = 0 \\
\dot{\phi}_2 = 0
\] (3.19)

The particular solution of the last two of Eqs. (3.19) is

\[
\theta_2 = 0 \\
\phi_2 = 0
\] (3.20)

The first of Eqs. (3.19) can be rewritten as

\[
\dot{\psi}_2 = C_3 A_2 \Omega_2 \cos \Omega_2 t + \frac{1}{2} A_1 A_2 \Omega_2 \{ \sin[(\Omega_1 - \Omega_2)t] + \sin[(\Omega_1 + \Omega_2)t] \} \] (3.21)

There are two cases that should be considered: \( \Omega_1 = \Omega_2 \), and \( \Omega_1 \neq \Omega_2 \). For the case \( \Omega_1 = \Omega_2 \), Eq. (3.21) reduces to

\[
\dot{\psi}_2 = C_3 A_2 \Omega_2 \cos \Omega_2 t + \frac{1}{2} A_1 A_2 \Omega_2 \sin(2\Omega_2 t)
\] (3.22)

The solution of Eq. (3.22) is

\[
\psi_2 = A_2 C_3 \sin \Omega_2 t - \frac{1}{4} A_1 A_2 \cos(2\Omega_2 t)
\] (3.23)
For the case $\Omega_1 \neq \Omega_2$, the solution of Eq. (3.21) is

$$\psi_2 = C_3A_2 \sin \Omega_2 t - \frac{A_1A_2\Omega_2}{2(\Omega_1 + \Omega_2)} \cos[(\Omega_1 + \Omega_2)t] - \frac{A_1A_2\Omega_2}{2(\Omega_1 - \Omega_2)} \cos[(\Omega_1 - \Omega_2)t]$$

(3.24)

In either case the third-order equations become

$$\dot{\psi}_3 = 0$$

$$\dot{\theta}_3 = -\frac{1}{4} A_1^2 A_2 \cos \Omega_2 t - \frac{1}{2} C_3^2 A_2 \cos \Omega_2 t$$

$$+ \frac{1}{8} A_1^2 A_2 \cos[(2\Omega_1 - \Omega_2)t] + \frac{1}{8} A_1^2 A_2 \cos[(2\Omega_1 + \Omega_2)t]$$

$$- \frac{1}{2} C_3 A_1 A_2 \sin[(\Omega_1 - \Omega_2)t] - \frac{1}{2} C_3 A_1 A_2 \sin[(\Omega_1 + \Omega_2)t]$$

(3.25)

$$\dot{\phi}_3 = C_3 C_2 A_2 \cos \Omega_2 t + \frac{1}{4} A_1 A_2^2 \cos[(\Omega_1 - 2\Omega_2)t]$$

$$- \frac{1}{4} A_1 A_2^2 \cos[(\Omega_1 + 2\Omega_2)t] + \frac{1}{2} C_3 A_2^2 \sin 2\Omega_2 t$$

$$+ \frac{1}{2} C_2 A_1 A_2 \sin[(\Omega_1 - \Omega_2)t] + \frac{1}{2} C_2 A_1 A_2 \sin[(\Omega_1 + \Omega_2)t]$$

We must consider four cases here: $\Omega_1 = \frac{1}{2} \Omega_2$, $\Omega_1 = \Omega_2$, $\Omega_1 = 2 \Omega_2$, and $\Omega_1 \neq \frac{1}{2} \Omega_2$, $\Omega_2$, or $2 \Omega_2$. For $\Omega_1 = \frac{1}{2} \Omega_2$, the third-order particular solution is

$$\psi_3 = 0$$

$$\theta_3 = -\frac{1}{4} A_1^2 A_2 \sin \Omega_2 t - \frac{1}{2} C_3^2 A_2 \sin \Omega_2 t + \frac{1}{8} A_1^2 A_2 \Omega_2 t$$

$$+ \frac{1}{16} A_1^2 A_2 \sin 2\Omega_2 t - C_3 A_1 A_2 \cos \frac{\Omega_2}{2} t + \frac{1}{3} C_3 A_1 A_2 \cos \frac{3\Omega_2}{2} t$$

(3.26)

$$\phi_3 = C_2 C_3 A_2 \sin \Omega_2 t + \frac{1}{6} A_1 A_2^2 \sin \frac{3\Omega_2}{2} t - \frac{1}{10} A_1 A_2^2 \sin \frac{5\Omega_2}{2} t$$

$$- \frac{1}{4} C_3 A_2^2 \cos 2\Omega_2 t + C_2 A_1 A_2 \cos \frac{\Omega_2}{2} t - \frac{1}{3} C_2 A_1 A_2 \cos \frac{3\Omega_2}{2} t$$
Substituting Eqs. (3.18), (3.20), (3.24), and (3.26) into Eqs. (3.13) and setting $\epsilon = 1$ yields

$$
\psi = C_1 + A_1 A_2 \cos \left( \frac{\Omega_2}{2} t - \frac{1}{3} A_1 A_2 \cos \frac{3\Omega_2}{2} t \right) + C_3 A_2 \sin \Omega_2 t
$$

$$
\theta = C_2 + A_2 \sin \Omega_2 t + \frac{1}{8} A_1^2 A_2 \Omega_2 t - C_3 A_1 A_2 \cos \frac{\Omega_2}{2} t + \frac{1}{3} C_3 A_1 A_2 \cos \frac{3\Omega_2}{2} t
$$

$$
- \frac{1}{4} A_1^2 A_2 \sin \Omega_2 t - \frac{1}{2} C_3^2 A_2 \sin \Omega_2 t + \frac{1}{16} A_1^2 A_2 \sin 2\Omega_2 t
$$

$$
\phi = C_3 + A_1 \sin \left( \frac{\Omega_2}{2} t + \frac{1}{2} C_2 A_1 A_2 \cos \frac{\Omega_2}{2} t - \frac{1}{3} C_2 A_1 A_2 \cos \frac{3\Omega_2}{2} t \right)
$$

$$
- \frac{1}{4} C_3 A_2^2 \cos 2\Omega_2 t + C_2 C_3 A_2 \sin \Omega_2 t + \frac{1}{6} A_1 A_2^2 \sin \frac{3\Omega_2}{2} t - \frac{1}{10} A_1 A_2^2 \sin \frac{5\Omega_2}{2} t
$$

Now we can solve for the constants by applying the initial conditions to the equations above.

The constants are

$$
C_1 = -\frac{2}{3} A_1 A_2
$$

$$
C_2 = 0
$$

$$
C_3 = 0
$$

Substituting these constants into Eqs. (3.27) we obtain the following solution:

$$
\psi = -\frac{2}{3} A_1 A_2 + A_1 A_2 \cos \left( \frac{\Omega_2}{2} t - \frac{1}{3} A_1 A_2 \cos \frac{3\Omega_2}{2} t \right)
$$

$$
\theta = A_2 \sin \Omega_2 t + \frac{1}{8} A_1^2 A_2 \Omega_2 t - \frac{1}{4} A_1^2 A_2 \sin \Omega_2 t + \frac{1}{16} A_1^2 A_2 \sin 2\Omega_2 t
$$

$$
\phi = A_1 \sin \left( \frac{\Omega_2}{2} t + \frac{1}{6} A_1 A_2^2 \sin \frac{3\Omega_2}{2} t - \frac{1}{10} A_1 A_2^2 \sin \frac{5\Omega_2}{2} t \right)
$$
For the case $\Omega_1 = \Omega_2$, the third-order particular solution is

$$
\psi_3 = 0
$$

$$
\theta_3 = -\frac{1}{4}A_1^2 A_2 \sin \Omega_2 t - \frac{1}{2} C_3 A_2 \sin \Omega_2 t + \frac{1}{8} A_1^2 A_2 \sin \Omega_2 t \\
+ \frac{1}{24} A_1^2 A_2 \sin 3\Omega_2 t + \frac{1}{4} C_3 A_1 A_2 \cos 2\Omega_2 t
$$

$$
\phi_3 = C_2 C_3 A_2 \sin \Omega_2 t + \frac{1}{4} A_1 A_2^2 \sin \Omega_2 t - \frac{1}{12} A_1 A_2^2 \sin 3\Omega_2 t \\
- \frac{1}{4} C_3 A_2^2 \cos 2\Omega_2 t - C_2 A_1 A_2 \cos 2\Omega_2 t
$$

(3.30)

Substituting the first, second, and third-order solutions into Eqs. (3.13), setting $\epsilon = 1$, and solving for the constants of integration, we find that the solution for the case $\Omega_1 = \Omega_2$ is

$$
\psi = \frac{1}{4} A_1 A_2 - \frac{1}{4} A_1 A_2 \cos 2\Omega_2 t
$$

$$
\theta = A_2 \sin \Omega_2 t - \frac{1}{8} A_1^2 A_2 \sin \Omega_2 t + \frac{1}{3} A_1^2 A_2 \sin 3\Omega_2 t
$$

$$
\phi = A_1 \sin \Omega_2 t + \frac{1}{4} A_1 A_2^2 \sin \Omega_2 t - \frac{1}{3} A_1 A_2^2 \sin 3\Omega_2 t
$$

(3.31)

For the case $\Omega_1 = 2\Omega_2$, the third-order particular solution is

$$
\psi_3 = 0
$$

$$
\theta_3 = -\frac{1}{4} A_1^2 A_2 \sin \Omega_2 t - \frac{1}{2} C_3 A_2 \sin \Omega_2 t + \frac{1}{24} A_1^2 A_2 \sin 3\Omega_2 t \\
+ \frac{1}{40} A_1^2 A_2 \sin 5\Omega_2 t + \frac{1}{2} C_3 A_1 A_2 \cos \Omega_2 t + \frac{1}{6} C_3 A_1 A_2 \cos 3\Omega_2 t
$$

$$
\phi_3 = C_2 C_3 A_2 \sin \Omega_2 t + \frac{1}{4} A_1 A_2^2 \Omega_2 t - \frac{1}{16} A_1 A_2^2 \sin 4\Omega_2 t \\
- \frac{1}{4} C_3 A_2^2 \cos 2\Omega_2 t - \frac{1}{2} C_2 A_1 A_2 \cos \Omega_2 t - \frac{1}{6} C_2 A_1 A_2 \cos 3\Omega_2 t
$$

(3.32)

Following the same procedure as in the first and second cases, we find the solution for the
case \( \Omega_1 = 2\Omega_2 \):

\[
\psi = \frac{2}{3}A_1A_2 - \frac{1}{2}A_1A_2 \cos \Omega_2 t - \frac{1}{6}A_1A_2 \cos 3\Omega_2 t
\]

\[
\theta = A_2 \sin \Omega_2 t - \frac{1}{4}A_1^2A_2 \sin \Omega_2 t + \frac{1}{24}A_1^2A_2 \sin 3\Omega_2 t + \frac{1}{40}A_1^2A_2 \sin 5\Omega_2 t
\]

\[
\phi = A_1 \sin 2\Omega_2 t + \frac{1}{4}A_1A_2^2 \Omega_2 t - \frac{1}{16}A_1A_2^2 \sin 4\Omega_2 t
\] (3.33)

Finally, for the case \( \Omega_1 \neq \frac{1}{2}\Omega_2, \Omega_2, \text{ or } 2\Omega_2 \), the third-order particular solution is

\[
\psi_3 = 0
\]

\[
\theta_3 = -\frac{1}{4}A_1^2A_2 \sin \Omega_2 t - \frac{1}{2}C_3^2A_2 \sin \Omega_2 t + \frac{A_1^2A_2 \Omega_2}{8(2\Omega_1 - \Omega_2)} \sin[(2\Omega_1 - \Omega_2)t]
\]

\[
+ \frac{A_1^2A_2 \Omega_2}{8(2\Omega_1 + \Omega_2)} \sin[(2\Omega_1 + \Omega_2)t] + \frac{C_3A_1A_2 \Omega_2}{2(\Omega_1 - \Omega_2)} \cos[(\Omega_1 - \Omega_2)t]
\]

\[
+ \frac{C_3A_1A_2 \Omega_2}{2(\Omega_1 + \Omega_2)} \cos[(\Omega_1 + \Omega_2)t]
\]

\[
\phi_3 = C_2C_3A_2 \sin \Omega_2 t + \frac{A_1A_2^2 \Omega_2}{4(\Omega_1 - 2\Omega_2)} \sin[(\Omega_1 - 2\Omega_2)t]
\]

\[
- \frac{A_1A_2^2 \Omega_2}{4(\Omega_1 + 2\Omega_2)} \sin[(\Omega_1 + 2\Omega_2)t] - \frac{1}{4}C_3A_2 \cos 2\Omega_2 t
\]

\[
- \frac{C_2A_1A_2 \Omega_2}{2(\Omega_1 - \Omega_2)} \cos[(\Omega_1 - \Omega_2)t] - \frac{C_2A_1A_2 \Omega_2}{2(\Omega_1 + \Omega_2)} \cos[(\Omega_1 + \Omega_2)t]
\] (3.34)

Once again, following the same procedure as above, the solution for the case \( \Omega_1 \neq \frac{1}{2}\Omega_2, \Omega_2, \)
or $2\Omega_2$ is

$$
\psi = \frac{A_1A_2\Omega_1\Omega_2}{(\Omega_1 - \Omega_2)(\Omega_1 + \Omega_2)} - \frac{A_1A_2\Omega_2}{2(\Omega_1 - \Omega_2)} \cos[(\Omega_1 - \Omega_2)t] \\
- \frac{A_1A_2\Omega_2}{2(\Omega_1 + \Omega_2)} \cos[(\Omega_1 + \Omega_2)t]
$$

$$
\theta = A_2 \sin \Omega_2 t - \frac{1}{4} A_1^2 A_2 \sin \Omega_2 t + \frac{A_1^2 A_2 \Omega_2}{8(2\Omega_1 - \Omega_2)} \sin[(2\Omega_1 - \Omega_2)t] \\
+ \frac{A_1^2 A_2 \Omega_2}{8(2\Omega_1 + \Omega_2)} \sin[(2\Omega_1 + \Omega_2)t] \\
\phi = A_1 \sin \Omega_1 t + \frac{A_1 A_2^2 \Omega_2}{4(\Omega_1 - 2\Omega_2)} \sin[(\Omega_1 - 2\Omega_2)t] - \frac{A_1 A_2^2 \Omega_2}{4(\Omega_1 + 2\Omega_2)} \sin[(\Omega_1 + 2\Omega_2)t]
$$

We can substitute Eqs. (3.9) into Eq. (3.8), numerically integrate, and compare the results to our analytic solutions in order to check the accuracy of our solutions. Figure 3.2 shows the comparison of the numerical solutions to the analytic solutions. The case $\Omega_1 = \Omega_2 = 0.5$ Hz is shown in plots (a), (b), and (c), while the case $\Omega_1 = 2\Omega_2 = 1$ Hz is shown in (d), (e), and (f). The amplitudes are $A_1 = 5.0^\circ$ and $A_2 = 2.5^\circ$ in both cases. Dashed lines are the approximate analytic solution and the solid lines are the numerical solution. In both cases the difference between the two solutions is not visible.
Depending on the ratio between the frequencies of the body-fixed angular velocities, we can substitute the solutions in Eqs. (3.29), (3.31), (3.33), or (3.35) into the rotation matrix in Eq. (3.2) and obtain the orientation of the D coordinate frame as a function of time for sinusoidal roll and pitch rates. This is advantageous if we want to make online calculations.

### 3.4 Other Methods

For more complicated roll and pitch rate functions, we may not necessarily be able to find a good analytic approximation. In this case we could resort to numerically integrating Eq. (3.8). This may have to be done off-line since numerical integration would require more CPU time than the closed-form solutions.

Finally, we may want to use discrete data for our roll and pitch rates. Such data could be the output from computer simulations of ship motion or data from real ships. In this case we could simply solve Eq. (3.8) at each time step and generate a table of the Euler angle values at each time step.

### 3.5 Translation

The next step is to determine the correct translation of the origin of the D coordinate frame. In terms of the platform, this means we need to find the plunge distance as a function of time. The plunge distance will depend on the heave, the rotation matrix, and the location of the center of gravity of the ship.

Figure 3.3a shows a schematic diagram of the carpal wrist. We start with the coordinate systems B and D having the same orientation. Point G is the simulated center of gravity of the ship. The location of this point can be calculated by multiplying the dimensions of the actual ship by the scale ratio of the model crane. The distal plate extension was designed to
increase the vertical distance between the crane and the initial midplane of the wrist so that the center of gravity could be located in the initial midplane at the start of the simulation. The cantilever beams mentioned in Chapter 2 can be adjusted to change the location of the crane relative to the distal plate in the horizontal plane. Thus, they allow more freedom in the choice of the location of the simulated center of gravity.

A vector $\mathbf{BG} = (G_x, G_y, -p_d(0) - h(t))$ locates the simulated center of gravity with respect to the B coordinate system, where $p_d(0)$ is the initial plunge distance and $h(t)$ is the heave. The vector $\mathbf{GD}' = (-G_x, -G_y, -p_d(0))$ locates initial position of the origin of the D coordinate system with respect to the simulated center of gravity. Multiplying by the rotation matrix gives us the vector locating the origin of the D coordinate system with respect to the simulated center of gravity at any time:

$$\mathbf{GD} = [\mathbf{R}] \mathbf{GD}'$$  \hspace{1cm} (3.36)
Adding the negative of the $z$ components of the $\mathbf{BG}$ and the $\mathbf{GD}$ vectors, we find the height of the origin of the $D$ coordinate frame above the basal plate:

$$z(t) = p_d(0) + h(t) - \mathbf{GD} \cdot \mathbf{b}_3$$  \hspace{1cm} (3.37)

Now that $z(t)$ is known, we can find the plunge distance as a function of time. As shown in Figure 3.3b, the platform can be represented schematically as two links connected by a spherical joint at the center of the wrist. Examining this model, we see that

$$z(t) = p_d(t) + p_d(t) \cos \gamma$$  \hspace{1cm} (3.38)

Since we know that

$$\cos \gamma = (\mathbf{b}_3 \cdot \mathbf{d}_3)$$  \hspace{1cm} (3.39)

Eq (3.38) can be rewritten as

$$z(t) = p_d(t) + p_d(t)(\mathbf{b}_3 \cdot \mathbf{d}_3)$$  \hspace{1cm} (3.40)

Solving for the plunge distance, we find

$$p_d(t) = \frac{z(t)}{1 + \mathbf{b}_3 \cdot \mathbf{d}_3}$$  \hspace{1cm} (3.41)

While this plunge distance will produce the correct heave motion of the platform, it may introduce small sway and surge motions as well. This is due to the fact that for $\gamma \neq 0$, the platform does not move purely in the negative $\mathbf{b}_3$ direction as we increase the heave. However, the surge and sway motions will be very small for small values of $\gamma$.

Knowledge of the rotation matrix and plunge distance as functions of time is sufficient to continue with the kinematics developed in Ganino [11]. These kinematics determine the
angles of the three input links of the four bar linkages required to produce a given rotation matrix and plunge distance. Once these three angles are found we can move on to the control of the platform.
Chapter 4

Platform Control

4.1 Controller Selection

We must now develop an algorithm which controls the positions of the motor shafts according to the desired input link angles found with the inverse kinematics. As mentioned in Chapter 2 this must be a closed-loop (or feedback) control system since we are using DC servo motors.

Control systems are generally divided into two categories: regulators and servomechanisms [19]. Regulators attempt to maintain a constant value of the controlled variable while servomechanisms attempt to track a reference signal which is changing with time [19]. Since each of the three desired motor positions will, in general, be changing with time we will need to choose a controller in the servomechanism class. The most common and probably the easiest to design is the proportional-plus-integral-plus-derivative (PID) compensator. For these reasons we examined this controller first and found that it performed very well in this application.

The PID compensator uses an error between two variables to generate a signal which is fed to the part of the system that is to be controlled, known as the plant. The input to the PID
The PID compensator is an error signal \(e(t)\), which is defined by

\[
e(t) = r(t) - c(t)
\]  

where \(r(t)\) is the reference signal and \(c(t)\) is the actual value of the controlled variable. The output of the PID compensator \(m(t)\) is a function of this error signal and is given by

\[
m(t) = K_P e(t) + K_I \int e(t)dt + K_D \dot{e}(t)
\]  

where \(K_P\), \(K_I\), and \(K_D\) are constant gains. A block diagram of a PID compensated system is shown in Figure 4.1.

The PID compensator is a single input, single output (SISO) controller. Therefore, we must analyze each axis of the robot individually. A block diagram of one axis of the ship-motion simulation platform is shown in Figure 4.2. In this system the encoder on each motor is used to read the position of the motor shaft. Knowing the gear ratio in the gearbox, we can easily calculate the actual position of the input link of the four-bar linkage, which we will
denote as $\theta_{act}$. The desired position of the input link $\theta_{ref}$ can be calculated using the inverse kinematics detailed in Chapter 3. The error between these two signals is calculated using Eq. (4.1) and the output of the PID controller is calculated using Eq. (4.2). In our case the output of the PID compensator is a voltage sent to the servo motor amplifier, which can be considered part of the plant. The motor and the platform constitute the remainder of the plant.

4.2 Root-Locus Analysis

The root locus is a plot of the location of the poles of a closed-loop transfer function in the $s$-plane as some system parameter is varied. Since the locations of the poles of a system reveal information about the behavior of the system, the root locus is a very useful design tool. Once a root locus has been generated, a designer can choose the location of any pole in the system and find the corresponding control parameter value and the positions of the other poles.

A block diagram of a general system with a control parameter is shown in Figure 4.3. The closed-loop transfer function $G_{CL}(s)$ of this system is

$$G_{CL}(s) = \frac{K G_C(s) G_P(s)}{1 + K G_C(s) G_P(s)}$$  \hspace{1cm} (4.3)
where $K$ is a real-valued control parameter with $0 < K < \infty$, $G_C(s)$ is the transfer function of the compensator, and $G_P(s)$ is the transfer function of the plant [19]. The root locus is generated by solving for the roots of the characteristic equation as the control parameter $K$ is varied. The characteristic equation

$$1 + KG_C(s)G_P(s) = 0 \quad (4.4)$$

is found by setting the denominator of the closed-loop transfer function equal to zero.

We must choose the values of the three gains, $K_P$, $K_I$, and $K_D$, in the PID controller. If we first choose the ratios $\frac{K_P}{K_D}$ and $\frac{K_I}{K_D}$, we can design the PID compensator using the root-locus procedure. Each gain has a certain effect on the system: $K_P$ affects the speed of the response, $K_I$ affects the steady-state error in the system, and $K_D$ affects the transient response of the system. We elected to set $K_I = 0$ because we found in our experiments that acceptable steady-state errors were achievable without this gain. This reduces our control algorithm to a PD compensator.

In order to use the root-locus procedure, we first need to develop a transfer function for our system. Since the platform has three motors, we will need three independent PD controllers, one for each motor. This requires the assumption that each motor can be modeled independently of the other two motors. In other words, when analyzing one motor, we assumed that the other two were not moving. In order to derive a transfer function for our system, we found a transfer function for each block in the block diagram shown in Figure 4.2 and then
combined them to find the overall system transfer function.

First, we will derive the transfer function of the PD compensator. The Laplace transform of Eq. (4.2) is

\[ M(s) = K_P E(s) + K_I \frac{1}{s} E(s) + K_D s E(s) \]  \hspace{1cm} (4.5)

Setting \( K_I = 0 \) and rearranging gives us the transfer function for a PD compensator:

\[ G_C(s) = \frac{M(s)}{E(s)} = K_P + K_D s \]  \hspace{1cm} (4.6)

It is useful to rewrite this equation as

\[ G_C(s) = K_D (a + s) \]  \hspace{1cm} (4.7)

where \( a = \frac{K_P}{K_D} \). When one designs with the root-locus procedure, the ratio \( a \) between the gains can be chosen first. The controller introduces a zero in the root locus at \( (-a, 0) \). After the value of \( a \) is chosen, \( K_D \) can be used as the control variable in the root-locus procedure.

Next, we consider the amplifier. Since the amplifier dynamics are much faster than the dynamics of the rest of the system, we will simply treat the amplifier block as a constant gain. We can write

\[ v_m(t) = K_a v_a(t) \]  \hspace{1cm} (4.8)

where \( v_m(t) \) is the output voltage of the amplifier, \( K_a \) is the amplifier gain, and \( v_a(t) \) is the input voltage to the amplifier. Taking the Laplace transform of Eq. (4.8) and rearranging yields the amplifier transfer function:

\[ G_A(s) = \frac{V_m(s)}{V_a(s)} = K_a \]  \hspace{1cm} (4.9)
The platform can be modeled as an inertia attached to the motor shaft; therefore, we will model the motor and platform together. For a DC servo motor with a constant field flux, the motor torque $T$ is proportional to the armature current $i$: 

$$T(t) = K_m i(t)$$

where $K_m$ is the motor torque constant [19]. Using Kirchhoff’s Voltage Law to sum voltages around the armature circuit shown in Figure 4.4, we find that 

$$v_m(t) = Ri(t) + L \frac{di(t)}{dt} + v_b(t)$$

where $v_m(t)$ is the voltage applied across the motor armature, $R$ is the armature resistance, $L$ is the armature inductance, and $v_b(t)$ is the back-$emf$ voltage. The back-$emf$ voltage is generated due to the rotational motion of the motor armature and is proportional to the angular velocity of the motor shaft. Thus, 

$$v_b(t) = K_b \frac{d\theta(t)}{dt}$$

where $K_b$ is the back-$emf$ constant. Most servo motors have a very small inductance and accordingly this term is often set equal to zero in order to simplify the equations. Assuming that $L = 0$, substituting Eq. (4.12) into Eq. (4.11), and solving for the armature current, we
find
\[
    i(t) = \frac{1}{R} \left[ v_m(t) - K_b \frac{d\theta(t)}{dt} \right]
\]  
(4.13)

Substituting this equation into Eq. (4.10) we obtain
\[
    T(t) = \frac{K_m}{R} \left[ v_m(t) - K_b \frac{d\theta(t)}{dt} \right]
\]  
(4.14)

Assuming no friction or air resistance and summing the moments on the motor shaft yields
\[
    T(t) = I \frac{d^2\theta(t)}{dt}
\]  
(4.15)

where I is the mass moment of inertia of the motor shaft plus the inertia due to the platform.

Substituting Eq. (4.15) into Eq. (4.14) gives us
\[
    I \frac{d^2\theta(t)}{dt} = \frac{K_m}{R} \left[ v_m(t) - K_b \frac{d\theta(t)}{dt} \right]
\]  
(4.16)

Taking the Laplace transform of this equation yields
\[
    Is^2\Theta(s) = \frac{K_m}{R} [V_m(s) - K_b s \Theta(s)]
\]  
(4.17)

Rearranging Eq. (4.17) yields the transfer function of the motor and platform \(G_{MP}(s)\):
\[
    G_{MP}(s) = \frac{\Theta(s)}{V_m(s)} = \frac{K_m}{RI s^2 + K_m K_b s} 
\]  
(4.18)

The transfer function of the plant \(G_P(s)\) is
\[
    G_P(s) = G_A(s) G_{MP}(s) = \frac{K_m K_a}{RI s^2 + K_m K_b s} 
\]  
(4.19)
Using Eq. (4.3) and setting $K = 1$ we find the closed-loop transfer function $G_{CL}(s)$:

$$G_{CL}(s) = \frac{G_C(s)G_P(s)}{1 + G_C(s)G_P(s)} = \frac{K_D K_a K_m (a + s)}{R I s^2 + K_m K_b s + K_D K_a K_m (a + s)} \quad (4.20)$$

The values of the constants for the Baldor motors that we used are $R = 1.2 \ \Omega$, $K_m = 0.381 \ \text{N} \cdot \text{m} / \text{A}$, $K_b = 0.381 \ \text{N} \cdot \text{m} / \text{A}$, and $L = 4.6 \ \text{mH}$. The amplifier gain was set equal to $K_a = 9$. The moment of inertia used for our model was $I = 16.43 \times 10^{-4} \ \text{kg} \cdot \text{m}^2$. This represents the inertia of the motor shaft plus the inertia of the gearbox. The inertia of the gearbox was considered sufficient to represent the entire platform for the purpose of designing the PD controller.

Root loci were drawn for several values of $a$ and are shown in Figure 4.5. As $a$ is increased note the change in the location of the zero, indicated by the circle ($\circ$). The open-loop poles are indicated by $x$’s. The location of the closed-loop poles on the locus is determined by the value of the control parameter $K_D$. Gains were calculated for several combinations of $a$ and $K_D$. We tried to choose a value of $K_D$ which would locate the closed-loop poles at angles of $\pm 45^\circ$ from the negative real axis. This location corresponds to a damping ratio of 0.707. The smoothest operation of the platform was found using $a = 800$ and $K_D = 0.00244$. A root locus for $a = 800$ is shown in Figure 4.6. The closed-loop poles are located at the open-loop poles for $K = 0$. The arrows indicate the direction of travel of the poles along
the root locus as $K_D$ is increased. At $K = \infty$, one pole goes to the zero and the other goes to negative infinity on the real axis. The location of the poles corresponding to a value of $K_D = 0.00244$ are marked by the squares (■). We notice that these poles are located approximately $\pm 45^\circ$ from the negative real axis. With $K_D = 0.00244$ and $a = 800$, we find that $K_P = 1.95$. Figure 4.7 shows the step response of the closed-loop model with $K_P = 1.95$ and $K_D = 0.00244$.

### 4.3 Hardware

A commercial servo control board installed in a desktop computer was used to execute the control algorithm. The control board is capable of controlling up to four axes of motion simultaneously. This includes the ability to read four encoders and output four 16-bit resolution analog control signals to the amplifiers. The board also accepts limit and home switch signals and has eight general purpose digital inputs and outputs. The general purpose digital
Figure 4.7: Step response of the closed-loop system with $K_D = 0.00244$ and $K_P = 1.95$.

inputs and outputs are used to control the motor brakes and read amplifier fault signals. The computer used is a Pentium II 266 MHz machine with 64 MB of RAM.

4.4 Software

The kinematics developed in the previous chapter and the control algorithm developed in this chapter were programmed in C as a DOS application. A flowchart of the main portion of the code is shown in Figure 4.8. The user is first given an opportunity to change the motion parameters from the default values. These parameters include amplitudes, frequencies, and the runtime. Next the program uses the kinematics developed in Chapter 3 to calculate the desired motor positions and velocities at each time step and saves these values in data files. The software calculates and stores these values before the main loop is entered in order to enable smaller time steps, which improves the quality of the motion. When these calculations have been completed, the software begins a homing routine which calibrates the position of the platform. In this routine each motor drives its associated basal leg upward until it reaches the upper limit switch. The encoder counts are then zeroed and the motors lower each leg
Figure 4.8: Flowchart for the control software.
an equal distance placing the platform at a position near the center of the workspace. The encoder counts are zeroed again at this position. Now the ship-motion simulation loop is entered. At each time step the code reads information from the control board including the encoder positions, the states of the limit switch inputs, and the states of the general purpose inputs. The code checks for faults such as an amplifier fault or a limit switch that has been triggered. If one or more faults are detected the program is terminated immediately. If no faults have occurred, the actual motor velocities are calculated numerically using position data saved from the past several time steps. Next, the desired motor positions and velocities are read from the data files and the position and velocity errors are calculated and used as inputs to the PD controllers. The output from the PD controllers is written to registers on the control board. The board automatically converts the digital values to analog voltages which are sent to the motor amplifiers. Finally, the code compares the current time to the total requested runtime. If the current time is less than the total runtime the loop is continued. If the current time is equal to or greater than the total runtime the loop is exited, the voltages to the motors are zeroed, and the brakes are engaged.

4.5 Performance

To evaluate the performance of the software and the PD controller, we tested the platform with several motion profiles. Figure 4.9 shows the actual input link angles compared to the desired angles calculated with the kinematics during one of these test runs. In this test, the platform was programmed to reproduce sinusoidal motions with amplitudes of 2° in roll, 1° in pitch, and 0.5 inches in heave. The pitch and roll frequencies were 0.5 Hz and the heave frequency was 1 Hz. The simulated center of gravity of the ship was located approximately at the midjoint of leg pair one. The crane was not mounted on the platform during this test. We see that the actual motion of the legs was qualitatively similar to the desired motion. Slight overshoots and undershoots are visible as well as a small lag of the actual positions.
Figure 4.9: Actual link angles compared to desired link angles in a test run. The dashed lines represent the reference values and the solid lines represent the actual motion of the links.

behind the desired positions.
Chapter 5

2-D Crane Control Strategy

Load pendulations in the plane of the boom can be reduced by simply controlling the boom luff angle. The boom luff angle specifies the location of the boom as it pivots up and down. This degree of freedom already exists in ship-mounted cranes, and therefore modifying the hardware of current cranes would be limited to the addition of a few sensors and the electronics needed to execute the control algorithm. The control strategy developed in this chapter is based on time-delayed position feedback of the load-cable angle. This control algorithm can be superimposed transparently on the input of the crane operator. The control and stability of systems with inherent time delays have been investigated extensively in the past (e.g., [1,14,17,20,23–25]); however, the use of time-delayed position feedback to control systems with no inherent time delay is relatively new. Recently, Olgac and Holm-Hansen used the concept of time-delayed position feedback control to tune a spring-mass-damper vibration absorber [16].
5.1 Mathematical Model

The model used to develop the controller is a planar pendulum with a rigid massless cable and a massive point load, as shown in Figure 5.1. The boom tip is represented by point P and the load, with mass $m$, is at point G. The boom tip is located with respect to an inertially fixed coordinate frame by the vector $\mathbf{r}_P = (x_p, y_p)$. The position $\mathbf{r}_G$ of G is given by

$$\mathbf{r}_G = \mathbf{r}_P + l(\sin \theta \mathbf{i} - \cos \theta \mathbf{j}) = (x_p + l \sin \theta) \mathbf{i} + (y_p - l \cos \theta) \mathbf{j}$$

(5.1)

Then the equation of motion of the pendulating cargo, which includes a term that accounts for air resistance on the cable and cargo, is given by

$$\Sigma \text{Forces} = T(-\sin \theta \mathbf{i} + \cos \theta \mathbf{j}) - mg \mathbf{j} - C_D(x_p \cos \theta + y_p \sin \theta + l \dot{\theta})(\cos \theta \mathbf{i} + \sin \theta \mathbf{j}) = m \ddot{\mathbf{r}}_G$$

(5.2)

where $T$ is the tension in the cable, $C_D$ is the drag coefficient (here we assume that the drag is linearly related to the velocity), and $\mathbf{i}$ and $\mathbf{j}$ are the familiar Cartesian base vectors. Equation (5.2) can be manipulated to yield the following equation for $\theta$:

$$\ddot{\theta}(t) + 2\mu[\dot{\theta}(t) + \dot{\xi}(t) \cos \theta(t) + \dot{\eta}(t) \sin \theta(t)] + \frac{g}{l} \sin \theta(t) + \ddot{\xi}(t) \cos \theta(t) + \ddot{\eta}(t) \sin \theta(t) = 0$$

(5.3)

where $2\mu = \frac{C_D l}{m}$, $\xi(t) = \frac{x_p(t)}{l}$, and $\eta(t) = \frac{y_p(t)}{l}$. 
5.2 Controller Design

The controller is based on time-delayed feedback of the angle \( \theta \). This time-delayed feedback creates a damping effect in the system. The control law is

\[
x_p(t) = x_0(t) + kl \sin[\theta(t - \tau)]
\]

where \( x_0 \) is some reference position, \( k \) is a gain, and \( \tau \) is the time delay applied to the feedback of the load angle. Throughout this thesis \( x_0(t) \) is treated as a constant; however this could be a time-varying term, such as the position commanded by the crane operator or the position of the desired landing point on the smaller craft.

For the purpose of designing the controller, we assume that there is no motion of the boom tip in the \( y \) direction and that the only excitation in the \( x \) direction is that of the controller. Substituting Eq. (5.4) into Eq. (5.3) and setting \( \ddot{y}_p(t) = \dddot{y}_p(t) = 0 \), we obtain the following equation of motion of the controlled system:

\[
\ddot{\theta}(t) + 2\mu \{ \dot{\theta}(t) + k\dot{\theta}(t - \tau) \cos[\theta(t - \tau)] \cos \theta(t) \} + \frac{g}{l} \sin \theta(t)
+ k \{ \cos[\theta(t - \tau)] \dot{\theta}(t - \tau) - \sin[\theta(t - \tau)](\dot{\theta}(t - \tau))^2 \} \cos \theta(t) = 0
\]
5.3 Linear Analysis

To insure a good choice of $\tau$ and $k$, we linearize the system and study the linear stability. Linearizing Eq. (5.5) yields

$$\ddot{\theta}(t) + 2\mu \dot{\theta}(t) + 2\mu k \theta(t - \tau) + \frac{g}{l} \theta(t) + k \dot{\theta}(t - \tau) = 0$$  \hspace{1cm} (5.6)

The solution of Eq. (5.6) can be expressed as

$$\theta(t) = ae^{\sigma t} \cos(\omega t + \theta_0)$$  \hspace{1cm} (5.7)

where $a$, $\sigma$, $\omega$, and $\theta_0$ are real constants. Substituting Eq. (5.7) into Eq. (5.6) and setting the coefficients of both $\cos(\omega t + \theta_0)$ and $\sin(\omega t + \theta_0)$ equal to zero, we obtain

$$2k\omega(\mu + \sigma) \sin \omega \tau + k(\sigma^2 + 2\mu \sigma - \omega^2) \cos \omega \tau + (\sigma^2 + \frac{g}{l} - \omega^2 + 2\mu \sigma) e^{\sigma \tau} = 0$$  \hspace{1cm} (5.8)

$$k(\sigma^2 + 2\mu \sigma - \omega^2) \sin \omega \tau - 2k\omega(\mu + \sigma) \cos \omega \tau - 2\omega(\mu + \sigma) e^{\sigma \tau} = 0$$  \hspace{1cm} (5.9)

which for a given $k$ and $\tau$ can be solved for $\omega$ and $\sigma$; $a$ and $\theta_0$ are determined from the initial conditions. The system is stable or unstable depending on whether $\sigma$ is negative or positive. The transition conditions separating stability from instability correspond to $\sigma = 0$. To determine these conditions, we substitute $\sigma = 0$ into the equations above and obtain

$$\frac{g}{l} - \omega^2(1 + k \cos \omega \tau) + 2k\mu \omega \sin \omega \tau = 0$$  \hspace{1cm} (5.10)

$$2\mu + 2k\mu \cos \omega \tau + k \omega \sin \omega \tau = 0$$  \hspace{1cm} (5.11)

We vary $\tau$, solve Eqs. (5.10) and (5.11) for $\omega$ and $k$, and find the linear stability boundaries, which are shown in Figure 5.2. The shaded regions correspond to unstable motions and the unshaded regions correspond to stable motions. The parameters used to generate this plot
Figure 5.2: Linear stability diagram, where \( k \) is the feedback gain and \( \tau \) is the time delay in terms of the period \( T \) of the uncontrolled linear system. The shaded areas are unstable regions.

were taken from the 1/24th scale model crane. Here, \( l = 3.33 \) ft, \( g = 32.2 \) ft/sec\(^2\), and \( \mu \) was experimentally determined to be 0.01 sec\(^{-1}\).

By varying \( \tau \) and \( k \) in Eq. (5.8) and Eq. (5.9) and solving for \( \omega \) and \( \sigma \), we can find the amount of damping for a given \( \tau \) and \( k \). A contour plot of the damping versus \( \tau \) and \( k \), again generated using the parameters above, is shown in Figure 5.3. Here darker shading corresponds to regions of higher damping. When choosing parameter values, the designer should first select a value for \( k \) based upon the allowable amount of boom motion. Larger values of \( k \) will allow larger boom displacements. Once \( k \) has been chosen, \( \tau \) should be set to the value where the greatest damping can be found in Figure 5.3 for the selected value of \( k \).

### 5.4 Kinematics

When the control is implemented on the crane, we actually control the boom angle, not the \( x \) position of the boom tip directly. This requires the development of a kinematic relation
Figure 5.3: Contour plot of the damping as a function of $k$ and $\tau$, where $\tau$ is given in terms of the period $T$ of the uncontrolled system. Darker areas correspond to regions of higher damping.
between the $x$ position of the boom tip and the boom angle.

Figure 5.4 shows a schematic diagram of the ship and crane when the boom is oriented perpendicular to the axis of the ship. Here, $d$ and $\phi$ are constants determined by the ship’s geometry, $L$ is the boom length, $\alpha$ is the roll angle of the ship, and $\beta$ is the angle of the boom relative to the ship’s deck. If the ship’s center of gravity CG lies along the same vertical line as the origin of the inertial coordinate system in Figure 5.1, then

$$x_p(t) = d \cos[\phi + \alpha(t)] + L \cos[\beta(t) + \alpha(t)]$$  \hspace{1cm} (5.12)

Solving for the boom angle $\beta$, we find

$$\beta(t) = \cos^{-1} \left( \frac{x_p(t) - d \cos[\phi + \alpha(t)]}{L} \right) - \alpha(t)$$  \hspace{1cm} (5.13)

Finally, substituting Eq. (5.4) into Eq. (5.13), we obtain

$$\beta(t) = \cos^{-1} \left( \frac{x_0(t) + kl \sin[\theta(t - \tau)] - d \cos[\phi + \alpha(t)]}{L} \right) - \alpha(t)$$  \hspace{1cm} (5.14)
5.5 Implementation

Now that the desired boom angle has been found we must determine the necessary amount of torque to apply to the boom in order to achieve the proper boom angle. There are two ways to do this.

The first is to determine the proper amount of torque directly from the dynamics of the crane. A block diagram of this approach is shown in Figure 5.5a. We begin by summing the moments on the boom to obtain

\[ T_b = I_b(\ddot{\beta} + \ddot{\alpha}) - \Sigma M \]  

(5.15)

where \( T_b \) is the control torque applied to the boom, \( I_b \) is the mass moment of inertia of the boom about its center of gravity, \( \ddot{\beta} \) is the angular acceleration of the boom relative to the deck of the ship, \( \ddot{\alpha} \) is the angular acceleration of the ship in roll, and \( \Sigma M \) is the sum of all moments about the center of gravity of the boom other than the control torque.

If we know all of the quantities on the right hand side of Eq. (5.15), we can use the equation to calculate the torque on the boom necessary to keep the boom at the angle \( \beta \) given in Eq. (5.14). The mass moment of inertia of the boom about its center of gravity \( I_b \) can be calculated given the geometry and mass distribution of the boom. We can differentiate Eq. (5.14) twice to determine the desired angular acceleration of the boom relative to the ship’s deck \( \ddot{\beta} \) as a function of time. The angular acceleration of the ship in roll \( \ddot{\alpha} \) can be measured with a sensor. The moments on the boom other than the control torque include the moment due to the tension in the load hoist cable, the moment due to any force at the boom pivot point, and moments due to any other forces on the boom, such as friction or the wind. The moments due to the tension in the load hoist cable and the force at the boom pivot point could be calculated from measured quantities. The other moments could probably be ignored without introducing significant error.
The motor used to actuate the boom is normally not connected directly to the boom. To generate a mechanical advantage, a cable attached to the motor shaft is passed around several pulleys before connecting to the boom. Therefore, after calculating the torque required on the boom $T_b$, it is necessary to use some kinematics to calculate the corresponding torque at the motor shaft $T_m$. The motor shaft torque should be divided by some torque constant to obtain the value of the control signal that is sent to the amplifier. The value of this torque constant depends on the amplifier and motor used.

Ideally we could measure all of the quantities necessary to calculate the terms in Eq (5.15) with sensors mounted at various places on the ship and crane. Unfortunately, the sensors used in our experiments did not provide enough resolution to determine precisely the angular accelerations that appear after differentiating Eq. (5.14) twice. Therefore, we were unable to calculate the angular acceleration of the boom relative to the ship to a reasonable precision. This forced us to develop another method for determining the amount of torque to apply to the boom.

Instead of calculating the torque directly using the dynamics of the crane, we can simply treat the boom angle calculated in Eq. (5.14) as a reference signal and use a PID compensator to position the boom. While we may use a dynamic model of the boom to help us determine appropriate gains for this secondary controller, the knowledge of the exact boom dynamics becomes less critical with this method. To use a PID controller, we measure the actual boom angle, calculate the error between it and the desired boom angle, and feed this error to the PID compensator. As with the first approach, kinematics will be needed to calculate the motor torque from the torque output by the PID compensator. This motor torque should again be divided by a torque constant to generate the control signal that is sent to the amplifier. A block diagram of this method is shown in Figure 5.5b. The PID compensator can be designed using an approach similar to the one used in Chapter 4 with the platform motors. For this reason, we do not present the details of the development of the secondary controller. We used this second method of implementing the control in both our numerical simulations
Figure 5.5: Block diagrams showing alternate methods of implementing the control.

and our experiments since it requires less accurate knowledge of the boom dynamics and the calculations do not depend on any angular accelerations.
Chapter 6

Results

6.1 Numerical Simulation

We constructed a 2D computer model based on the dimensions of the T-ACS 1 crane and ship, which are given in Table 6.1. The dimensions of the other T-ACS ships may vary slightly from these dimensions. Figure 6.1 shows a scale drawing of the geometry of the computer model. The center of gravity of the load was located 89 ft below the boom tip making the natural frequency of the cargo pendulation 0.096 Hz. Our model used the location of Crane 2. The crane was oriented so that the boom extended over the side of the ship and was perpendicular to the axis of the ship. The boom was modeled as a rigid beam with a uniform mass distribution along its length and the ship was excited sinusoidally in roll and heave. There was no damping in this model.

The boom was actuated using a control torque applied directly to the boom. We used the control algorithm outlined in Section 5.5 and shown in Figure 5.5b with some modifications. Since the torque output from the PID compensator was applied directly to the boom, the kinematics block, the torque constant block, and the amplifier and motor block were not
Table 6.1: Dimensions of the T-ACS 1 ship and crane.

<table>
<thead>
<tr>
<th>Ship Dimension</th>
<th>Distance, ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>633</td>
</tr>
<tr>
<td>Beam</td>
<td>76</td>
</tr>
<tr>
<td>KG</td>
<td>21.81</td>
</tr>
<tr>
<td>GM</td>
<td>9.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Crane 1 Location</th>
<th>Distance, ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fwd of Midships</td>
<td>192</td>
</tr>
<tr>
<td>Stbd of Centerline</td>
<td>25</td>
</tr>
<tr>
<td>Waterline at Bottom of Slew Ring</td>
<td>69 above keel</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Crane 2 Location</th>
<th>Distance, ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fwd of Midships</td>
<td>59.5</td>
</tr>
<tr>
<td>Stbd of Centerline</td>
<td>27.17</td>
</tr>
<tr>
<td>Waterline at Bottom of Slew Ring</td>
<td>69.83 above keel</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Crane 3 Location</th>
<th>Distance, ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aft of Midships</td>
<td>233</td>
</tr>
<tr>
<td>Stbd of Centerline</td>
<td>27.17</td>
</tr>
<tr>
<td>Waterline at Bottom of Slew Ring</td>
<td>71.00 above keel</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Crane Dimension</th>
<th>Distance, ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boom Length</td>
<td>121</td>
</tr>
</tbody>
</table>

Figure 6.1: Scale drawing of the geometry used in the computer model.
needed. Results were obtained by numerically integrating the full nonlinear equations of motion.

6.2 Experimental Validation

Experimental validation was conducted with a 1/24.175 scale model of a T-ACS 1 crane mounted on the platform described in Chapter 2. Although the platform is capable of producing arbitrary heave, pitch, and roll motions, the excitations in these experiments were sinusoidal. The crane was again oriented so that the boom extended over the side of the ship and the platform was excited in roll and heave only. A picture of the scale model of the crane and the ship-motion simulation platform is shown in Figure 6.2.

The platform and scale model of the crane were instrumented with several sensors. A two-axis digital tilt sensor was mounted on the platform to read the pitch and roll angles of the ship, and an optical encoder was mounted at the boom pivot point to measure the angular displacement of the boom relative to the base of the crane. Two optical encoders were mounted at the boom tip to measure the angular displacement of the load cable relative to the boom. These encoders were mounted orthogonal to one another so that one measured the displacement in the plane of the boom and the other measured the out-of-plane displacement of the load cable. A brushless DC servo motor and amplifier were used to actuate the boom luff angle. A cable attached to the boom tip passed around several pulleys for mechanical advantage and then attached to a pulley on the motor shaft. A desktop computer sampled the sensor readings, calculated the required motor torque using the control law, and output the corresponding voltage to the amplifier.

The weight of the cargo was 3.0 lbs, which was scaled from a full size cargo weight of 44,800 lbs. The full size cargo container measures 8 ft high by 8 ft wide by 20 feet long. This results in model cargo dimensions of 4.0 inches high by 4.0 inches wide by 9.9 inches long. The
distance between the boom tip and the center of gravity of the load was 3.33 ft making the natural frequency of the pendulum 0.495 Hz.

6.3 Effect of Frequency of Excitation

The mathematical model of the crane developed in Section 5.1 allows two types of excitation. This is apparent when we examine Eq. (5.3) and notice the terms involving $\ddot{x}_p(t)$ and $\ddot{y}_p(t)$. These terms represent the horizontal acceleration and the vertical acceleration of the boom tip, respectively. The frequencies of these excitations have a strong effect on the amplitude of the response. There are two critical resonances in our system. The first, known as primary resonance, occurs when the frequency of the horizontal excitation is equal to the linear natural frequency of the pendulum. The second, called the principal parametric resonance,
Figure 6.3: Uncontrolled responses in the numerical simulations for (a) excitation frequencies at the resonant frequencies and (b) excitation frequencies away from the resonant frequencies.occurs when the frequency of the vertical excitation is equal to twice the linear natural frequency of the system. The effects of these resonances were demonstrated with numerical simulations and experiments.

The uncontrolled system was subjected to a harmonic excitation in roll at the linear natural frequency and a harmonic excitation in heave at twice the linear natural frequency in order to excite both the primary and principal parametric resonances. The response calculated numerically for a roll amplitude of 1° and a heave amplitude of 1 ft is shown in Figure 6.3a. Then the frequencies were detuned from the critical resonant frequencies by 15% while the amplitudes were kept at the same values. Figure 6.3b shows the numerically calculated response at these frequencies. Although the frequencies were only detuned from the resonant frequencies by 15%, the peak amplitude of the response was reduced by approximately 80%.

Similar results were obtained experimentally. Figure 6.4a shows the experimental response for excitations at the resonant frequencies, a roll amplitude of 1° and a heave amplitude of 0.5 inches. Unfortunately the experiment had to be stopped after 15 seconds because the amplitude had grown so large that the cargo was about to hit the boom. Figure 6.4b shows the experimental response for the same amplitudes as in (a), but with the frequencies detuned by 15% from the resonant frequencies.
Figure 6.4: Uncontrolled experimental responses for (a) excitation frequencies at the resonant frequencies and (b) excitation frequencies away from the resonant frequencies.

6.4 Controlled Response

The controller provided a significant reduction in the amplitude of the response in both the numerical simulations and experiments. The crane was excited at the critical frequencies described above to test the controller’s ability to suppress pendulations in a worst case scenario of ship motion.

Figure 6.5a shows the results of the numerical simulation for the controlled case compared to the uncontrolled case. The uncontrolled response is represented by the dashed line and the controlled response is represented by the solid line. The roll amplitude was 1° at a frequency of 0.096 Hz and the heave amplitude was 1 ft at a frequency of 0.19 Hz. In the controlled case, $k$ was 0.05 and $\tau$ was 2.5 sec. A peak response amplitude reduction of 98.8% was achieved with the controller. Figure 6.5b shows the boom angle relative to the ship in the controlled case. The peak to peak displacement of the boom was only 0.06 rad or 3.4°.

Figure 6.6 shows the experimental results of the controlled and uncontrolled cases for excitation at the resonant frequencies. The roll amplitude was 1° at a frequency of 0.5 Hz and the heave amplitude was 0.5 inches at a frequency of 1.0 Hz. As shown in Figure 6.6a, these
excitation frequencies cause the amplitude of pendulation of the load to grow so rapidly in the uncontrolled case that the experiment had to be stopped after 15 seconds. In the controlled case, with \( k = 0.5 \) and \( \tau = 0.55 \) sec, the amplitude of pendulation remains bounded at approximately 0.10 rad or 5.7°. Figure 6.6b shows the boom angle relative to the ship in the controlled case. The boom had a maximum peak to peak displacement of about 0.14 rad or 8.0°.

### 6.5 Robustness

The controller is stable for large initial disturbances. The controlled system was subjected to the same forcing as in Section 6.4 and also given a large initial disturbance. Figure 6.7a shows the response calculated in the numerical simulation and Figure 6.7b shows the experimental response. In both cases the controller quickly damps the large pendulations and the response settles to a small steady-state oscillation. This occurs within 5 or 6 periods of oscillation for both the numerical and experimental responses.
Figure 6.6: (a) shows the comparison of the controlled (solid line) and uncontrolled (dashed line) experimental responses and (b) shows the boom angle relative to the ship in the controlled case.

Figure 6.7: Initial condition response of the controlled system subject to forcing at the resonant frequencies: (a) shows the numerically calculated response and (b) shows the experimental response.
Chapter 7

Conclusions & Recommendations for Further Work

Boom-luff-angle actuation is an effective method for reducing cargo pendulations in the plane of the boom on ship-mounted cranes. A control law incorporating time-delayed position feedback of the load hoist cable angle was developed. Regions of stability in the parameter space were determined and a contour plot showing where the best damping values can be found was constructed. The effectiveness of the controller was demonstrated through numerical simulations and experiments.

As demonstrated in both the numerical simulations and the experiments, the frequency of excitation is critical. This means that the frequency of the waves in the seaway, not only their amplitude, is a critical factor in determining when dangerous conditions exist for crane operation.

Computer simulations showed a significant reduction in the amplitude of the in-plane pendulation for the controlled case over the uncontrolled case. The controller was also shown to be stable for large initial disturbances in the computer simulations. Experiments using a
scale model of a crane mounted on a moving platform validated the numerical results. The controller did not perform as well in the experiments as in the numerical simulation. This is probably due to several factors. There was a significant dead zone in the motor due to friction, making it hard to operate the motor at slow speeds. The tilt sensor that was used on the platform had a sample rate of 20 samples per second, which was too slow to provide a smooth command signal to the amplifier. This resulted in jerky motor operation. Low resolution and noise in some sensors also hindered our ability to calculate the precise values of some quantities. The controller’s experimental performance could be improved significantly by incorporating better sensors into the control system.

The numerical simulations predicted the experimental performance well, especially in the uncontrolled cases. A more complex mathematical model could be developed in order to predict the actual performance of the controller more accurately. This model could include the rigid body dynamics of the cargo, the elasticity of the cables, friction, air resistance, motor dynamics, and sensor dynamics. The model could also be formulated to sample quantities discretely as is done when the computer is executing the control algorithm.

We are currently investigating the use of the boom slew angle to control the out-of-plane pendulations. These two controllers working together will be a cost-effective solution to the problem of cargo transfer in rough seas since the only modification necessary to the crane would be the addition of a few sensors and electronic components. Other future work includes adding a routine in the control algorithm that will land the cargo safely on a lighter ship, which is moving relative to the craneship. The lighter ship will be simulated in the experimental setup by a second moving platform. This platform will have six degrees of freedom. The operator input will also be added to the control loop. After developing these concepts theoretically, we will test them on the scale model. In the future, we will perform experiments by feeding realistic ship-motion data to the ship-motion simulation platform.
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