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(ABSTRACT)

Stochasticity is a ubiquitous feature of cellular processes such as gene expression that can give rise to phenotypic differences for genetically identical cells. Understanding how the underlying biochemical reactions give rise to variations in mRNA/protein levels is thus of fundamental importance to diverse cellular processes. Recent technological developments have enabled single-cell measurements of cellular macromolecules which can shed new light on processes underlying gene expression. Correspondingly, there is a need for the development of theoretical tools to quantitatively model stochastic gene expression and its consequences for cellular processes.

In this dissertation, we address this need by developing general stochastic models of gene expression. By mapping the system to models analyzed in queueing theory, we derive analytical expressions for the noise in steady-state protein distributions. Furthermore, given that the underlying processes are intrinsically stochastic, cellular regulation must be designed to control the ‘noise’ in order to adapt and respond to changing environments. Another
focus of this dissertation is to develop and analyze stochastic models of post-
transcription regulation. The analytical solutions of the models proposed
provide insight into the effects of different mechanisms of regulation and the
role of small RNAs in fine-tuning the noise in gene expression. The results
derived can serve as building blocks for future studies focusing on regulation
of stochastic gene expression.
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Chapter 1

Introduction

For decades, biology was widely considered to be (relatively) a data-poor science: the enormous complexity of a living system overwhelmed the analytical tools available. Much of the research in the field was done by ignoring complexity and focusing on the component parts. While this remains a powerful strategy, the situation has changed due to advances in technology; biology has now been transformed into a data-rich science [95]. Current technology enables scientists to probe the previous “black boxes” by taking a complex process apart and more closely examining the interactions between components. An important example is the process of gene expression which is now being analyzed by single-cell and single-molecule experiments [17, 76, 99, 8, 12].
1.1 Gene Expression

The process of gene expression is at the core of all known living systems: eukaryotes (including multicellular organisms), prokaryotes (bacteria and archaea) and viruses. It is the process in which the information stored in DNA is used to generate functional molecules (usually proteins) required for the life processes. In a simple point of view, gene expression consists of two processes: transcription and translation. Transcription is the first stage in gene expression during which messenger RNA (mRNA) is synthesized with the genetic information transcribed from DNA. In the translation process that follows, ribosomes bind to mRNA, decode the information stored and generate a specific amino acid chain that later folds into an active protein. Through the process of gene expression, genotypes are translated into different phenotypes.

1.2 Genotype and Phenotype

Gene expression is the fundamental process that connects genotype with phenotype. The genotype is the “blueprint” that a living system is created with and the phenotype is how it looks like on the outside. As we can imagine, phenotype is to a large extent determined by the underlying genotype. For example, different eye colors in Persians are caused by differences at the level of genes.
While different genotypes can give rise to different phenotypes, the external environment can also affect the expressed phenotype. For example, flamingos can have pink or white color depending on the food they eat; a person can have a much darker skin color if extensively exposed to sunshine. The question that follows is: what about genetically identical organisms grown in homogeneous environments? Strikingly, researchers have observed that even genetically identical individuals growing in the same environments can be very different [60]. One fundamental source of this variability is the random fluctuation in the gene expression process, which will be the focus of this dissertation.

1.3 Stochasticity in Gene Expression

It is known that the chemical reactions taking place in the cell are inherently stochastic. We can not deterministically predict when one reaction will happen or which reaction will occur first. Furthermore, the key molecules involved in the gene expression are usually present in small numbers. For example, there are usually one or two copies of DNA at any given point in the cell cycle and the mRNA levels are usually low due to low transcription rate. The small numbers of these molecules implies that the fluctuations cannot, in general, be averaged away. The Law of Mass Action which is based on statistical averaging over very large numbers of molecules does not apply. Instead, gene expression has to be modeled as a stochastic process [91, 77].
Moreover, it has been observed that many cellular regulation pathways are triggered by signals that occur stochastically [92, 93, 4]. The intrinsic fluctuation in these regulators can thus bring about different phenotypes for isogenic cells in a homogeneous environment [16, 68, 38, 9, 38, 41, 58, 77, 79]. For example, the HIV virus can live in the infected cells in two different states: latent infection and productive infection. The switch between these two states is controlled by the key regulatory protein Tat [97]. When Tat levels are low, the HIV virus stays in the latent infection state. However, due to stochasticity in the underlying processes a high concentration of Tat protein can be reached, following which a feedback loop is triggered. The HIV virus then enters the productive infection state by producing a large amount of virus leading to the death of the cell infected.

Different phenotypes caused by such intrinsic noise provide a “bet-hedging survival strategy” to respond and adapt to the changing environment [98, 45, 57, 55]. One example is the development of persister cells [43, 52]. Persister cells are a small fraction of the population (e.g. \(10^{-5}\) in \(E.\ coli\)) that are highly tolerant to the antibiotics. They are not mutants. Instead, they are phenotypic variants of the wild types due to the intrinsic noise in gene expression and genetically identical to the regular cells. When exposed to antibiotics, persister cells will not grow or die and when antibiotics are removed, they can regenerate the whole population again.

Given these interesting phenomena, the topic of stochastic gene expression
and its regulation has drawn much attention recently. Both experimental and theoretical work [81, 75, 100, 69, 83, 80, 78, 3, 16, 23, 33, 44, 64, 67, 68, 72, 83] has been carried out in understanding this process at a fundamental level. While several new discoveries have already been made, it is widely regarded that current research only marks the beginning phase; the steady trends in technological innovations coupled with their continued application to novel cellular processes is expected to produce many more significant results and novel insights in the near future.

In this dissertation, we will focus on the theoretical analysis of the gene expression and its regulation. In the following chapters, we will first review some basic results which are derived in Chapter 2. Then we will consider more complex models in Chapter 3 that include the effects of molecular memory and bursting mechanisms in gene expression. In Chapter 4 and 5, we will study models of post-transcriptional regulation of gene expression.
Chapter 2

Stochastic Modeling of Gene Expression

In this chapter, we will review the basic results for models of gene expression and derive results that, for most part, have been obtained previously (sometimes using different approaches). We will first introduce the master equation for the stochastic gene expression model and discuss the useful results derived from it. Then we will extend the analysis to models with translation bursting and transcriptional bursting. Finally we will discuss a specific computational method that was used in this work. It is named the Gillespie algorithm [22], and it is broadly used as an efficient tool for stochastic simulations.
Figure 2.1: Figure of the gene expression process and the reaction scheme studied. The reaction scheme considers the transcription, translation and decaying of the molecules occurring at constant probability per unit time with rates indicated.

2.1 Stochastic Model and Master Equation

2.1.1 Deterministic Rate Equation

The reaction scheme of the simplest gene expression model is shown in Fig.(2.1) [39]. It considers only the most fundamental processes: transcription, translation and decay of the molecules. The synthesis of mRNAs happens at rate $k_m$ during transcription and proteins are generated at rate $k_p$ during translation. The mRNA and protein lifetimes are given as $\tau_m$ and $\tau_p$ respectively. This implies that mRNA and protein degrade respectively at rates $\mu_p = 1/\tau_p$ and $\mu_m = 1/\tau_m$.

Different approaches can be applied to analyze this reaction scheme. Per-
haps the most simple one is to obtain the rate equations from the Law of Mass Action. Let $m(t)$ denote the number of mRNAs in the cell at time $t$. Correspondingly, we have the equation describing the evolution of mRNAs as

$$\frac{dm(t)}{dt} = k_m - m(t)\mu_m. \quad (2.1)$$

The solution to this equation can be found, by assuming the initial condition that $m(0) = 0$, as:

$$m(t) = \frac{k_m}{\mu_m}(1 - e^{-\mu_m t}). \quad (2.2)$$

Eq.(2.2) gives a smooth curve as shown in Fig.(2.2). This is due to the fact that the Law of Mass Action considers the reaction to be macroscopic.
and deterministic, which corresponds to the ensemble average of the system evolution. However, each realization of the evolution will randomly fluctuate around the values determined from the rate equations and not be smooth, as also shown in Fig.(2.2). As stated in Chapter 1, the key molecules such as DNAs are present in the cell in very low copy numbers. Given this is the case, the ensemble average will not accurately reflect the evolution for a single system. Instead, a probabilistic approach quantifying the chance that the system will stay at a certain state will be more helpful. As the result, the stochastic approach is needed.

2.1.2 Master Equation and Generating Function

The connection between probability functions and the rates is not as straightforward as it seems to be. The rates (e.g. mRNA production rate) are macroscopic quantities that are the measurements of ensemble averages. On another hand, the probability that one reaction happens next instance depends on microscopic properties of the reaction itself. Generally one can not infer a microscopic quantity (probability) based on a macroscopic quantity (rate).

The bridge across this gap is to assume that these fundamental processes (e.g. transcription, translation and decay of molecules) are essentially Poisson processes. With this assumption, the probability that one reaction with rate $k$ will take place during the small time interval $t$ to $t + \Delta t$ is $k\Delta t$. Furthermore,
if there are $N$ of these reactions each with rate $k$, the probability that one reaction will occur during the small time interval $\Delta t$ is $N k \Delta t$ (this is discussed further later). Denote $P(m, t)$ as the probability that there are $m$ mRNAs at time $t$, we can have the following equation describing the evolution of mRNA:

$$P(m, t + \Delta t) = k_m \Delta t P(m - 1, t) + (m + 1) \mu_m \Delta t P(m + 1, t) + (1 - k_m \Delta t - m \mu_m) P(m, t).$$

(2.3)

The first two terms in Eq.(2.3) correspond to the probability that some reaction takes the system to the $m$ mRNAs state and the last term is the probability that the system stays in the $m$ mRNAs state.

In the limit that $\Delta t \sim dt \to 0$, Eq.(2.3) can be simplified as a partial differential equation as:

$$\frac{\partial P(m, t)}{\partial t} = k_m P(m - 1, t) + (m + 1) \mu_m P(m + 1, t) - (k_m + m \mu_m) P(m, t).$$

(2.4)

Eq.(2.4) that describes the time evolution of probability function $P(m, t)$ is also called the Master equation. Eq.(2.4) is solvable but the solution is somewhat complicated. In many cases, what is of primary interest is the system steady-state behavior, i.e. by taking $t \to \infty$. The steady-state solution to Eq.(2.4) is a Poisson distribution as

$$P(m) = \lim_{t \to \infty} P(m, t) = \frac{(k_m/\mu_m)^m}{m!} e^{-k_m/\mu_m}.$$ 

(2.5)
Following a similar procedure, we can derive the master equation for the gene expression model in Fig.(2.1) as:

\[
\frac{\partial P(m,n,t)}{\partial t} = k_m (P(m-1,n,t) - P(m,n,t)) + \mu_m ((m+1)P(m+1,n,t) - mP(m,n,t)) + k_p (mP(m,n-1,t) - mP(m,n,t)) + \mu_p ((n+1)P(m,n+1,t) - nP(m,n,t)),
\] (2.6)

where \( P(m,n,t) \) is the transient distribution of the probability that \( m \) mRNAs and \( n \) proteins are present in the system at time \( t \).

Correspondingly, the equation for the steady-state distribution \( P(m,n) = \lim_{t \to \infty} P(m,n,t) \) is

\[
0 = k_m (P(m-1,n) - P(m,n)) + \mu_m ((m+1)P(m+1,n) - mP(m,n)) + k_p (mP(m,n-1) - mP(m,n)) + \mu_p ((n+1)P(m,n+1) - nP(m,n)).
\] (2.7)

The typical way to solve Eq.(2.7) is to apply generating functions to convert the discrete form of equation to the differential form. Specifically, let us define function \( G(z_1, z_2) \) as

\[
G(z_1, z_2) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} z_1^m z_2^n P(m,n).
\] (2.8)
In simplification of Eq.(2.7), we need to use some properties of the function $G(z_1, z_2)$ that are listed below:

\[
\sum_{m=1}^{\infty} \sum_{n=0}^{\infty} z_1^m z_2^n P(m - 1, n) = z_1 G(z_1, z_2)
\]

\[
\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} z_1^m z_2^n m P(m, n) = z_1 \frac{\partial G(z_1, z_2)}{\partial z_1}
\]

\[
\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} z_1^m z_2^n (m + 1) P(m + 1, n) = \frac{\partial G(z_1, z_2)}{\partial z_1}.
\] (2.9)

Following this, we can covert Eq.(2.7) into a differential equation:

\[
0 = k_m (z_1 - 1) G + \mu_m (1 - z_1) \partial_{z_1} G
+ k_p (z_2 - 1) z_1 \partial_{z_1} G + \mu_p (1 - z_2) \partial_{z_2} G.
\] (2.10)

To simplify the expression, the notation $\partial_{z_i} G$ is used to denote the partial derivative of function $G(z_1, z_2)$ with respect to $z_i$ $(i = 1, 2)$.

Eq.(2.10) can be solved by the method of characteristics [86]. While this approach is somewhat complicated and the solution is non-trivial, it is relatively easy to derive the mean and variance of mRNA and protein level from Eq.(2.10) based on the basic properties of generating function, e.g.:

\[
\langle m \rangle = \partial_{z_2} G|_{z_1 = z_2 = 1}
\]

\[
\langle m(m - 1) \rangle = \partial_{z_2}^2 G|_{z_1 = z_2 = 1}
\] (2.11)
From there, we will have the following results:

\[
\langle m_s \rangle = \frac{k_m}{\mu_m} = \langle m \rangle
\]

\[
\sigma_{m_s}^2 = \frac{k_m}{\mu_m} = \langle m \rangle
\]

\[
\langle p_s \rangle = \frac{k_m k_p}{\mu_m \mu_p}
\]

\[
\sigma_{p_s}^2 = \frac{k_m k_p}{\mu_m \mu_p} (1 + \frac{k_p}{\mu_m + \mu_p}) = \langle p_s \rangle (1 + \frac{k_p}{\mu_m + \mu_p}),
\]

(2.12)

where the symbols \( \langle .. \rangle \) and \( \sigma^2 \) are used to denote the mean and variance, the variable \( m_s \) and \( p_s \) are steady-state mRNA and protein number, respectively.

### 2.1.3 Noise in Protein steady-state Distribution

To quantify the noise in gene expression, we use the squared coefficient of variance. From Eq.(2.12), we obtain

\[
\frac{\sigma_{m_s}^2}{\langle m_s \rangle^2} = \frac{1}{\langle m_s \rangle}
\]

\[
\frac{\sigma_{p_s}^2}{\langle p_s \rangle^2} = \frac{1}{\langle p_s \rangle} + \frac{1}{\langle m_s \rangle} \frac{\mu_p}{\mu_m + \mu_p}.
\]

(2.13)

We can see from Eq.(2.13) that the noise in mRNA steady-state distribution is the same as that of a Poisson distribution, which vanishes when the mean level is high (e.g. with large transcription rate \( k_m \)). This is because the mRNA production and decaying are assumed to be Poisson processes that leads to a Poisson distribution for the steady-state. On the other hand, the
noise in protein steady-state distribution is greater than that of a Poisson distribution: there is another term that contributes to the noise. This term is significant as the mRNA mean level is typically low in the cell. This indicates that the noise in protein steady-state distribution is mainly due to the fluctuation (or small number) of mRNAs.

2.2 Burst Synthesis Approximation

Several recent single-molecule experimental studies [7, 20, 26, 28, 42, 46, 47, 59, 64, 69, 85, 91, 90, 92, 93] have seen protein production occurring in random and short bursts, presumably occurring upon the production of mRNA. This observation is explained by the fact that the mRNA lifetime is typically much shorter than the protein lifetime (i.e. $\mu_m \gg \mu_p$ and $\tau_p \gg \tau_m$).

When analyzing the system at short time scales, the protein number increases linearly with time when mRNA is present. This is because protein production happens during the mRNA lifetime. On the other hand, when analyzing the system at large time scales, system dynamics during the mRNA lifetime can be neglected and proteins are approximated to be produced instantaneously right after the mRNA production. Under this approximation, the proteins are assumed to be produced by independent bursts with random size arising from the underlying mRNA production. This approximation is shown in Fig.(2.3) by simulation results.
Motivated by the experimental observation of translational bursts, we can apply the so-called “burst synthesis approximation” to analytically solve the stochastic gene expression model. In the limit that $\mu_m \gg \mu_p$ (and $\tau_p \gg \tau_m$) which is valid in many cellular systems, the original reaction scheme can be simplified as a process of protein burst production and degradation alone [20, 86, 13]. Denoting $p_b$ as the number of proteins produced in one translational burst and $P_{pb}(n)$ as its probability density function, the Master
The original reaction scheme of gene expression can be approximated by the process of protein burst production and protein decaying. The simplified reaction scheme is used to find the steady-state solution once the protein burst size distribution is given.

Equation for the protein steady-state distribution $P(n)$ gives

$$0 = k_m \left( \sum_{i=0}^{n} P(n-i)P_{pb}(i) - P(n) \right) + \mu_p ((n+1)P(n+1) - nP(n)). \tag{2.14}$$

Eq.(2.14) can be solved by applying generating functions as introduced in the preceding section. Define $G(z) = \sum_{n=0}^{\infty} z^n P(n)$ and $G_{pb}(z) = \sum_{n=0}^{\infty} z^n P_{pb}(n)$.

Eq.(2.14) can be rewritten in terms of the generating functions as:

$$\mu_p (z - 1) \frac{dG(z)}{dz} = k_m G(z)(G_{pb}(z) - 1). \tag{2.15}$$

The solution of $G(z)$ is given by

$$G(z) = \frac{k_m}{\mu_p} \times \exp\left( \int_{1}^{z} \frac{G_{pb}(x) - 1}{x - 1} dx \right). \tag{2.16}$$

Based on Eq.(2.16), $G(z)$ can be found once the expression of $G_{pb}(z)$ is known. Equivalently, once the protein burst size distribution is $P_{pb}(n)$ is known, the protein steady-state distribution can be determined. We can see that
Eq. (2.16) serves as a bridge connecting the protein burst and steady-state distribution.

It is also noteworthy that though we only take the basic gene expression in the above discussion, the “burst synthesis approximation” can be used to probe more complicated problems with regulations and molecular memory considered (as will be discussed in the following chapters) as long as each burst is independent. The burst approximation is equivalently integrating all processes affecting protein production into a “black-box” that gives rise to different burst size distribution $P_{pb}(n)$. In analyzing other problems, we can separate the process into two different steps: first obtain the burst size distribution based on the reaction scheme and then derive the steady-state protein distribution from Eq. (2.16).

The protein burst size distribution $P_{pb}(n)$ depends on the specific reaction scheme. For the basic gene expression model introduced here, the burst size distribution follows a geometric distribution, which is also confirmed by experiments [99, 8]. A simple argument can be given as follows. The protein burst size distribution measures how many proteins one mRNA can produce before it degrades. When one mRNA is present, the next reaction taking place can have only two options, which is either the creation of a protein or the degradation of the mRNA. This is similar to the process when we toss a coin and can have either a heads or a tails. As the result, the probability that $n$ proteins are produced before the mRNA decays is equivalent to the
probability of \( n \) heads appearing before the appearance of a tails when tossing the coin. For the latter problem, it is known that probability follows the geometric distribution. Correspondingly, the protein burst size distribution will be geometric as well.

The analytical approach (which will be introduced in Chapter 4) also yields the same result. The detailed expression of \( P_{pb}(n) \) and \( G_{pb}(z) \) are given in below:

\[
P_{pb}(n) = \left( \frac{k_p}{\mu_m + k_p} \right)^n \frac{\mu_m}{\mu_m + k_p} \\
G_{pb}(z) = \frac{\mu_m z}{\mu_m + k_p(1 - z)}
\] (2.17)
By taking the expression of $G_{pb}(z)$ into Eq.(2.16), we can see that
\[ G(z) = \left( \frac{\mu_m z}{\mu_m + k_p (1 - z)} \right)^{\frac{\kappa_m}{\mu_p}}. \] (2.18)

Correspondingly, the protein steady-state distribution is a negative binomial distribution given by
\[ P(n) = \left( n + \frac{\kappa_m}{\mu_p} - 1 \right) \left( \frac{k_p}{\mu_m + k_p} \right)^n \left( \frac{\mu_m}{\mu_m + k_p} \right)^{\frac{\kappa_m}{\mu_p}}. \] (2.19)

The result derived agrees with the experimental observation [99, 8] and numerical simulations (in Fig.(2.5)). Furthermore, we can analytically derive the mean and variance and compare them with those in Eq.(2.12). The mean and variance for the basic gene expression model under burst synthesis approximation are
\[ \langle ps \rangle = \frac{k_m k_p}{\mu_m \mu_p}, \]
\[ \sigma_{ps}^2 = \frac{k_m k_p}{\mu_m \mu_p} (1 + \frac{k_p}{\mu_p}) = \langle ps \rangle (1 + \frac{k_p}{\mu_p}), \] (2.20)

By comparing Eq.(2.12) and Eq.(2.20), we notice that the results based on basic reaction scheme will be identical to those with the burst approximation when $\mu_m \gg \mu_p$, which is the basic assumption the burst approximation is based on.

For a more general case, such that the expression of $G_{pb}(z)$ is not given, we
can still find the mean and variance from Eq.(2.16) as

\[
\langle p_s \rangle = \frac{k_m}{\mu_p} \langle p_b \rangle
\]

\[
\frac{\sigma_{p_s}^2}{\langle p_s \rangle^2} = \frac{1}{\langle p_s \rangle} + \frac{\mu_p}{2k_m} \left(1 + \frac{\sigma_{p_b}^2}{\langle p_b \rangle^2} - \frac{1}{\langle p_b \rangle}\right)
\]

\[
= \frac{1}{\langle p_s \rangle} + \frac{1}{\langle m_s \rangle} \left(1 + \frac{\sigma_{p_b}^2}{\langle p_b \rangle^2} - \frac{1}{\langle p_b \rangle}\right) \times \frac{\mu_p}{\mu_m},
\]

where \( p_s \) and \( m_s \) are respectively the protein and mRNA steady state number and \( p_b \) quantifies the protein burst size. Eq.(2.21) shows how different gene expression processes with different burst size distribution can change the noise in steady-state protein distribution. A more detailed study will be conducted in Chapter 3.

### 2.3 mRNA Transcriptional Bursting

In the preceding section, we analyzed the effect of translational bursting as observed in experiments. On the other hand, it is also observed in experiments that mRNA can be produced in transcriptional burst [75]. This observation is explained by a DNA two-state model that the DNA can switch randomly between transcription active (on) and inactive (off) states [71]. The mRNA can only be created when DNA is in the on state. In the limit that mRNA degradation rate is much smaller than the DNA off rate, the mRNA production can be considered to happen in bursts.
Mathematically, the translational and transcriptional bursting models have many features in common. In comparing the two, the DNA on and off state is analogous to the state with and without a single mRNA present. Similar to the protein bursting, the two-state model will give rise to the mRNA burst size as a geometric distribution and the steady state distribution will be a negative binomial distribution. This result provides a useful way to identify the existence and the degree of the transcriptional burst by measuring the Fano factor (the ratio of variance to mean) of mRNA steady state distribution. If the transcriptional process is a simple Poisson process, the steady-state mRNA distribution will be Poisson with Fano factor exactly equal to one. Otherwise, if the transcription happens in bursts, the Fano factor equals the mean number of mRNA during a burst [75].

The effect of transcriptional bursting on protein steady-state distribution can be analyzed by studying the master equation. It is noteworthy that we can do this even without knowing the form of mRNA burst size distribution. Here we focus on the basic gene expression model described at the beginning of the chapter and assume that transcriptional bursting occurs at rate $k_m$. Denote by $m_b$ the number of mRNA produced in one burst and $P_{mb}(m)$ as its probability density function. We can write the Master equation of mRNA
and protein joint steady-state distribution $P(m,n)$ as

$$\begin{align*}
0 &= k_m \left( \sum_{i=0}^{m} P(m-i,n)P_{mb}(i) - P(m,n) \right) \\
&+ \mu_m \left( (m+1)P(m+1,n) - mP(m,n) \right) \\
&+ k_p \left( mP(m,n-1) - mP(m,n) \right) \\
&+ \mu_p \left( (n+1)P(m,n+1) - nP(m,n) \right). \\
\end{align*}$$

Eq.(2.22) considering transcriptional bursting is similar to Eq.(2.7) without bursting except for the first term. Similarly, we can apply the generating function approach to analyze it. Defining $G_{mb}(z) = \sum_{m=0}^{\infty} z^m P_{mb}(m)$ as the generating function of the mRNA burst size distribution and recalling the definition of $G(z_1, z_2)$ in section 1, we get

$$\begin{align*}
0 &= k_m (G_{mb} - 1)G + \mu_m (1 - z_1)\partial_{z_1}G \\
&+ k_p (z_2 - 1)z_1\partial_{z_1}G + \mu_p (1 - z_2)\partial_{z_2}G. \\
\end{align*}$$

(2.23)

Following a similar approach as in section 1, we can find the mean and vari-
ance of steady-state mRNA and protein distributions as

\[ \langle m_s \rangle = \frac{k_m \langle m_b \rangle}{\mu_m} \]

\[ \sigma_{m_s}^2 = \frac{k_m}{2\mu_m} \left( \sigma_{m_b}^2 + \langle m_b \rangle^2 + \langle m_b \rangle \right) \]

\[ \langle p_s \rangle = \frac{k_m k_p \langle m_b \rangle}{\mu_m \mu_p} \]

\[ \sigma_{p_s}^2 = \frac{k_m k_p}{2\mu_m \mu_p} \left( \frac{k_p \left( \sigma_{m_b}^2 + \langle m_b \rangle + \langle m_b \rangle^2 \right)}{\mu_m + \mu_p} + 2 \langle m_b \rangle \right) \]

\[ = \langle p_s \rangle + \frac{\langle p_s \rangle^2}{2} \frac{\mu_m}{k_m} \left( \frac{\sigma_{m_b}^2}{\langle m_b \rangle^2} + \frac{1}{\langle m_b \rangle} + 1 \right) \frac{\mu_p}{\mu_m + \mu_p} \]

\[ = \langle p_s \rangle + \frac{\langle p_s \rangle^2}{2} \frac{\langle m_b \rangle}{\langle m_s \rangle} \left( \frac{\sigma_{m_b}^2}{\langle m_b \rangle^2} + \frac{1}{\langle m_b \rangle} + 1 \right) \frac{\mu_p}{\mu_m + \mu_p}. \]  \hfill (2.24)

Furthermore, the noise term of steady-state protein level can be found as

\[ \frac{\sigma_{p_s}^2}{\langle p_s \rangle^2} = \frac{1}{\langle p_s \rangle^2} + \frac{\langle m_b \rangle}{2 \langle m_s \rangle} \left( \frac{\sigma_{m_b}^2}{\langle m_b \rangle^2} + \frac{1}{\langle m_b \rangle} + 1 \right) \frac{\mu_p}{\mu_m + \mu_p}. \]  \hfill (2.25)

Eq.(2.25) demonstrates how transcriptional bursting can contribute to the noise in protein levels. We can see that when there is no transcriptional bursting, \( \langle m_b \rangle = 1 \) and \( \sigma_{m_b} = 0 \), the noise term expressed in Eq.(2.25) will be identical to previously derived Eq.(2.13). However, the noise will change when transcriptional bursting happens. First, different transcription mechanism can give rise to different mRNA burst size distributions with different values of \( \sigma_{m_b}^2/\langle m_b \rangle^2 \). More importantly, transcriptional bursting can be associated with a reduction in the transcription frequency, while keeping the same level of mRNA and protein. Typically, infrequent transcription will give rise to
greater noise. As shown in Eq.(2.25), the second term will be scaled by the mean transcriptional burst size. As a result, transcription bursting is an important source of noise in gene expression [88].

2.4 Simulation Algorithm

To test the analytical results derived, we use numerical simulations and thus need good simulation algorithms that can provide accuracy and efficiency. One successful method for the numerical simulations of the stochastic gene expression is the Gillespie algorithm.

To start with, let us first introduce the discrete time Monte Carlo simulation algorithm. In our model we typically consider all processes are essentially Poisson processes. As a basic property, a Poisson process with rate $k$ will have probability $k\Delta t$ to take place during the infinitesimally small time interval $\Delta t$. Naturally, one can develop a simulation algorithm based on this property by dividing the time trace into very small discrete time intervals. At every time instance, a random number $r$ uniformly distributed between [0,1] is generated. If $r$ is no greater than $k\Delta t$, the process happens, otherwise we move to the next time step and repeat the above process.

This discrete time simulation is accurate if the time interval is properly chosen to be small enough. However, for small $\Delta t$ value, the probability that the process occurs will also be small and the total number of time divisions will
be large. This means that in order to analyze the system from time 0 to time $T$, we need to check for a large number of discrete time instances (about $T/\Delta t$). Furthermore, most of the computation is wasted on time intervals without the process occurring, given the small probability of its occurrence. In the other word, the rejection rate is very high. In such cases, the discrete time Monte Carlo simulation is not very efficient.

### 2.4.1 Waiting-Time Distribution

From the above discussion, we see that the main drawback of the discrete time Monte Carlo simulation is that a lot of computation is wasted in determining when the process will happen. On the other hand, if we could directly determine when the process happens and which process happens (if there are multiple Poisson processes), the efficiency can be greatly improved.

To do so, we need further properties of Poisson processes. We first look into the waiting-time distribution for the Poisson process. The waiting time, denoted by $T$, is a random variable measuring the time elapsed from the last occurrence of the reaction until the time that it happens again. For the Poisson process, the distribution of $T$ is given by an exponential distribution. This can be proved as follows. Consider a Poisson process with rate $k$ and divide the time trace into very small time intervals $\Delta t$. The probability that
the reaction occurs during the time interval \((t, t + \Delta t)\) is

\[
P(T \in (t, t + \Delta t)) = (1 - k\Delta t)^n k\Delta t, \tag{2.26}
\]

where \(n = t/\Delta t\). The first term in above equation corresponds to the probability that the reaction does not happen before \(T \leq t\) and the latter term is the probability that reaction occurs during the interval \((t, t + \Delta t)\). In the limit that \(\Delta t = dt \to 0\) and \(n \to \infty\), we have

\[
P(T \in (t, t + dt)) = k \lim_{n \to \infty} (1 - \frac{kt}{n})^n dt = ke^{-kt} dt, \tag{2.27}
\]

which means that the waiting-time distribution is exponential.

### 2.4.2 Memoryless Distribution

One important property of exponential distribution is that it is memoryless. The mathematical expression for memoryless property is given as

\[
P(T > t | T > s) = P(T > t - s), \tag{2.28}
\]
for any \( t > s \). Assuming the probability density function of \( T \) is \( ke^{-kt} \) and \( t \geq s \), we can be approved the above relationship as follows.

\[
P(T > t | T > s) = \frac{P(T > t \& T > s)}{P(T > s)} = \frac{P(T > t)}{P(T > s)} = \frac{e^{-kt}}{e^{-ks}} = e^{-k(t-s)} = P(T > t - s).
\] \hspace{1cm} (2.29)

Literally this means that the probability that the reaction happens in the future does not depend on any other information from the past. Here is one example to better illustrate the concept of memorylessness.

Consider you are measuring the waiting-time distribution of a Poisson process using a clock. The problem is that the clock is old and it will randomly stop and you have to reset it to have it run again. To overcome this problem, you apply the following strategy: if the clock stops and the reaction takes place, you have an exact waiting-time measurement; otherwise, if the clock stops and the reaction does not happen yet, you reset the clock immediately and the time counting will start from zero. The question is, will you have the correct measurement of waiting-time distribution with this clock?

The answer is yes, resetting the clock will not affect the measurement because Poisson process has exponential waiting-time distribution that is memoryless. The resetting of the clock will not affect the distribution of time for the reaction to take place.
2.4.3 Multiple Poisson Processes

Another property of the exponential distribution is that the minimum of two exponential random variable is still exponentially distributed. Consider two Poisson process with rate $k_1$ and $k_2$, the waiting-time is denoted by $T_1$ and $T_2$ respectively. Let $T = \min(T_1, T_2)$, then the distribution of $T$ follows an exponential distribution with mean $1/(k_1 + k_2)$. This can be derived by the following calculation:

\[
P(T > t) = P(T_1 > t \& T_2 > t) = P(T_1 > t)P(T_2 > t)
= e^{-k_1t}e^{-k_2t} = e^{-(k_1+k_2)t},
\]

which proves the statement above.

We can also calculate the probability that $T_1$ is greater than $T_2$. This is given as follows:

\[
P(T_1 > T_2) = \int_0^\infty k_1e^{-k_1t}dt_1 \int_0^{t_1} k_2e^{-k_2t}dt_2
= \frac{k_1}{k_1 + k_2}.
\]

Similarly, the probability that $T_1 < T_2$ is $k_2/(k_1 + k_2)$.

The properties stated above have very useful applications in simulations. Now we know that if there are two Poisson processes with rate $k_1$ and $k_2$, then the time elapsed from now till some reaction happens follows an exponential distribution with mean $1/(k_1 + k_2)$. The probability that the reaction taking
place is the one with rate $k_1$ is $k_1/(k_1 + k_2)$ and vice versa. This reasoning can be extended to the case that there are $n$ Poisson processes each with rate $k_i$ where $i = 1$ to $n$. The waiting-time distribution that one among these $n$ reactions happens is exponential with mean $1/\sum_{i=1}^{n} k_i$. The probability that it is the $i^{th}$ reaction that occurs is $k_i/\sum_{i=1}^{n} k_i$.

2.4.4 Gillespie Algorithm

The Gillespie algorithm improves the efficiency by directly determining when the reaction happens and which reaction occurs using the properties of Poisson processes discussed above [22]. In the Gillespie algorithm, we first sum up all the rates of Poisson processes that may occur. Then we generate an exponential random variable based on this total rate. The random variable generated is the waiting-time for the occurrence of one of these reactions. We can also determine which reaction it corresponds to based on the probability that each reaction happens. After this, we will repeat the preceding procedure. Note that the reactions that do not happen will not be affected due to the property of memorylessness.

Now the only detail left is how to generate an exponential random variable. The exponential random variable is generated based on the property that its cumulative distribution function varies uniformly from 0 to 1. If we pick a random number, denoted as $r$, from a uniformly distributed interval $[0, 1]$, then $t = -\frac{1}{k}\ln(r)$ follows an exponential distribution with mean $1/k$. 


With this information, we can run the simulation for the basic gene expression problem (the reaction scheme shown in Fig.(2.1)) with Gillespie algorithm as follows:

0.) at time $T$, there are $m$ mRNA’s and $n$ proteins.
1.) Find the rate $k = k_m + m\mu_m + mk_p + n\mu_p$.
2.) Generate a random variable $r_1$ from a uniform distribution in $[0,1]$. $t = -\frac{1}{k}\ln(r_1)$ is the waiting-time that one reaction takes place.
3.) Generate a random variable $r_1$ from a uniform distribution in $[0,1]$. If $r_1 \leq k_m/k$, it is the transcription that occurs and mRNA number increases by 1. If $k_m/k \leq r_1 \leq (k_m + m\mu_p)/k$, protein will decay and protein number decreases by 1, and so on.
4.) Update the protein and mRNA number and set $T = T + t$.
5.) Repeat from step 0.) (because exponential distribution is memoryless).
Chapter 3

Noise with Molecular Memory and Bursting

As discussed in the preceding chapter, in order to carry out a stochastic analysis of the gene expression process, one has to make certain assumptions about the underlying molecular mechanisms. The typical assumption is to consider the basic processes of molecular creation and degradation as Poisson processes with memoryless exponential waiting time distributions [41, 70, 80, 92]. One benefit of this assumption is that we can then easily relate the probability function with the macroscopic rates that are experimentally measurable. From there we can apply the mathematical framework already established for stochastic Poisson process and solve the problem analyzed.

Nevertheless, it is worthwhile to consider the validity of this assumption and to examine cases where it breaks down. It has been observed that transcription events in *Escherichia coli* often follow exponential waiting time distri-
bution [99, 8, 23]. However, the creation and decaying of molecules typically involve multiple microscopic substeps and are controlled by complicated reaction networks. This can generate non-exponential waiting time distribution for the events studied. Unless one sub-step is rate limiting, it is inadequate, in general, to model transcription, translation and degradation as elementary Poisson processes [72]. Though we can expand the analysis to all the sub-processes involved and consider them as Poisson process, this approach requires detailed knowledge of all sub-processes in the gene expression network and hard to practice in general.

Motivated by these observations, a model was introduced by Pedraza and Paulsson (PP model) [72] which considers arbitrary waiting-time distributions for processes governing arrival and decay of mRNAs (corresponding to ‘gestation’ and ‘senescence’ effects). The transcriptional bursting that gives rise to mRNA burst production is also considered in the PP model. For this model, analytical results were derived for the noise in steady-state protein distributions. However the results derived are approximate expressions. Furthermore, the PP model only considers the most basic translation process that each mRNA gives rise to a geometric protein burst distribution; however more general schemes of gene expression (e.g. involving post-transcriptional regulation [35]) can give rise to bursts that deviate significantly from a geometric distribution. Given the diversity of cellular regulatory mechanisms for gene expression, it is of interest to consider models with arbitrary burst distributions for protein production from mRNAs, acting in combination with
Figure 3.1: Reaction scheme for the underlying gene expression model. Production of mRNAs occurs in bursts (characterized by random variable $m_b$ with arbitrary distribution) and each mRNA gives rise to a burst of proteins (characterized by random variable $p_b$ with arbitrary distribution) before it decays (with lifetime $\tau_m$). The waiting-time distributions for transcriptional burst and decay of proteins are characterized by the functions $f(t)$ and $h(t)$ respectively.

arbitrary distributions characterizing gestation and senescence effects. The following sections focus on analyzing such general stochastic models of gene expression and on deriving analytical expressions for the corresponding noise in protein distributions [34].

\section{3.1 Model and Method}

The underlying reaction scheme for the models analyzed in this work is shown in Fig.(3.1). Production of mRNAs occurs in independent bursts and the number of mRNAs produced in a single burst is characterized by the random variable $m_b$. Each mRNA independently gives rise to a random number of proteins (characterized by random variable $p_b$) during its lifetime $\tau_m$. The
time interval between the arrival of consecutive bursts is characterized by random variable $T$ with corresponding probability density function (p.d.f) $f(t)$. Proteins are degraded independently and the waiting-time distribution for protein decay is characterized by the p.d.f $h(t)$ with mean protein lifetime $\tau_p$.

As discussed in Chapter 2, in the limit that the mRNA lifetime ($\tau_m$) is much shorter than the protein lifetime ($\tau_p$), i.e. $\tau_m \ll \tau_p$ (which holds for many cellular systems), the evolution of cellular protein concentrations can be modeled by processes governing arrival and decay of proteins alone [20, 86]. Unless otherwise stated, the analysis in this chapter will focus on this ‘burst’ limit, in which proteins are considered to arrive in independent instantaneous bursts arising from the underlying mRNA burst. In this limit, we have shown [14] that the processes involved in gene expression can be mapped to the problems of interest in queueing theory.

Queueing theory is a branch of applied mathematics that studies properties of waiting lines in diverse industrial applications and has been developed further in fields such as operations research (a branch of industrial engineering). The results of queueing theory are often used to determine the resources needed to provide service or to optimize the efficiency of the service center. However, by applying proper mapping, the results in Queueing theory can also be utilized to study gene expression models. In this mapping, individual proteins are the analogs of customers in queueing models. The burst synthesis of proteins
then corresponds to the arrival of customers in ‘batches’, whereas the protein
decay-time distribution is the analog of the service-time distribution for each
customer. Given that degradation of each protein is independent of others
in the system, the process maps on to queueing systems with infinite servers.
Correspondingly, the gene expression model in Fig.(3.1) maps on to what is
known as a $GI^X/G/\infty$ system in the queueing literature. In this notation,
the symbol $G$ refers to the general waiting-time distribution and $I^X$ indicates
that the customers arrive in batches of random size $X$, where $X$ is drawn
independently each time from an arbitrary distribution.

The $GI^X/G/\infty$ system has been analyzed in previous work in queueing the-
tory [53]. In the following, we briefly review the notation and relevant re-
sults from the queueing theory analysis. Similar to our model shown in
Fig.(3.1), $f(t)$ and $h(t)$ denote the probability density function (p.d.f) for
the customer arrival time and service time respectively, with $F(t)$ and $H(t)$
as the corresponding cumulative density functions (c.d.f). The distribution
of batch size $X$ has the corresponding generating function $A(z)$, defined as
$A(z) = \sum_{i=1}^{\infty} P(X = i)z^i$. The $k$th factorial moment of batch size $X$, de-
noted by $A_k$, is given by $A_k = (d^k A(z)/dz^k)|_{z=1}$. The number of customers
in service at time $t$ is denoted by $N(t)$. The analytical expressions have
been derived for the $r$th binomial moment $B_r(t)$ of $N(t)$ [53]. These results
can be used to derive expressions for all the moments of $N(t)$, for example
$E[N(t)] = B_1(t)$ and $Var[N(t)] = 2B_2(t) + B_1(t) - B_1^2(t)$. 
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In the following, we will focus on two general subcategories of the $GI^X/G/\infty$ system for which closed-form analytical expressions can be derived for the mean and variance of steady-state protein distributions across the population of cells. These correspond to the two cases: A) arbitrary distributions for bursting with gestation effect in mRNA production and a Poisson process governing protein degradation and B) arbitrary distributions for bursting with senescence effect in protein decaying and a Poisson process governing burst arrival. These systems are analyzed further below.

3.2 Results

3.2.1 Effect of Gestation and Bursting in mRNA Production

Consider first case A, for which arbitrary gestation and bursting effects are included. In this case, the random variable $T$ characterizing the time interval between bursts is drawn from an arbitrary p.d.f. $f(t)$. The protein decay-time distribution $h(t)$ is taken to be an exponential function with $h(t) = \mu_p e^{-\mu_p t}$. The protein degradation rate is denoted as $\mu_p$ mean protein lifetime is given by $\tau_p = 1/\mu_p$.

The corresponding queueing system is $GI^X/M/\infty$ where $M$ indicates that the process of customer departure, which is the analog of protein decay, is Markovian. Recall the definition that $A(z)$ corresponds to the generating function of customer batch size, $A_k$ is the factorial moment of customer batch
size and $N(t)$ denotes the number of customers at time $t$. The previous analysis [53] has derived expressions for the steady-state mean and variance corresponding to $N = \lim_{t \to \infty} N(t)$ for the $GI^X/M/\infty$ queue as [54]:

$$E[N] = \frac{1}{\mu_p \langle T \rangle} A_1$$

$$Var[N] = E[N](1 + \frac{f_L(\mu_p)}{1 - f_L(\mu_p)} A_1 - E[N] + \frac{A_2}{2A_1}),$$

where $\langle T \rangle$ is the mean of p.d.f $f(t)$ and $f_L(s)$ is the Laplace transform of $f(t)$.

To translate the result Eq.(3.1) into an expression for the noise in protein distributions, we need to derive expressions for $A_1$ and $A_2$ in terms of variables characterizing mRNA and protein burst distributions. In gene expression problem, $A(z)$ is the generating function of burst size distribution. In general, each mRNA will produce a random number of proteins ($p_b$) and furthermore the number of mRNAs in the burst is also a random variable ($m_b$). The number of proteins produced in a single burst is thus a sum of a random number of random variables, which is also named as compound random variable. Correspondingly, using standard results from probability theory [84], we derive the following equations for burst size parameters ($A_1$ and $A_2$) in
terms of $m_b$ and $p_b$:

$$A_1 = \langle m_b \rangle \langle p_b \rangle$$

$$A_2 = \langle m_b \rangle (\sigma^2_{p_b} + p_b^2 - p_b) + (\sigma^2_{m_b} + \langle m_b \rangle^2 - \langle m_b \rangle)\langle p_b \rangle^2$$

$$= \langle m_b \rangle (\sigma^2_{p_b} - \langle p_b \rangle) + (\sigma^2_{m_b} + \langle m_b \rangle^2)\langle p_b \rangle^2,$$

(3.2)

where the symbols $\langle .. \rangle$ and $\sigma$ represent the mean and standard deviation respectively.

Using Eq.(3.2), in combination with identification of the random variable $N$ with the corresponding variable characterizing the protein steady-state distribution ($p_s$), we obtain the following expressions for the mean and variance of the protein steady-state distribution:

$$\langle p_s \rangle = \frac{\tau_p}{\langle T \rangle} \langle m_b \rangle \langle p_b \rangle$$

$$\sigma^2_{p_s} = \langle p_s \rangle \left(1 + A_1 \left(\frac{f_L(\mu_p)}{1 - f_L(\mu_p)} - \frac{1}{\mu_p \langle T \rangle} + \frac{1}{\mu_p \langle T \rangle} \right) - \frac{A_1}{2} \right) + A_2 \frac{\sigma^2_{m_b} + \langle m_b \rangle^2}{\langle m_b \rangle^2 \langle p_b \rangle^2}$$

$$= \langle p_s \rangle + \langle p_s \rangle^2 \frac{\mu_p \langle T \rangle}{2} \left(K_g - 1 + \frac{\langle m_b \rangle (\sigma^2_{p_b} - \langle p_b \rangle) + (\sigma^2_{m_b} + \langle m_b \rangle^2)\langle p_b \rangle^2}{\langle m_b \rangle^2 \langle p_b \rangle^2} \right)$$

$$= \langle p_s \rangle + \langle p_s \rangle^2 \frac{\langle T \rangle}{2\tau_p} \left(2K_g + \frac{\sigma^2_{m_b}}{\langle m_b \rangle^2} + \frac{\sigma^2_{p_b}/\langle p_b \rangle^2 - 1/\langle p_b \rangle}{\langle m_b \rangle} \right)$$

(3.3)

where

$$K_g = 2 \left(\frac{f_L(\mu_p)}{1 - f_L(\mu_p)} - \frac{1}{\mu_p \langle T \rangle} \right) + 1,$$

(3.4)

is denoted as the gestation factor. Correspondingly, the noise in protein
steady-state distribution can be found as

\[
\frac{\sigma^{2}_{ps}}{\langle p_s \rangle^2} = \frac{1}{\langle p_s \rangle} + \frac{\langle T \rangle}{2\tau_p} \times \left( K_g + \frac{\sigma^{2}_{mb}}{\langle m_b \rangle^2} + \frac{\sigma^{2}_{pb}/\langle p_b \rangle^2 - 1/\langle p_b \rangle}{\langle m_b \rangle} \right),
\]  

(3.5)

Different contributions to the noise in protein distributions are highlighted in Eq.(3.5): gestation effects, mRNA transcriptional bursting, and translational bursting from a single mRNA, which correspond to the terms \( K_g, \sigma^{2}_{mb}/\langle m_b \rangle^2 \) and \( \sigma^{2}_{pb}/\langle p_b \rangle^2 \), respectively. The first two terms can be modified by transcriptional regulation and the last term can be tuned by post-transcriptional regulation. It is noteworthy that each source contributes additively to the overall noise in the steady-state distribution. Moreover, while the noise due to gestation effects is independent of the degree of transcriptional bursting, the noise contribution from translation bursting is effectively reduced when transcriptional bursting occurs (corresponding to large \( \langle m_b \rangle \) values).

While Eq.(3.5) is valid for general gestation effects and bursting, it is of interest to consider specific examples. First we can check if Eq.(3.5) can give the same results introduced in the preceding chapter. Consider first the basic transcription process such that \( \langle m_b \rangle = 1 \) and \( \sigma_{mb} = 0 \). With the relationship that \( \langle m_s \rangle = \langle m_b \rangle \tau_m/\langle T \rangle \) and \( K_g = 1 \) without gestation effect, Eq.(3.5) becomes identical to Eq.(2.21) in Chapter 2. Furthermore, consider the basic translation process that \( p_b \) follows a geometric distribution, Eq.(3.5) will give a similar result as shown in Eq.(2.25). The difference arising is because Eq.(3.5) is under the burst synthesis approximation while Eq.(2.25)
is not. For the basic translation process without gestation effect, one can go beyond the burst synthesis approximation by scaling the terms in the bracket in Eq.(3.5) with $\frac{\tau_p}{\tau_m + \tau_p}$. This term is often denoted as the time averaging factor [70].

We can also consider another case such that there is a constant delay $T_d$ between arrival of consecutive mRNA bursts, i.e. the waiting-time distribution is $f(t) = \delta(t - T_d)$. In this case, the gestation factor is given by $K_g = 2e^{-\mu_p T_d}/(1 - e^{-\mu_p T_d}) - 2/\mu_p T_d + 1$. The corresponding expression for the noise in protein distributions Eq.(3.5), considering a general case which
Figure 3.3: The noise $v.s. \mu_p\langle T \rangle$ from analytical expressions and stochastic simulations. The time interval between bursts is drawn from a Gamma distribution and the number of mRNAs created in one burst is drawn from a Poisson distribution. It includes the basic translation process such that the number of proteins created by each mRNA follows a geometric distribution. The parameters are $\langle m_b \rangle = 10$, $\sigma_{m_b}^2/\langle m_b \rangle^2 = 0.1$ and $\sigma_T^2/\langle T \rangle^2 = 0.2$. The mRNA and protein lifetime are chosen as $\tau_m/\tau_p = 0.2$ to go beyond the burst synthesis approximation. While Eq.(3.6) agrees with simulations, the result from Ref. [72] is less accurate when $\mu_p\langle T \rangle$ is large.

also includes the effects of post-transcriptional regulation [35], is in excellent agreement with results from stochastic simulations, as shown in Fig.(3.2). It is noteworthy that $K_g$ can be nonvanishing even though the time interval between consecutive bursts is fixed (i.e. $\sigma_T^2 = 0$). In contrast to previous work [72], which suggests that the contribution of gestation effects to the noise vanishes when $\sigma_T^2 = 0$, our result shows that $K_g$ can be tuned from 0 to 1 as $\mu_pT_d$ is varied.

While the results derived above are exact in the limit $\tau_m \ll \tau_p$, an exact
expression for the noise in the general case (i.e. without invoking the condition \( \tau_m \ll \tau_p \) and for general gestation and bursting distributions) is difficult to obtain. However, a useful approximation can be obtained by considering that the time-averaging factor \( \frac{\tau_p}{\tau_m + \tau_p} \) for the basic case without gestation is the same for general gestation and bursting distributions. We then obtain

\[
\frac{\sigma_{p_s}^2}{\langle p_s \rangle^2} \approx \frac{1}{\langle p_s \rangle} + \frac{\langle T \rangle}{2\tau_p} \times \left( K_g + \frac{\sigma_{m_b}^2}{\langle m_b \rangle^2} + \frac{\sigma_{p_b}^2}{\langle p_b \rangle^2} - \frac{1}{\langle p_b \rangle} \right) \times \frac{\tau_p}{\tau_m + \tau_p}. \tag{3.6}
\]

It is instructive to compare Eq.(3.6) with the result derived in previous work for the PP model [72]. The PP model assumes a specific protein production reaction scheme such that each mRNA gives rise to a burst of proteins drawn from a geometric distribution. Considering Eq.(3.6) for the specific case of a geometric distribution (i.e. \( \sigma_{p_b}^2 = \langle p_b \rangle^2 + \langle p_b \rangle \)), we note that Eq.(3.6) is identical to the previous result [72] apart from the terms corresponding to the gestation factor \( K_g \), as discussed below.

The correspondence between Eq.(3.6) and the previous result can be further analyzed as follows. The Laplace transform, \( f_L(\mu_p) \), can be written as:

\[
f_L(\mu_p) = 1 - \mu_p\langle T \rangle + \frac{\mu_p^2\langle T^2 \rangle}{2} + O(\mu_p^3\langle T^3 \rangle). \tag{3.7}
\]

Assuming that the higher order terms in Eq.(3.7) can be ignored (e.g. \( \mu_p\langle T \rangle \) is small and \( \langle T^n \rangle \) scales as the \( n^{th} \) power of \( \langle T \rangle \) or less), substituting for \( f_L(\mu_p) \) in Eq.(3.4) shows that \( K_g \) can be approximated by \( K_g \approx \sigma_T^2/\langle T \rangle^2 \) which corresponds to the previous result. Since the parameter \( 1/(\mu_p\langle T \rangle) \)
measures the mean number of bursts occurring during the protein lifetime, this indicates that the previous result [72] is valid for the case of frequent bursting during a protein lifetime, and breaks down when bursts occur over larger time intervals, as demonstrated in Fig.(3.3).

3.2.2 Effect of Senescence in Protein Decaying

We now consider case B, which corresponds to arbitrary distributions for bursting and senescence effects along with exponential waiting-time distributions for burst arrival. Previous work [72] has focused on the case that the mRNA decay-time distribution is a Gamma distribution. Since different regulation schemes can impact degradation, it is of interest to consider the effects of more general waiting-time distributions for protein decay. For the general problem, we take the waiting-time for protein degradation to be drawn from an arbitrary distribution characterized by p.d.f $h(t)$ and c.d.f $H(t)$. The waiting-time between consecutive bursts is characterized by an exponential distribution with $f(t) = \lambda e^{-k_m t}$. The corresponding system, following the mapping to queueing theory, is the $M^X/G/\infty$ queue. The steady-state mean and variance of $N$ for this queue has been obtained in previous work [53]:

\[
\begin{align*}
E[N] &= k_m A_1 \int_0^\infty [1 - H(t)] dt \\
Var[N] &= E[N] + k_m A_2 \int_0^\infty [1 - H(t)]^2 dt.
\end{align*}
\]  

(3.8)
By taking Eq.(3.2) and the relation $\langle T \rangle = 1/k_m$ into account, the mean and the variance for arbitrary senescence and bursting distribution can be derived as:

\[
\langle p_s \rangle = \frac{A_1}{\langle T \rangle} \int_0^\infty [1 - H(t)] dt = \frac{\tau_p}{\langle T \rangle} \langle m_b \rangle \langle p_b \rangle
\]

\[
\sigma_{p_s}^2 = \langle p_s \rangle^2 + \frac{\langle T \rangle}{2\tau_p} \left(1 + \frac{\sigma_{m_b}^2}{\langle m_b \rangle^2} + \frac{\sigma_{p_b}^2/\langle p_b \rangle^2 - 1/\langle p_b \rangle}{\langle m_b \rangle} \right) \times K_s \quad (3.9)
\]

where

\[
K_s = \frac{2 \int_0^\infty [1 - H(t)]^2 dt}{\tau_p} = 2 - \frac{2 \int_0^\infty H(t)[1 - H(t)] dt}{\tau_p}, \quad (3.10)
\]

is denoted as the *senescence factor*. The noise in protein steady-state can also be found as

\[
\frac{\sigma_{p_s}^2}{\langle p_s \rangle^2} = \frac{1}{\langle p_s \rangle^2} + \frac{\langle T \rangle}{2\tau_p} \times \left(1 + \frac{\sigma_{m_b}^2}{\langle m_b \rangle^2} + \frac{\sigma_{p_b}^2/\langle p_b \rangle^2 - 1/\langle p_b \rangle}{\langle m_b \rangle} \right) \times K_s, \quad (3.11)
\]

It is noteworthy that Eq.(3.11) and Eq.(3.5) have multiple terms in common. The terms characterizing the noise from transcriptional and translational bursting remain unchanged. For the case without senescence or gestation effects, i.e. $K_g = K_s = 1$, Eq.(3.11) and Eq.(3.5) become identical. However, unlike the gestation factor that contributes to the total noise *additively*, the senescence factor serves as a *scaling* factor for the total noise. While there is no obvious upper limit on the value of $K_g$, the upper bound for $K_s$ is 2 as is evident from Eq.(3.10). In general, the $K_s$ value is lower for functions $h(t)$
that vary slowly with $t$, and higher for narrowly peaked distribution $h(t)$. When $h(t)$ becomes a delta function, $K_s$ reaches its maximum value.

### 3.3 Summary

The general results derived in this chapter will serve as useful inputs for the analysis and interpretation of diverse experimental studies of gene expression. Some examples are: 1) Recent experiments on single-cell studies of HIV-1 viral infections have focused on the frequency and degree of transcriptional bursting [89]. For such studies, the derived results can be used to relate measurements of inter-arrival waiting-time distributions and burst distributions to the noise in protein distributions. 2) Experimental data and computational models of the cell-cycle in yeast indicate that modeling the basic processes of gene expression as Poisson processes gives rise to unrealistically large noise in protein distributions [40], thereby suggesting that regulatory schemes which change distributions with reduced noise are employed by the cell. The analytical expressions derived highlight different contributions to noise and can thus provide insight into how different regulatory schemes can lead to noise reduction. 3) More generally, the results derived can be used in the analysis of inverse problems, i.e. using experimental measurements of intrinsic noise to determine parameters of the underlying kinetic models. Such efforts, in turn, can lead to further insights into cellular factors that impact gene regulation, based on experimental observations of noise in gene expression.
In summary, we have analyzed the noise in protein distributions for general stochastic models of gene expression. The present work extends previous analysis by deriving analytical results for the noise in protein distributions for arbitrary gestation, senescence and bursting mechanisms. The expressions obtained provide insight into how different sources contribute to the noise in protein levels which can lead to phenotypic heterogeneity in isogenic populations. The results derived will thus serve as useful inputs for the analysis and interpretation of experiments probing stochastic gene expression and its phenotypic consequences.

At a broader level, though powerful analytical approaches have been developed in modeling stochastic processes, the application of some of these tools to cellular processes has been limited to date. Our work is one of the first studies that applied queueing theory in analyzing the noise in protein distributions for stochastic gene expression models. This work demonstrates the benefits of developing a mapping between models of stochastic gene expression and queueing systems which has potential applications for research in both fields. The extensive analytical approaches and tools developed in queueing theory can now be employed to analyze stochastic processes in gene expression. It is also anticipated that future analysis of regulatory mechanisms for gene expression will lead to new problems and challenges for queueing theory.
Chapter 4

Post-transcriptional Regulation of Noise I

The intrinsic stochasticity of biochemical reactions involved in gene expression can lead to large variability of protein levels across a clonal population of cells. In order to adapt and respond to changing environments, cellular systems must employ regulating mechanisms to control the variability (or “noise”) in gene expression. An important question that arises is: what are the roles of different ways of regulations in controlling the noise in protein steady state distributions?

The results in preceding chapters have brought some insights on how transcriptional, post-transcriptional and post-translational regulation control the noise in the gene expression process. In the following two chapters, we will focus on models of post-transcriptional regulation. Two broad classes of reaction schemes are introduced: (I) for global regulators present in large
amounts for which fluctuations of the regulator can be neglected and (II) for regulators that undergo coupled degradation for which fluctuations of the regulator cannot be neglected. We will discuss the case (I) in this chapter and case (II) in the following chapter.

4.1 Introduction

Given the fact that the gene expression is inherently stochastic, the need to regulate this intrinsic variability in protein level places important constraints on cellular regulatory pathways; in particular those that bring about global changes in gene expression. In such pathways, it has been shown that a central component of several global regulatory networks is post-transcriptional control by regulatory proteins and by small RNAs (sRNAs) in bacteria and MicroRNAs (miRNAs) in higher organisms. Recent research points towards an increasingly important role for this mode of regulation in fine-tuning the noise in gene expression and in regulating important cellular processes. In bacteria, this trend is highlighted by the continuing discoveries of sRNAs which play central roles in global regulatory pathways [1, 24, 27]. In higher organisms, microRNAs are known to play key roles in the regulation of critical processes such as development, stem cell pluripotency and cancer [6, 29, 32]. Although noise in gene expression can have deleterious effects in some cases and thus needs to be limited, in other cases such noise is utilized and in-
deed required by the cell e.g. for processes leading to cell-fate determination [56, 30]. Furthermore, it has been argued that noise in gene expression could be advantageous under conditions of high stress, since variability in a population provides a bet-hedging strategy that can enable survival [19, 11]. Regulation of the noise in gene expression is thus essential for the proper functioning of several cellular processes. Since sRNAs regulate critical cellular processes, understanding their role in fine-tuning the noise in gene expression is of fundamental importance [30].

In this chapter, we develop a framework for modeling post-transcriptional regulation with regulators present in high abundance. The analytical results obtained provide insight into how different mechanisms of post-transcriptional regulation modulate noise in protein distributions. The results also show how to quantify the degree of transcriptional bursting based on observations of regulated protein burst distributions. Furthermore, the analytical approach can also be applied in studying the model that the mRNA target is regulated by multiple regulators.

### 4.2 Stochastic Modeling

#### 4.2.1 Model

The post-transcriptional regulation of gene expression is a process through which regulators can bind to mRNA and control protein production by al-
Figure 4.1: (A) Figure of post-transcriptional regulation. (B) Kinetic scheme for regulation of protein production by a mRNA-binding protein (denoted as Complex). $k_{p1}(k_{p2})$ are the translation rates in the free (bound) states and $\mu_m(\mu_c)$ are the corresponding decay rates.

...tering mRNA stability or by regulating translational efficiency [96], as shown in Fig.(4.1A). Since many regulator (e.g. regulatory sRNAs) are known to repress gene expression, most previous models have focused on regulation by irreversible stoichiometric degradation [50, 66, 62, 21]. However, sRNAs can affect not only mRNA degradation rates but also protein production rates and the corresponding biochemical reactions are, in general, reversible [18, 96]. Furthermore, not all regulators repress gene expression; there are sRNAs which are known to activate gene expression and even some which can switch from activating to repressing in response to cellular signals [18, 94].

To quantify the corresponding effects on stochastic gene expression, a general model which includes the different mechanisms of sRNA-based regulation needs to be analyzed.

In the limit that global regulators are present in large numbers, cellular con-
centrations of the regulator are not significantly affected by binding to target mRNAs. For example, during exponential growth phase a cell typically has \( \sim 20,000 \) copies of regulatory protein CsrA. Hence it is a good approximation to assume that fluctuations in regulator concentration can be neglected and furthermore that the binding/unbinding rates can be taken to be constant. Following that, we propose a general reaction scheme in analyzing the process of post-transcriptional regulation as shown in Fig.(4.1B). The regulator binds mRNA to form a complex with rate \( \alpha \); the dissociation rate for the complex is \( \beta \). The parameters \( k_{p1} \) and \( k_{p2} \) are the rates of protein production from the mRNA in free and bound states and \( \mu_m \) and \( \mu_c \) are the corresponding decay rates.

With the rates of mRNA creation and protein degradation, we can write down the master equation for the protein steady state distribution following the procedures introduced in Chapter 2. The master equation is solvable in principle, but complicated in practice. However, as discussed in Chapter 2, the gene expression can be approximated by the processes of protein creation and decaying only in the limit that protein life time is much longer than that of mRNA. In this burst synthesis approximation, the protein steady state distribution can be derived using Eq.(2.16) once the protein burst size distribution is known. As also discussed in Chapter 3, for the situation that transcription and protein decay processes are not Poisson processes, we can still find the noise in protein steady state distribution once the noise in protein burst size distribution (equivalently the mean and variance of \( p_b \)) is given.
For these reasons, we wish to find the protein burst size distribution under the regulation. The results derived can be used to derive corresponding analytical expressions for quantities of interest in steady state protein level over a population of cells.

4.2.2 Method

We denote the protein burst size distribution by $P_{pb}(n)$ which corresponds to the number of proteins translated from a single mRNA before it decays. During this process, the mRNA can exist in two states: either free or bound in a complex with the post-transcriptional regulator. Correspondingly, we define the functions $f_1(n, t)$ and $f_2(n, t)$ (generalizing the approach outlined in [5]) which denote the probabilities of finding the mRNA in free and bound states respectively at time $t$, having produced a burst of $n$ proteins. The initial condition corresponds to creation of the mRNA in its free state at $t = 0$, i.e. $f_1(0, 0) = 1$ and $f_2(n, 0) = 0$. Now, the burst distribution $P_{pb}(n)$ can be obtained from $f_1(n, t)$ and $f_2(n, t)$ as

$$P_{pb}(n) = \int_0^\infty f_1(n, t)\mu_m \, dt + \int_0^\infty f_2(n, t)\mu_c \, dt,$$

(4.1)

which is found by the probability of having $n$ proteins by time $t$ and the mRNA / complex degrades at the next time interval $t$ to $t + \Delta t$. Furthermore, the time evolution of $f_1(n, t)$ and $f_2(n, t)$ is determined by the following
Master equations:

\[
\frac{\partial f_1(n,t)}{\partial t} = k_p f_1(f_1(n-1,t) - f_1(n,t)) - (\mu_m + \alpha) f_1(n,t) + \beta f_2(n,t) \\
\frac{\partial f_2(n,t)}{\partial t} = k_p f_2(f_2(n-1,t) - f_2(n,t)) - (\mu_c + \beta) f_2(n,t) + \alpha f_1(n,t)
\] (4.2)

The above equations can be analyzed further using a combination of generating functions and Laplace transforms. Specifically, defining generating function of the protein burst size distribution \(G_{pb}(z) = \sum_n z^n P_{pb}(n)\) and \(F_{1,2}(z,s) = \sum_n z^n \int_0^\infty e^{-st} f_{1,2}(n,t) \, dt\), we obtain

\[
G_{pb}(z) = \lim_{s \to 0} \left( \mu_m F_1(z,s) + \mu_c F_2(z,s) \right) \\
sF_1(z,s) - 1 = \left( k_p (z - 1) - (\mu_m + \alpha) \right) F_1(z,s) + \beta F_2(z,s) \\
sF_2(z,s) = \left( k_p (z - 1) - (\mu_c + \beta) \right) F_2(z,s) + \alpha F_1(z,s)
\] (4.3)

### 4.2.3 Results

Evaluating these equations then leads to the exact expression for \(G_{pb}(z)\), which can be written as

\[
G_{pb}(z) = X \frac{1 - S_1}{z - S_1} + (1 - X) \frac{1 - S_2}{z - S_2},
\] (4.4)
where

\[ X = \frac{\sqrt{\Delta} - (k_{p1}(\beta + \mu_c) + k_{p2}(\alpha - \mu_m))}{2\sqrt{\Delta}} \]

\[ S_{12} = 1 + \frac{k_{p1}(\beta + \mu_c) + k_{p2}(\alpha + \mu_m) \pm \sqrt{\Delta}}{2k_{p1}k_{p2}} \]

\[ \Delta = (k_{p1}(\beta + \mu_c) - k_{p2}(\alpha + \mu_m))^2 + 4\alpha\beta k_{p1}k_{p2}. \quad (4.5) \]

The above expression indicates that the number of proteins produced in one burst can be expressed as a weighted sum of two random variables, each of which corresponds to the geometric distribution. While the complete expression for \( P_{pb}(n) \) can thus be derived from the results obtained, in some cases the primary interest is in derived quantities characterizing the noise in protein distributions. For the protein burst distribution \( P_{pb}(n) \) derived above, both the mean and the coefficient of variance can be readily obtained from the generating function as

\[ \langle p_b \rangle = \frac{k_{p1}(\mu_c + \beta) + k_{p2}\alpha}{\mu_m(\mu_c + \beta) + \mu_c\alpha} \]

\[ \frac{\sigma_{p_b}^2}{\langle p_b \rangle^2} = 1 + \frac{1}{\langle p_b \rangle} + \frac{2\alpha k_{p2}(k_{p2}\mu_m - k_{p1}\mu_c)}{(\alpha k_{p2} + k_{p1}\beta + k_{p1}\mu_c)^2}, \quad (4.6) \]

The above expression is tested and in excellent agreement with result from stochastic simulations using the Gillespie algorithm.

It is noteworthy that Eq. (4.4) is valid for the most general choice of parameters. To gain additional insight, let us consider specific parameter choices of
Figure 4.2: The protein burst distribution $P_{pb}(n)$ for full repression, decay modulation and activation from Eq.(4.6)). In all three cases, the mean of the protein burst distribution is kept the same. The burst distribution for full repression is identical to the geometric distribution with the same mean, whereas $P_{pb}(n)$ for decay modulation and activation deviate significantly from the geometric distribution. Parameters for decay modulation and activation are chosen such that $\frac{\alpha}{\mu_m} = 5, \frac{\beta}{\mu_m} = 1, \frac{\mu}{\mu_m} = 5, p_m = 1$ and $\frac{\alpha}{\mu_m} = \frac{\beta}{\mu_m} = 1, \frac{k_{p2}}{k_{p1}} = 4, p_m = 1$ respectively.

Of greater interest is the effect of different modes of regulation. While a generally accepted model is that regulator binding prevents ribosome access.
(i.e. $k_{p2} = 0$), recent studies have shown that small RNAs can also repress gene expression by binding in the coding region significantly downstream of the ribosome binding site [73]. In the latter case, regulator binding is not expected to affect the translation rate, but instead alters the mRNA decay rate. To explore the effects of these different regulatory mechanisms on the noise in protein distributions, we consider two special cases for the general results derived above: 1) full repression ($k_{p2} = 0$) and 2) decay modulation ($k_{p2} = k_{p1}$, $u_m < u_c$).

For full repression (taking the limit $k_{p2} \to 0$), the generating function is given by

$$G_{pb}(z) = \frac{\mu_m + \frac{\mu_c \alpha}{\mu_c + \beta}}{\mu_m + \frac{\mu_c \alpha}{\mu_c + \beta} - k_{p1}(1 - z)}.$$  \hspace{1cm} (4.8)

The result is identical to Eq. (4.7) provided that the mRNA degradation rate is rescaled from $\mu_m$ to $\mu_m + \frac{\mu_c \alpha}{\mu_c + \beta}$. Thus the protein burst distribution remains a geometric distribution but with a reduced mean due to lowering of the effective mRNA lifetime. This implies that regulation by full repression results in a protein burst distribution that is identical to that of an unregulated burst distribution with the same mean.

On the other hand for regulation by decay modulation, the burst distribution shows deviations from a geometric distribution, as displayed in Fig.(4.2). To analyze this further, let us focus on the noise $\sigma_{pb}^2/\langle pb \rangle^2$ in Eq.(4.6) which, for
decay modulation, is given by

\[
\frac{\sigma_{p_b}^2}{\langle p_b \rangle^2} = 1 + \frac{1}{\langle p_b \rangle} + \frac{2\alpha k_{p_1}(1 - \theta_1)}{(\alpha + \beta + \theta_1 \mu_m)^2} \\
= 1 + \frac{1}{\langle p_b \rangle} + Q,
\]

(4.9)

where \(\theta_1 = \mu_c/\mu_m > 1\) and the term \(Q\) quantifies the deviation from the geometric distribution (\(Q = 0\) for a geometric distribution). Thus for regulation by decay modulation, the noise strength can be tuned by the parameter \(\theta_1\) resulting in a burst distribution with reduced variance when compared with an unregulated burst distribution with the same mean. Eq. (4.9) indicates that this reduction can be significant since the maximum magnitude for \(Q\) is 0.5. Such a narrowing of the variance relative to the mean has been previously proposed as a potential function for small RNAs with important implications for canalization of gene expression during development [29].

The previous results for repression mechanisms can be contrasted with the effect of post-transcriptional activation of gene expression. The burst distribution for activation also shows significant deviations from a geometric distribution with the same mean, as displayed in Fig.(4.2). For activation due to increased protein production (with \(\mu_c = \mu_m\)), the deviation \(Q\) is given by:

\[
Q = \frac{2\alpha \theta_2 p_m \mu_m (\theta_2 - 1)}{(\alpha \theta_2 + \beta + \mu_m)^2},
\]

(4.10)

where \(\theta_2 = k_{p_2}/k_{p_1}\). As \(\theta_2 > 1\) for activation, the noise will be greater than
that of an unregulated burst distribution with the same mean. The value of $Q$, depending on the choice of $\theta_2$ and $\alpha$, can be made arbitrarily large. Our results thus indicate that activation of gene expression by small RNAs can potentially lead to a large variance in protein distribution, which in turn can give rise to phenotypic heterogeneity that is often beneficial for the organism [19].

4.2.4 Application

The above analysis can be extended to study the problem wherein transcriptional bursting is considered such that multiple mRNAs can be produced in a single burst. In this case, the probability of having $m$ mRNAs in one transcriptional burst, $P_{mb}(m)$, is given by a geometric distribution, conditional on the production of at least 1 mRNA [31]

$$P_{mb}(m) = (1 - p_m)^{m-1} p_m. \quad (4.11)$$

Eq.(4.11) serves as a general formula for the mRNA burst distribution. The case $p_m = 1$ correspond to a single mRNA produced in every transcription event; whereas if $p_m < 1$, the mean number of mRNAs produced per burst $\langle m_b \rangle = 1/p_m$ is greater than 1. In general, each mRNA will produce a random number of proteins drawn from the distribution $P_{pb}(n)$ (the corresponding generating function $G_{pb}(z)$ is given by Eq.(4.4)) and furthermore the number of mRNAs in the burst is also a random variable defined by the distribution
Eq. (4.11). The total number of protein produced is thus a compound random variable [84]. The corresponding generating function $G_{pb}'(z)$ is given by
\[
G_{pb}'(z) = \frac{G_{pb}(z)p_m}{1 - G_{pb}(z)(1 - p_m)}.
\] (4.12)

From Eq. (4.12), we can identify the conditions such that the value of $p_m$ can be determined. If $G_{pb}'(z)$ corresponds to the generating function of the geometric distribution, it is completely determined by its mean value. For example, in the case without regulation, the mean protein burst size is given by $\langle p'_b \rangle = \frac{1}{p_m} (\frac{k_{p1}}{\mu_m})$. Since there is effectively one measurable quantity ($\langle p'_b \rangle$) for the burst distribution, $p_m$ cannot be determined given that $\frac{k_{p1}}{\mu_m}$ is not known [31].

However, with post-transcriptional regulation which gives rise to burst size distribution different from geometric, it is possible to distinguish the degree of transcriptional bursting. Based on Eq. (4.12), the Fano Factor of the protein burst size distribution under decay modulation can be found as
\[
\frac{\sigma_{p_b}^2}{\langle p'_b \rangle} = 1 + \langle p'_b \rangle + \frac{2\alpha k_{p1} (1 - \theta)}{(\alpha + \beta + \theta \mu_m)(\beta + \theta (\alpha + \mu_m))}
= 1 + \langle p'_b \rangle + D,
\] (4.13)

where the term $D$ quantifies the deviation from the geometric distribution ($D = 0$ for a geometric distribution). It is of interest to note that $D$ depends on $\frac{k_{p1}}{\mu_m}$ but is independent of $p_m$. Thus, measurements of $D$ and $\langle p'_b \rangle$ can, in
principle, be used to determine both $\frac{k_{1m}}{\mu_m}$ and $p_m$ and thereby to discriminate if transcriptional bursting exists.

The argument above provides a means of determining $p_m$ provided the interaction parameters such as $\alpha$, $\beta$ and $\theta_1$ are known. In general, these parameters are not known, however for regulators such that the dissociation rate $\frac{\beta}{\mu_m} \to 0$, the following protocol can be used to determine $p_m$: (i) Obtain the mean protein burst levels without regulation, denoted by $\langle p'_b0 \rangle$. (ii) Choose a certain regulator concentration. Obtain the mean protein burst level $\langle p'_b1 \rangle$ and the corresponding variance. Determine the deviation from a geometric distribution as defined in Eq.(4.13), which is denoted by $D_1$ and let $n_1 = \langle p'_b1 \rangle / \langle p'_b0 \rangle$. (iii) Change the concentration of the regulator, which effectively changes the regulator binding rate $\alpha$. Repeat step (ii) and obtain the corresponding quantities denoted by $D_2$ and $n_2 = \langle p'_b2 \rangle / \langle p'_b0 \rangle$. Given the five quantities $n_{0,1,2}$ and $D_{1,2}$, the mean transcriptional burst size $\langle m_b \rangle (= 1/p_m)$ is given by:

$$
\langle m_b \rangle = -2n_0n_1n_2 \frac{D_1(1-n_2) - D_2(1-n_1)}{D_1n_1(1-n_2) - D_2n_2(1-n_1)} \\
\times \frac{(1-n_1)(1-n_2)(n_1-n_2)}{D_1n_1(1-n_2)^2 - D_2n_2(1-n_1)^2}
$$

(4.14)

Using stochastic simulations, we have verified that the above expression accurately predicts the degree of transcriptional bursting. It should be noted that experimental approaches have been developed recently for direct measurements of mRNA burst distributions [77, 78] and it would be informative to compare results from these direct approaches with estimates from the
4.3 Regulation by Multiple Regulators

The above work can be generalized to analyze the case of multiple sRNAs regulating a single mRNA target. We begin by considering protein production from a single mRNA regulated by \( N \) independent sRNAs \([2]\). We assume that the mRNA can only be bound by one regulator at a time. The corresponding reaction scheme is shown in Fig.(4.3). The mRNA has \( N + 1 \) possible states due to the regulation, with the states \( i = 1, \ldots, N \) denoting mRNA bound to the \( i^{th} \) sRNA regulator to form complex \( i \). For notational simplicity, we denote the unbound mRNA state as complex 0. An unbound
mRNA forms complex $i$ with rate $\alpha_i$ and the complex can either dissociate with a rate $\beta_i$, decay with a rate $\mu_{ci}$, or initiate protein production with a rate $k_{pi}$. We assume the sRNA regulators are present in large amounts such that fluctuations in their concentration can be ignored; correspondingly the rates $\alpha_i$ are taken to be constant.

The protein burst size distribution from a single mRNA (interacting with $N$ sRNAs) is denoted as $P_{pb,N}(n)$. We further define the function $f_i(n, t)$ which denotes the probability that $n$ proteins have been produced and the mRNA is in state $i$ at time $t$. Similar to the previous deduction, the protein burst distribution, $P_{pb,N}(n)$, can be obtained from

$$P_{pb,N}(n) = \sum_{i=0}^{\infty} \int_{0}^{\infty} f_i(n, t) \mu_{ci} dt. \quad (4.15)$$

The time-evolution of the probabilities $f_i(n, t)$ is governed by the Master equation

$$\frac{\partial f_0(n, t)}{\partial t} = k_{p0}(f_0(n - 1, t) - f_0(n, t)) - (\mu_{c0} + \sum_{i=1}^{N} \alpha_i) f_0(n, t)$$
$$+ \sum_{i=1}^{N} \beta_i f_i(n, t)$$

$$\frac{\partial f_i(n, t)}{\partial t} = k_{pi}(f_i(n - 1, t) - f_i(n, t)) - (\mu_{ci} + \beta_i) f_i(n, t)$$
$$+ \alpha_i f_0(n, t). \quad (4.16)$$

The initial condition corresponds to creation of a single unbound mRNA and
no proteins in the system at time $t = 0$, i.e. $f_0(0,0) = 1$.

The procedure outlined in preceding section can now be applied to obtain the generating function of protein burst distribution. Define $G_{pb,N}(z) = \sum_n z^n P_{pb,N}(n)$ and $F_i(z, s) = \sum_n z^n \int_0^\infty e^{-st} f_i(n, t) \, dt$, we have

$$
G_{pb,N}(z) = \lim_{s \to 0} \sum_{i=0}^N \left( \mu_i c_i F_i(z, s) \right)
$$

To present the results in a compact form, it is convenient to define the dimensionless variables $\xi_i = \frac{k_p}{\beta_i + \mu_c}$ and $\omega_i = \frac{\alpha_i}{\beta_i + \mu_c} \left( \frac{\mu_c}{\mu_0} \right)$ for $i > 0$ and $n_i = \frac{k_p}{\mu_c}$ for $i \geq 0$. Now, by setting $\omega_0 = 1$ and $\xi_0 = 0$ we further define the ‘weight functions’ $\omega_i(z) = \omega_i \frac{1}{1 + \xi_i(1-z)}$. Note that $\frac{1}{1 + \xi_i(1-z)}$ is the generating function of a geometric distribution with mean $\xi_i$.

Using the above definitions, we obtain the following exact expression for the generating function of the protein burst distribution

$$
G_{pb,N}(z) = \frac{\sum_{i=0}^N \omega_i(z)}{\sum_{i=0}^N \omega_i(z) + \sum_{i=0}^N \omega_i(z)n_i(1 - z)}
$$

For $N = 0$, i.e. the unregulated case, the generating function reduces to

$$
G_{pb,0}(z) = \frac{\mu_m}{\mu_m + k_p(1 - z)}
$$

in agreement with previous discussion.

For the general case, the generating function can be recast in a form that
shows that the protein burst distribution is a mixture of $N + 1$ geometric distributions [35]. However, the corresponding expression, even for the case of $N = 2$, is too complex to be reproduced here. On the other hand, using Eq. (4.18), compact analytic expressions for the mean, $\langle p_{b,N} \rangle$, and squared coefficient of variance, $\sigma^2_{p_{b,N}} / \langle p_{b,N} \rangle^2$ can be derived. The mean (scaled by the unregulated mean) is given by

$$\frac{\langle p_{b,N} \rangle}{\langle p_{b,0} \rangle} = 1 + F_N$$  \hspace{1cm} (4.20)

and the noise strength (squared coefficient of variance) is given by

$$\frac{\sigma^2_{p_{b,N}}}{\langle p_{b,N} \rangle^2} = 1 + \frac{1}{\langle p_{b,N} \rangle} + Q_N$$  \hspace{1cm} (4.21)

where

$$F_N = \frac{\sum_{i=0}^{N} \omega_i (n_i - n_0)}{\sum_{i=0}^{N} \omega_i n_0}$$

$$Q_N = \frac{\sum_{i,j=0}^{N} \omega_i \omega_j (\xi_i - \xi_j)(n_i - n_j)}{\left(\sum_{i=0}^{N} \omega_i n_i\right)^2}$$

Note that the signs of $F_N$ and $Q_N$ characterize the impact of the sRNAs on the regulated protein distribution. Specifically, the unregulated case has mean $\langle p_{b,0} \rangle$; thus $F_N < 0$ corresponds to repression whereas $F_N > 0$ corresponds to activation. Similarly, an unregulated protein burst distribution with mean
Figure 4.4: Contour plots for the percent change in the mean and noise strength of a two regulator system from the corresponding unregulated values as a function of $k_{p_1}$ and $k_{p_2}$. (a) Mean: Plot of $f(k_{p_1}, k_{p_2}) = \frac{\langle p_{b,2} \rangle - \langle p_{b,0} \rangle}{\langle p_{b,N} \rangle} \cdot 100\%$. Note that along the contour $f(k_{p_1}, k_{p_2}) = -20\%$ the noise strength changes from less than $-5\%$ to over $70\%$. (b) Noise Strength: Plot of $g(k_{p_1}, k_{p_2}) = Q_2 \cdot 100\%$. Note that $g(k_{p_1}, k_{p_2})$ contains contours that sweep out a large portion of the plotted $(k_{p_1}, k_{p_2})$ state space. By proportionally changing the $k_p$ values corresponding to the two regulators, the noise strength can be varied while maintaining the same mean value. The parameters used were $k_{p_0} = 50$, $\mu_{c_0} = 1$, $\mu_{c_1} = 4.5$, $\mu_{c_2} = 4.5$, $\beta_1 = 1$, $\beta_2 = 0.5$, $\alpha_1 = 2$ and $\alpha_2 = 2$.

$\langle p_{b,N} \rangle$ has a squared coefficient of variance $1 + 1/\langle p_{b,N} \rangle$; thus, when $Q_N < 0$ we have noise reduction whereas $Q_N > 0$ corresponds to increased noise strength (relative to an unregulated burst distribution with the same mean).

We now focus on using Eq. (4.20) and Eq. (4.21), to elucidate interesting features for the case of regulation by a single sRNA, i.e. $N = 1$. Note that all of the variables in the expressions for the mean and noise strength are always positive (or zero) except for the term $(n_1 - n_0)$. Thus, the sign of $F_1$ and $Q_1$ is determined completely by $\Delta_{10} = n_1 - n_0$. When $\Delta_{10} > 0$ both the mean and the noise strength are higher than their unregulated values. Similarly, when $\Delta_{10} < 0$ both the mean and the noise strength are lower.
than the corresponding unregulated values (except for the case $\xi_i = 0$ for which the noise strength is identical to an unregulated distribution with the same mean). In either case, we note that, for a single sRNA regulator, there is a coupling between the mean and noise strength of the regulated burst distribution such that both cannot be tuned independently, e.g. a decrease in the mean cannot be associated with an increase in the noise strength.

In contrast to the case of regulation by a single sRNA, in the case of regulation by multiple sRNAs, the mean and noise of the protein distribution can be tuned independently. The deviation of the mean from its unregulated value depends solely upon terms of the form $\Delta_i = n_i - n_0$. On the other hand, considering the general form of the noise strength for $N > 1$, we have terms of the form $\tilde{\Delta}_{ij} = (\xi_i - \xi_j)(n_i - n_j)$ that contribute to the deviation from the corresponding unregulated value. Thus, for appropriately chosen parameters, two sRNAs can be used to tune both the mean and variance of the regulated protein distribution as discussed below.

Consider the case of regulation by 2 sRNAs that are maintained at some fixed cellular concentrations. A new mRNA target for these sRNAs can arise from the evolution of appropriate sRNA binding sites on the mRNA sequence. For the new target, we assume that the parameters $k_{p_1}$ and $k_{p_2}$ can be tuned based on changes in the sequence and location of the sRNA binding sites. The corresponding variation in the mean and noise strength is shown in Fig.(4.4). Note that by maintaining a linear relationship between $k_{p_1}$ and $k_{p_2}$, the mean
Figure 4.5: Contour plot of the percent change in noise strength of a two regulator pathway from its corresponding unregulated value as a function of $\alpha_1$ and $\alpha_2$, i.e. $f(\alpha_1, \alpha_2) = \frac{Q_2}{1+\langle p_b, 2 \rangle} \cdot 100\%$. The change in mean from the unregulated to regulated pathways, $F_N$, is positive below and negative above the line $\alpha_1 = \alpha_2$. The parameters used were $k_{p_0} = 50$, $k_{p_1} = 200$, $k_{p_2} = 72.5$, $\mu_c = 1$, $\mu_{c_1} = 2.725$, $\mu_{c_1} = 2.725$, $\beta_1 = 0.15$ and $\beta_2 = 0.15$.

of the regulated protein distribution can be left unchanged; however, the noise strength can be tuned over a large range. For example, for some choices of the parameters, the mean can be fixed and the noise strength can be varied by over 100% relative to the unregulated distribution (see Fig.(4.4)). In this context, it is interesting to note that it has been observed that several sRNAs have a minimal effect on the mean levels of their regulatory targets. For such targets, sRNAs could be functioning primarily as modulators of noise while giving rise to only a minimal change in mean levels due to regulation [30]. Our results provide quantitative insight into how such regulation can be implemented using multiple sRNA regulators.
The results obtained also illustrate how changing sRNA concentrations can be used to modulate the noise in gene expression, as shown in Fig.(4.5). For our model, changes in the concentration of the sRNA regulators effectively alter the binding rates ($\alpha_i$) to the mRNA. From Eq. (4.22), we see that for 2 regulators, by choosing one of the regulators to be a repressor and the other to be an activator, the mean of the regulated protein distribution can be increased ($F_N > 0$) or decreased ($F_N < 0$) by adjusting the relative concentrations of the two regulators. Furthermore, by changing the concentrations of the regulators such that their relative concentration is fixed, the mean of the regulated protein distribution is left unchanged, whereas the variance can be tuned over a range of values. This insight is particularly relevant, given that noise can be advantageous to a cell, especially in response to stress.
Chapter 5

Post-transcriptional Regulation of Noise II

In the previous chapter, we have studied the model of post-transcriptional regulation in gene expression when regulators (e.g. regulatory sRNA) are present in large amount such that the fluctuations in regulator concentration can be neglected. On the other hand, there is also the case such that we have to take the fluctuations of the regulators into consideration. In such situation, the typical model that is intensively analyzed is to consider sRNA regulation via stoichiometric degradation of the target mRNA [44, 49, 51, 65, 63, 101]. Previous theoretical studies have primarily focused on mean-field approaches and on steady-state distributions using expansions around mean-field solutions. However, mean-field approaches will not be accurate when we have a combination of nonlinear reaction rates (due to interaction with small RNAs) and low mRNA/sRNA levels, thereby pointing to the need for better
approximation approaches. We will discuss the insufficiency of mean-field approach [74] and introduce some approximate approaches in the following.

5.1 Mean-Field Approach

The reaction scheme of the problem analyzed is shown in Fig.(5.1). The regulatory sRNA is produced at rate $k_s$ and degraded at rate $\mu_s$. The coupled degradation rate is $\gamma$. Denoting the steady state mRNA and sRNA probability distribution by $P(m, s)$, we can write the corresponding master equation.
based on the reaction scheme as:

\[
0 = k_m(P(m - 1, s) - P(m, s)) + \mu_m((m + 1)P(m + 1, s) - mP(m, s)) + k_s(P(m, s - 1) - P(m, s)) + \mu_s((s + 1)P(m, s + 1) - sP(m, s)) + \gamma((m + 1)(s + 1)P(m + 1, s + 1) - msP(m, s)). \tag{5.1}
\]

Note that on the third line of the equation, there are nonlinear terms that make the exact analytical solution intractable.

Following the methods introduced in Chapter 2, we can find the equation for the mean mRNA and sRNA levels via generating functions. Define \(m_s\) and \(s_s\) to the random variables characterizing the number of mRNA and sRNA in the steady-state, we have

\[
0 = k_m - \mu_m\langle m_s \rangle - \gamma\langle m_s s_s \rangle \\
0 = k_s - \mu_s\langle s_s \rangle - \gamma\langle m_s s_s \rangle. \tag{5.2}
\]

The mean-field approach ignores the correlation between \(m_s\) and \(s_s\) such that \(\langle m_s s_s \rangle = \langle m_s \rangle\langle s_s \rangle\). By taking this condition into Eq.(5.2), we will have quadratic equations of variable \(\langle m_s \rangle\) and \(\langle s_s \rangle\):

\[
\frac{\mu_m}{k_m}\langle m_s \rangle - \frac{\gamma}{k_m}\langle m_s \rangle\langle s_s \rangle - 1 = 0 \\
\frac{\mu_s}{k_s}\langle s_s \rangle - \frac{\gamma}{k_s}\langle m_s \rangle\langle s_s \rangle - 1 = 0. \tag{5.3}
\]

Eq.(5.3) can be further simplified by introducing the following dimensionless
variables

\[ n_m = \frac{k_m}{\mu_m}, \quad \epsilon_m = \frac{k_s \gamma}{\mu_m \mu_s} \]

\[ n_s = \frac{k_s}{\mu_s}, \quad \epsilon_s = \frac{k_m \gamma}{\mu_m \mu_s} \]

\[ X = \frac{\langle m_s \rangle}{n_m}, \quad Y = \frac{\langle s_s \rangle}{n_s}, \quad (5.4) \]

which leads to simple equations

\[ \epsilon_m XY + X - 1 = 0 \]

\[ \epsilon_s XY + Y - 1 = 0. \quad (5.5) \]

Eq.(5.5) can be solved easily. The solution of \( X \) and \( Y \) lead to steady state mean mRNA and sRNA levels. Eq.(5.5) implies that \( X \) and \( Y \) depend on variables \( \epsilon_m \) and \( \epsilon_s \) only. As the result, we can test the validity of the mean-field approximation by checking the relationship between \( X, Y \) and other dimensionless variables (e.g. \( n_m \) and \( n_s \)). Furthermore, another indicator of the accuracy of mean-field results is the ratio \( C = \frac{\langle m_s s_s \rangle}{\langle m_s \rangle \langle s_s \rangle} \) which equals 1 under the approximation.

The simulation data of \( X \) and \( C \) is plotted in Fig.(5.2). We can see that the value of \( X \) depends on \( n_m \) and \( n_s \), which is inconsistent with the mean-field approximation. Furthermore, in the biological important parameter region (small \( n_s \) and \( n_m \) values), the value of \( C \) also deviates from 1. This indicates that mean-field approach is insufficient in solving the regulation...
model. Better approximation approaches are needed to solve the problem. These approaches will be discussed further below.

5.2 Approximation for Infrequent Transcription

Given the nonlinearity of the problem, the exact analytical solution is hard to find. However, in some cases, we can apply approximations to get reasonably good estimates. In this section, we will discuss conditions under which such analytical solutions can be derived.

Similar to discussion in Chapter 4, we will focus on the “burst limit” that protein lifetime is much longer than that of mRNA (i.e. $\tau_p \gg \tau_m$). In this limit, we can approximate the gene expression process as the independent production of bursts of proteins with random sizes. We will mainly concen-
trate in how the regulation will change the protein burst size distribution. Furthermore, we assume low transcription rate \( k_m \) such that sRNA distribution \textit{prior} to each burst can be well approximated by the unregulated small RNA distribution, which corresponds to a Poisson distribution with mean \( n_s = \frac{k_s}{\mu_s} \). With these approximations, it is possible to derive an expression for the regulated protein burst distribution due to interaction with sRNAs as shown below.

Let us begin with the initial condition \((t = 0)\) corresponding to the creation of a mRNA. The protein burst distribution corresponds to the number of proteins produced from this single mRNA until the time it is degraded, either naturally or due to interaction with small RNAs. Our approach will focus on first deriving an expression for the survival probability of the mRNA at time \( t \) \((S(t))\). Let us define \( \tilde{P}(n, t) \) as the probability that the mRNA exists at time \( t \) (i.e. it has not been degraded) and the number of sRNAs is \( n \). Then, the mRNA survival probability is given by \( S(t) = \sum_{n=0}^{\infty} \tilde{P}(n, t) \).

The master equation for the probability function \( \tilde{P}(n, t) \) can be written as:

\[
\partial_t \tilde{P}(n, t) = k_s(\tilde{P}(n - 1, t) - \tilde{P}(n, t)) + \mu_s((n + 1)\tilde{P}(n + 1, t) - n\tilde{P}(n, t)) - \mu_m\tilde{P}(n, t) - \gamma n\tilde{P}(n),
\]

(5.6)
with initial condition that

\[ \tilde{P}(n, t = 0) = e^{-n_s} \frac{n_s^n}{n!}, \]  

(5.7)

where \( n_s = (k_s/\mu_s) \) (i.e., Poisson distribution of sRNAs at time \( t = 0 \)) as discussed above.

Following the procedures discussed previously, we first introduce the generating function for \( \tilde{P}(n, t) \) as \( G(z, t) = \sum_{n=0}^{\infty} z^n \tilde{P}(n, t) \). Based on the similar properties introduced in Eq.(2.9), we can write a partial differential equation based on Eq.(5.7) as

\[
\partial_t G(z, t) = k_s(z-1)G(z, t) - \mu_s(z-1)\partial_z G(z, t) \\
- \mu_m G(z, t) - \gamma z \partial_z G(z, t),
\]  

(5.8)

with the corresponding initial condition

\[ G(z, 0) = \exp (n_s(z - 1)). \]  

(5.9)

The value of the generating function \( G(x, t) \) at point \( z = 1 \) corresponds to \( \sum_{n=0}^{\infty} \tilde{P}(n, t) \), i.e., the survival probability \( S(t) \) of the mRNA molecule at time \( t \). This survival probability can be obtained by solving Eq.(5.8) using the method of characteristics (see Appendix). We obtain

\[ S(t) = \exp \left[ -a \left( 1 - e^{-\tau} \right) - b \tau \right], \]  

(5.10)
where the dimensionless parameters are defined as

\[
\begin{align*}
\tau &= (\mu_s + \gamma)t \\
a &= \left( n_s - \frac{k_s}{\mu_s + \gamma} \right) \frac{\gamma}{\mu_s + \gamma} \\
b &= \frac{\mu_m}{\mu_s + \gamma} + \frac{\gamma k_s}{(\mu_s + \gamma)^2}.
\end{align*}
\] (5.11)

We can now proceed and calculate the generating function \(G_{pb}(z)\) of the protein burst distribution. Since protein production occurs at a constant rate \(k_p\) during the mRNA lifetime, the number of proteins produced by a surviving mRNA in time \(t\) is given by the Poisson distribution, with the corresponding generating function given by \(e^{k_p(z-1)t}\). Since the difference \(S(t) - S(t + \delta t)\) of survival probabilities is the probability that the mRNA degrades within the time interval \(\{t, t + \delta t\}\), we obtain the burst generating function as

\[
G_{pb}(z) = - \int_0^\infty dt \partial_t S(t)e^{k_p(z-1)t}.
\] (5.12)

Rewriting the burst size distribution in terms of dimensionless parameters results in the following integral form

\[
G_{pb}(z) = 1 - k(1 - z) \int_0^1 dx x^{k(1-z)+\beta-1} e^{\alpha(x-1)},
\] (5.13)

where \(k\) is yet another dimensionless parameter

\[
k = \frac{k_p}{\mu_s + \gamma}.
\] (5.14)
The burst distribution with sRNA regulation, introduced by Eq.(5.13), has some interesting scaling features. First of all, we note that the burst size distribution studied here depends on five variables $k_s, \mu_s, \mu_m, \gamma$ and $k_p$. By scaling one to all others, we have four dimensionless variables. Eq.(5.13), on the other hand, predicts that the burst distribution depends on three dimensionless parameters, $a, b, k$ (defined in Eq.(5.11) and (5.14)) and the steady-state distribution (see Eq.(2.16)) only adds a dependence on $k_m/\mu_p$. Thus the modulation of any of the kinetic parameters in this problem (for fixed $k_m/\mu_p$) should result in the same steady-state distribution so long as the modifications occur in such a way that $a, b, k$ remain constant (and model assumptions/approximations are valid). As shown in Table 5.1, we can choose very different kinetic parameters that give rise to the same values for
Table 5.1: The values of the parameters used in the numeric simulations shown in Fig.(5.3A). For all simulations, $\alpha \simeq 4.76$, $\beta \simeq 1.34$, and $k \simeq 243.9$. Also, $\mu_m = 1$, $k_m = 0.01$, $\mu_p = 0.005$.

<table>
<thead>
<tr>
<th>Simulation #</th>
<th>$k_p$</th>
<th>$k_s$</th>
<th>$\mu_s$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>250</td>
<td>0.400313</td>
<td>0.072619</td>
<td>0.952381</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>0.717708</td>
<td>0.122308</td>
<td>1.107690</td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>1.378120</td>
<td>0.217778</td>
<td>1.422222</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>2.055630</td>
<td>0.310870</td>
<td>1.739130</td>
</tr>
</tbody>
</table>

$a$, $b$ and $k$ and the prediction is that the burst and steady-state distributions for these different parameter choices should collapse onto a single curve. As can be seen in Fig.(5.3A), the simulation results are consistent with the scaling prediction since the curves with different parameter choices all collapse onto a single curve.

Moreover, we can do further approximations to the survival probability in Eq.(5.10). By expanding $S(t)$ in a power series, we can see that when the value of $b$ is large, $S(t)$ can be approximated as

$$S(t) = e^{-(a+b)\tau}. \quad (5.15)$$

By taking the definitions of the parameters $a$, $b$ and $\tau$ into the equation, we can express the mRNA survival probability as

$$S(t) = e^{-(\mu_m + \gamma k_s/\mu_s)t}. \quad (5.16)$$

This tells us that mRNA has a constant degradation rate $\mu_m + \gamma k_s/\mu_s$. The first term is the mRNA self degradation rate and the latter is the effective
Table 5.2: The values of the parameters used in the numeric simulations shown in Fig.(5.3B). For all simulations, $k_m = 0.1$, $\mu_m = 1.0$ and $\mu_p = 0.05$. The mean burst size $\langle p_b \rangle$ based on Eq.(5.17) is fixed to be 50.

<table>
<thead>
<tr>
<th>Simulation #</th>
<th>$k_p$</th>
<th>$k_s$</th>
<th>$\mu_s$</th>
<th>$\gamma$</th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>6.0</td>
<td>0.067</td>
<td>0.033</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>12</td>
<td>0.075</td>
<td>0.025</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>7.5</td>
<td>0.12</td>
<td>0.08</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>5.25</td>
<td>0.086</td>
<td>0.114</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

degradation rate due to sRNA regulation. Eq.(5.16) indicates that the fluctuation of sRNA can be ignored when $b$ is large and we effectively have a “mean-field” degradation rate. Following the survival probability in Eq.(5.16), the protein burst size distribution will be geometric. Similar to Eq.(4.7) and Eq.(4.8), the corresponding generating function can be found as

$$G_b(z) = \frac{\mu_m + \frac{k_s}{\mu_s} \gamma}{\mu_m + \frac{k_s}{\mu_s} \gamma + k_p (1 - z)}.$$ (5.17)

Similarly, we carry out simulations to test our predication. We choose a wide range of parameters as shown in Table 5.2, with large $b$ value and fixed mean protein burst size $\langle p_b \rangle = 50$ (which gives the same steady-state mean for all sets of parameters). All the curves (as shown in Fig.(5.3B)) with different choices of parameters all collapse onto a single curve that can be well fitted by the distribution given by Eq.(5.17).
5.3 Approximation for Infrequent Transcription with mRNA Bursts

The discussion so far is focused on Poisson production of mRNA, meaning that only one mRNA can be created in a transcription event. This is the most typical situation that was studied extensively [51, 63, 44, 65, 63, 101, 36]. However, not much work has been done considering transcriptional bursting with regulatory sRNAs fluctuating with time. Besides the nonlinearity of the problem, the difficulty in solving this problem also lies in the fact that the mRNAs created in each burst is not independent anymore: when one mRNA degrades with sRNA, the regulatory concentration will change for the rest. Due to this correlation, we can no longer treat the proteins produced by all mRNAs as a compound random variable and the result developed in the preceding session can not be applied directly.

Despite these difficulties, it is noteworthy that in case of infrequent transcription and strong regulation, an approximate solution of the problem can be obtained. In the following discussion, we will start with some extreme conditions under which the exact solution can be found. We will gradually release the constraints on our model, move out from the extreme parameter regions that we start with and eventually come up with an approximate solution that is valid for a wide range of parameters.
5.3.1 Basic Result

The model analyzed is the same as that is shown in Fig.(5.1) except that mRNAs are now produced in bursts with the burst size distribution $P_{mb}(n)$ as

$$P_{mb}(m) = (1 - p_m)^{m-1}p_m,$$

which serves as a general formula for the mRNA burst distribution as studied in Chapter 4 (Eq.(4.11)). The parameter $p_m$ controls the degree of transcriptional burst with the mean burst size $\langle m_b \rangle = 1/p_m$. We will still concentrate on the “burst limit” that $\tau_p \gg \tau_m$ under which the gene expression can be simplified as processes of creation and decaying of proteins. We focus on the case that transcription rate $k_m$ is low such that the bursts of proteins are typically well-separated in time and can be considered as independent events. Following that, finding the protein burst size distribution, which is what we will analyze next, will be sufficient to derive the protein steady-state distribution.

We start with the following extreme conditions that

1). mRNA degrades immediately on the appearance of sRNA.

2). There is no synthesis of new sRNAs during a burst.

3). The distribution of sRNAs prior to a burst is the steady-state distribution of sRNAs in the absence of mRNAs, which is a Poisson distribution with the mean $n_s = \frac{ks}{\mu_s}$.
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Given that the assumption 1) is valid, the regulation by sRNA is an instant modification of mRNA transcriptional burst level. Denoting \( m \) and \( s \) as the number of mRNA and sRNA at the beginning of the burst respectively, the distribution of \( s \) is a Poisson distribution by assumption 3) that can be defined as

\[
\rho(s) = \frac{(n_s)^s}{s!} e^{-n_s}. \tag{5.19}
\]

Proteins are produced only when \( m > s \) and under this circumstance, the rest \( m - s \) mRNA will proceed into translation process as if there is no regulation at all, based on assumption 2). The total protein in one burst will be a compound random variable depending on the the number of surviving mRNAs after the regulation. Define \( G'_pb(z) \) as the generating function corresponding to the total number of proteins produced in one burst and \( G_pb(z) \) as the generating function of protein burst size distribution by a single mRNA without regulation, we have

\[
G'_pb(z) = \sum_{s,m} \left( \text{Prob}(m \leq s) + \text{Prob}(m > s)(G_b(z))^{m-s} \right). \tag{5.20}
\]

In combination of Eq.(5.18) and Eq.(5.19) that state the mRNA burst size
distribution and sRNA distribution prior to the burst, Eq.(5.20) will lead to

\[ G'_{pb}(z) = \sum_{i=0}^{\infty} \sum_{j=1}^{\infty} \rho(i) P_{mb}(j) + \sum_{i=0}^{\infty} \sum_{j=1}^{\infty} \rho(i) P_{mb}(i + j) G^j_{pb}(z) \]

\[ = 1 - \sum_{i=0}^{\infty} (1 - p_m)^i \rho(i) \sum_{j=1}^{\infty} p_m (1 - p_m)^{i-1} \]

\[ + \sum_{i=0}^{\infty} (1 - p_m)^i \rho(i) \sum_{j=1}^{\infty} p_m (1 - p_m)^{i-1} G^j_{pb}(z) \]

\[ = 1 - e^{-n_s p_m} + e^{-n_s p_m} \frac{p_m G_{pb}(z)}{1 - G_{pb}(z)(1 - p_m)}. \quad (5.21) \]

Note that the generating function (defined as \( \tilde{G}'_{pb} \)) of total number of proteins without regulation can be expressed as (according to Eq.(4.12))

\[ \tilde{G}'_{pb} = \frac{p_m G_{pb}(z)}{1 - G_{pb}(z)(1 - p_m)}. \quad (5.22) \]

Eq.(5.21) can be rewritten as

\[ G'_{pb}(z) = 1 - e^{-n_s p_m} + e^{-n_s p_m} \tilde{G}'_{pb}. \quad (5.23) \]

Eq.(5.23) demonstrates the threshold for the gene expression under the sRNA regulation[50, 48, 49]. The first two terms in Eq.(5.23) will contribute to the probability of producing zero protein. All the factorial moments will be rescaled by the factor \( e^{-n_s p_m} \). As the result, only the transcriptions with mean burst size \( \langle m_b \rangle = 1/p_m > n_s \) can be effectively expressed. We can further derive the mean, variance and the noise (squared coefficient of variance) based
on Eq. (5.23). Denote $p'_b$ and $\tilde{p}'_b$ as the random variable characterizing the number of proteins produced with and without regulation, respectively, we have

$$\langle p'_b \rangle = e^{-n_s p_m} \langle \tilde{p}'_b \rangle$$

$$\sigma^2_{p'_b} = e^{-n_s p_m} \sigma^2_{\tilde{p}'_b} + (e^{n_s p_m} - 1) \langle p'_b \rangle^2$$

$$\frac{\sigma^2_{p'_b}}{\langle p'_b \rangle^2} = e^{n_s p_m} \frac{\sigma^2_{\tilde{p}'_b}}{\langle \tilde{p}'_b \rangle^2} + (e^{n_s p_m} - 1).$$

(5.24)

We can see that while the mean protein level under regulation decreases by a factor $e^{-n_s p_m}$, the noise in protein burst size distribution increases. Though more accurate expressions of mean and variance can be derived based on the following discussion, this conclusion does not change. This is mainly due to the fact that regulation will give rise to large probability of no protein (or very few if $\gamma$ is reasonably large) produced in the burst.

5.3.2 Advanced Analysis

The assumptions that Eq. (5.23) is based on are only valid for a limited range of parameters. Further analysis is needed for moving beyond them. Let us first take assumption 1). The purpose of this assumption is to give the coupled degradation the most priority to occur among all reactions such that the reduction of sRNAs and mRNAs takes place instantaneously. Ideally this requires infinitely large $\gamma$ value. However, since this assumption is to
freeze the system dynamics during the coupled degradation, it can be approximately achieved by choosing \( \gamma \) value much greater than \( \mu_m \) and \( k_s \). \( \gamma \gg \mu_m \) is to make sure that the regulation is stronger than natural degradation and the number of proteins created during the coupled degradation can be neglected. \( \gamma \gg k_s \) prevents the sRNA dynamics during the coupled degradation (the sRNA number is typically greater than 1 so \( \gamma \gg \mu_s \) when \( \gamma \gg k_s \)). Based on simulation results shown in Fig.(5.4), we can see that when \( \gamma \geq 10 \max[k_s, \mu_m] \), the mean and variance will not change very much as \( \gamma \) increases and we can consider assumption 1) is approximately satisfied.

While previous work considering sRNA regulation under Poisson production of mRNA often uses small \( \gamma \) value, it is also possible that the binding rate can be large [66].

Assumption 2) implies that there is no sRNA creation during mRNA life time. While this can be achieved by taking small \( \frac{k_s}{\mu_m} \) values, problems would occur if we want to study a broader parameter region. So a modification of Eq.(5.21) has to be made. Let us consider the case when mRNAs outnumber sRNAs and there are \( m' = m - s \) mRNAs left when all sRNAs die out though the initial mutual degradation. For the \( m' \) mRNA’s, we rank them by the inverse order of their degradations. Specifically, the mRNA 1 is the last mRNA degraded whereas the mRAN \( m' \) is the one that degrades first. Denote \( T_i \) as the time interval between the degradation of mRNA \( i \) and mRNA \( i + 1 \) and \( T_{m'} \) is the time elapsed until the degradation of the first mRNA. According to the basic knowledge in stochastic process, we know that
In one case, $k_s = \mu_m$ and in the other case $\frac{k_s}{\mu_m} = 5$. For both cases, $\frac{k_s}{\mu_m} = 5$, $p_m = 0.1$, $\frac{k_m}{\mu_m} = 0.01$, $\frac{k_s}{\mu_m} = 50$ and $\mu_m = 1$. Both mean and variance become steady when $\gamma$ is large ($\gamma > 10 \max[\mu_m, k_s]$).

the $T_i$ will follow the exponential distribution with mean $1/i\mu_m$ when there is no regulation. The overall protein creation rate during $T_i$ is $ik_p$. We further notice that based on assumption 1), the creation of one sRNA will result in the immediate degradation of one mRNA. Following that, $T_i$ will still be with exponential distribution but the mean will be $1/(i\mu_m + k_s)$.

Define $G_i(z)$ as the generating function of proteins created during time period $T_i$. Based on results introduced previously (e.g. Eq.(4.7)), we have

$$G_i(z) = \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)}. \quad (5.25)$$
Because the time interval $T_i$’s are independent, we can multiply the $G_i(z)$’s together to get the generating function of total number of proteins in one burst. Conditioning on $m'$ left after the initial coupled degradation, we have

$$G'_{pb|m'}(z) = \prod_{i=1}^{m'} \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)}. \quad (5.26)$$

By taking the probability that $m'$ mRNAs survive into account, we have

$$G'_{pb}(z) = \sum_{i=j}^{\infty} \sum_{j=1}^{\infty} \rho(i)P_{mb}(j) + \sum_{l=0}^{\infty} \sum_{j=1}^{\infty} \rho(i)P_{mb}(l + j) \prod_{i=1}^{j} \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)} = 1 - e^{-n_sp_m} + e^{-n_sp_m} \sum_{j=1}^{\infty} p_m(1 - p_m)^{j-1} \prod_{i=1}^{j} \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)}. \quad (5.27)$$

Unfortunately we can not simplify Eq.(5.27) further. From the generating function, we can have the mean protein burst size as

$$\langle p'_b \rangle = e^{-n_sp_m} \sum_{j=1}^{\infty} p_m(1 - p_m)^{j-1} \sum_{i=1}^{j} \frac{ik_p}{i\mu_m + k_s}. \quad (5.28)$$

Eq.(5.28) can be simplified further by expanding the last term as a series of
\[ \langle p'_b \rangle = e^{-n_s p_m} \sum_{j=1}^{\infty} p_m (1 - p_m)^{j-1} \sum_{i=1}^{\infty} \sum_{l=0}^{\infty} \left( \frac{-k_s}{i \mu_m} \right)^l \]
\[ = e^{-n_s p_m} \frac{k_p}{\mu_m} \sum_{l=0}^{\infty} \left( \frac{-k_s}{\mu_m} \right)^l \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} p_m (1 - p_m)^{i+j-1} \frac{1}{i^l} \]
\[ = e^{-n_s p_m} \frac{k_p}{\mu_m (1 - p_m)} \sum_{s=0}^{\infty} \left( \frac{-k_s}{\mu_m} \right)^s L_i (1 - p_m), \tag{5.29} \]

where \( L_i (z) \) is the polylogarithmic function defined as
\[ L_i (z) = \sum_{k=1}^{\infty} \frac{z^k}{k^i}. \tag{5.30} \]

Finally, let us come to assumption 3) which says that the number of sRNA prior to a transcription event follows Poisson distribution with mean \( n_s = k_s / \mu_s \). Without the appearance of mRNA, sRNA evolves according to the standard birth and death process which gives a Poisson distribution in steady-state. The assumption 3) will be true when each transcription occurs very infrequently (very small \( k_m \) value). However, when \( k_m \) value is not that small, we have to consider the transient behavior of the sRNA evolution.

Define \( G_s (z, t) \) as the generating function of sRNA distribution at time \( t \). \( t = 0 \) is the time that the translational burst ends, i.e. all mRNAs created in one transcriptional burst are degraded. In the problem analyzed, we are more interested in situations that the regulation tunes the protein level but does not fully repress the translation. This corresponds to the parameter
region that $1/p_m \geq n_s$. In this parameter region, the mRNAs produced in transcriptional burst usually outnumber the sRNAs and typically there is no sRNA left after the regulation. This provides the initial condition that the number of sRNA is zero at $t = 0$. Based on the results of birth and death process [61], we have

$$G_s(z, t) = \exp\left[-\frac{k_s}{\mu_s} (1 - e^{-\mu_s t})(1 - z)\right]. \quad (5.31)$$

The waiting time distribution that the next burst occurs is exponential with mean $1/k_m$. Then the generating function of sRNA distribution prior to the burst (distribution $\rho(s)$) will be

$$G_s(z) = \int_0^\infty \exp\left[-\frac{k_s}{\mu_s} (1 - e^{-\mu_s t})(1 - z)\right] \times k_m e^{-k_m t} dt. \quad (5.32)$$

Note that in the above deviation, the term that contributes to the final result is $\sum_{i=0}^{\infty} (1 - p_m)^i \rho(i)$ (see Eq.(5.21)). By recalling the definition of generating function $G_s(z) = \sum_{i=0}^{\infty} z^i \rho(i)$, we notice that the term $\sum_{i=0}^{\infty} (1 - p_m)^i \rho(i)$ equals $G_s(1 - p_m)$. Thus a more accurate expression of the results presented (Eq.(5.27)-Eq.(5.29)) is to replace the term $e^{-n_s p_m}$ by $G_s(1 - p_m)$. On the other hand, the form of $G_s(1 - p_m)$ is complicated. Based on numerical evaluation, we can approximate $\rho(i)$ by a Poisson distribution with the mean given by $G_s(z)$. This only requires replacing the term $n_s = k_s/\mu_s$ in $e^{-n_s p_m}$ by $n'_s = k_s/(\mu_s + k_m)$, which gives a more simple form and very close to $G_s(1 - p_m)$.
Figure 5.5: The steady-state mean protein number vs $k_s$. The calculation based on Eq.(5.33) is very close to simulation result. The parameters are chosen as $\mu_m = 1$, $\frac{k_s}{\mu_m} = 2$, $k_m = \mu_p = 0.01$, $p_m = 0.2$, $\gamma = 100$ and $k_p = 50$. In the inset, we show the relative error $\eta$ vs $k_m$. The error increases as $k_m$ increases. The parameters used in the inset are $\mu_m = \mu_s = 1$, $k_s = 2$, $\mu_p = 0.01$, $p_m = 0.2$, $\gamma = 50$ and $k_p = 50$.

Given the protein burst size distribution, we can connect it to the protein steady-state level via Eq.(2.20), which gives

$$
\langle p_s \rangle = \frac{k_m e^{-\frac{k_sp_m}{\mu_p}}}{{\mu_p}^s} \sum_{s=0}^{\infty} \left( \frac{k_s}{\mu_m} \right)^s Li_s(1 - p_m).
$$

(5.33)

The result in Eq.(5.33) is tested by simulation for a range of parameters with $\frac{k_s}{\mu_m} \in [0.1, 10]$ and $\frac{k_m}{\mu_m} \in [0.01, 0.1]$. The plot is shown in Fig.(5.5). Eq.(5.33) shows a perfect match with the simulation when $k_m$ value is small. While the error does not depend on $k_s$, it increases when $k_m$ becomes large. This is because our deduction is based on the infrequent transcription that the bursts are clearly separated in time. Increasing $k_m$ will violate this assumption and
bring more error. However, even take this into consideration, Eq.(5.33) still accurately quantifies the steady-state mean protein level (within 6% error) for the range of parameters tested.

5.4 Quantifying mRNA Synthesis and Decay rates Using sRNA

This subsection considers some applications of the results derived to quantifying synthesis and decay rates for mRNAs. The traditional approach for measuring mRNA lifetimes involves quantification of mRNAs remaining at different times following inhibition of transcription, e.g., by the addition of rifampicin [10]. This procedure requires multiple measurements during time intervals of the order of the mRNA lifetime, hence high temporal resolution is required for short-lived mRNAs. More significantly, the procedure for inhibition of transcription can give rise to secondary effects which influence mRNA decay [10], hence it is of interest to consider alternative approaches. With our study of sRNA-based regulation, we outline a novel proposal for quantifying mRNA decay [15].

The experimental setup in our proposal for quantifying mRNA decay is as follows. Consider three different strains as shown in Fig.(5.6): two unregulated strains (i.e., with either sRNA or mRNA deleted) and the wild type (WT) strain. In the WT strain, both mRNA and sRNA are present and regulate
The proposed setup involves steady-state measurements for three strains: ∆(sRNA), WT and ∆(mRNA). Unregulated steady-state mean levels of mRNAs and sRNAs along with regulated levels of these molecules are measured. The measured quantities allow determination of the average mRNA transcription rate $k_m$ and decay rate $\tau_m$ relative to the sRNA production rate $k_s$. If $k_s$ is held fixed, and the conditions are varied, the proposed scheme leads to simultaneous determination of fold-changes in the rate of transcription and the rate of mRNA decay. Note that the mRNA/sRNA interaction parameter can be arbitrary.

In steady-state, we derive the following exact relations connecting mRNA/sRNA lifetimes and transcription rates to the mean abundances

$$k_m \tau_m = \langle m \rangle$$

$$k_s \tau_s = \langle s \rangle$$  \hspace{1cm} (5.34)

for the unregulated strains, and

$$\frac{\tau_m}{\tau_s} = \frac{\langle m \rangle - \langle \tilde{m} \rangle}{\langle s \rangle - \langle \tilde{s} \rangle}.$$  \hspace{1cm} (5.35)

Here $\langle m \rangle$ and $\langle s \rangle$ are the mean mRNA(sRNA) abundances in strains lacking the sRNA(mRNA), and $\langle \tilde{m} \rangle$ and $\langle \tilde{s} \rangle$ are the mean mRNA and sRNA levels...
in WT strain where both are present.

The above relations suggest an alternative approach (Fig.(5.6)) for quantifying decay times for mRNAs that either have a naturally occurring small RNA regulator or for which an antisense RNA regulator can be designed. Consider an experimental setup expressing the sRNA from an inducible promoter such that its transcription rate is primarily controlled by inducer concentration. The mean transcription rate $k_s$ can, in principle, be determined using single-molecule methods [99]. Now the basic parameters for the coupled system are $k_m$, $k_s$, $\tau_m$ and $\tau_s$. If $k_s$ is known, then the values of the other parameters can be determined using experimental measurements of $\langle m \rangle$, $\langle s \rangle$, $\langle \tilde{m} \rangle$ and $\langle \tilde{s} \rangle$ in combination with equations given above. Alternatively, experiments can be designed to keep $k_s$ fixed while factors regulating mRNA decay are changed e.g., by deletion of a protein known to play a role in mRNA decay. The above equations can be used to simultaneously determine the corresponding fold-changes of the mRNA/sRNA lifetimes and the mean mRNA transcription rate.

The derivation of Eq.(5.35) is based on the reaction scheme in Fig.(5.1). Here, we consider the mRNA and sRNA production by arbitrary stochastic processes with mean arrival rates given. Degradation of RNA is assumed to be a Poisson process with rate $1/\tau_m$ and $1/\tau_s$.

Let us choose a particular realization of the system evolution during time
interval \( t = [0, T] \). For large values of \( T \), we derive

\[
x(T) - x(0) = C_x(T) - Y(T) - \tau_x^{-1} \int_0^T dt \, x(t),
\]

where \( x(t) \) is the number of molecules of the species \( x = \{ m, s \} \) at the time \( t \).

In Eq.(5.36), \( C_x(t) \) is the total number of molecules of the species \( x \) created during system evolution until time \( T \), and \( Y(T) \) is the total number of molecules of either species that is \textit{mutually} degraded within the time interval \( [0, T] \). Finally, using the law of large numbers, the number of molecules degraded naturally in \( [0, T] \) is given by the last term in the Eq.(5.36).

Dividing both sides of Eq.(5.36) by \( T \) and taking a limit \( T \to \infty \) we obtain

\[
\lim_{T \to \infty} \frac{x(T) - x(0)}{T} = k_x - \tau_x^{-1} \langle \tilde{x} \rangle - \lim_{T \to \infty} \frac{Y(T)}{T}, \tag{5.37}
\]

where \( \langle \tilde{x} \rangle \) is average number of molecules in the system. Also by definition, \( k_x \) is the mean arrival rate of the species \( x = \{ m, s \} \). The limit on the left hand side of Eq.(5.37) vanishes in the case of finite degradation rates \( \tau_x^{-1} \) (number of molecules at any time is finite.) Note that \( Y(T) \) is an extensive quantity (it is monotonic increasing function of \( T \)) and therefore, the limit on the right hand side of Eq.(5.37) is finite.
Hence, we derive

\[ k_m - \tau_m^{-1}\langle \tilde{m} \rangle - \lim_{T \to \infty} \frac{Y(T)}{T} = 0, \]

\[ k_s - \tau_s^{-1}\langle \tilde{s} \rangle - \lim_{T \to \infty} \frac{Y(T)}{T} = 0, \quad (5.38) \]

which immediately yields the following expression

\[ k_m - \tau_m^{-1}\langle \tilde{m} \rangle = k_s - \tau_s^{-1}\langle \tilde{s} \rangle. \quad (5.39) \]

In the unregulated case \( Y(T) = 0 \) for any \( T \), since one of the RNA species is deleted and there is no coupled degradation. In this situation one gets

\[ 0 = k_m - \tau_m^{-1}\langle m \rangle, \quad 0 = k_s - \tau_s^{-1}\langle s \rangle, \quad (5.40) \]

where \( \langle x \rangle, x = \{m, s\} \) are the average number of molecules during unregulated system evolution. Combining the set of equations above with Eq.(5.39), we derive the results in Eq.(5.35). We note that the derived results are valid even if the binding of mRNA and sRNA is taken to be reversible and the lifetime of the mRNA-sRNA complex is finite. Finally, the time average can be replaced by the ensemble average in the steady-state.

We have validated the derived results using stochastic simulations based on the Gillespie algorithm [22]. Production of RNA molecules was taken to occur in transcriptional bursts [77] that was introduced in previous discussion. The waiting-time between bursts was a random variable drawn from exponential
or Gamma distributions. As expected, the results from the simulations were in excellent agreement with the derived analytical results.

The proposed approach can be used to address several important questions of current interest, some of which are highlighted in the following. By targeted mutagenesis of specific mRNA sequence elements, the induced fold-change in mRNA lifetime, as well as the corresponding change in the transcription rate $k_m$, can be determined using the same experimental setup. This is an important feature, given that recent experiments have observed coordination between changes in transcription and changes in mRNA degradation [87]. Quantifying the change in mRNA lifetimes induced by mutations to different components of cellular degradation pathways can address such issues as the role of polyadenylation in mRNA decay [37]. It would also be of interest to design high-throughput experiments for different mRNAs which are regulated by corresponding antisense RNAs, all of which are expressed from identical inducible promoters and thus have the same $k_s$. The proposed procedure can then be used for genome-wide determination of relative transcription rates and lifetimes of mRNAs. These effective parameters, in turn, serve as critical inputs to systems-level models of cellular processes [82].

In summary, we have proved an exact relation for a nonlinear stochastic model of cellular post-transcriptional regulation. The derived results suggest a novel procedure for simultaneous determination of mRNA production rates and mRNA lifetimes. While the focus was on bacterial mRNAs, the procedure
outlined can also be applied to higher organisms and used to systematically explore the sequence determinants and processes involved in regulation of mRNA decay.
Chapter 6

Summary

Stochasticity is a ubiquitous feature of cellular processes and a quantitative analysis of ‘noise is essential for understanding many cellular functions. Recent single-cell experiments have carried out such analyses to characterize probability distributions for quantities of interest, e.g. mRNA/protein levels across a population of cells. Correspondingly, there is a need to develop analytical framework for theoretical modeling and interpretation of data obtained from such single-cell experiments.

In this thesis, we address this issue by developing and analyzing general stochastic models of gene expression. We analytically studied the model by mapping it to problems of interest in queueing theory. Our work is one of the first studies that applied this powerful mathematical tool in analyzing the noise in protein distributions for models of stochastic gene expression. This work demonstrates the benefits of developing a mapping between models of
stochastic gene expression and queueing systems which has potential applications for research in both fields. The extensive analytical approaches and tools developed in queueing theory can now be employed to analyze stochastic processes in gene expression. It is also anticipated that the diverse mechanisms of cellular regulation of gene expression will motivate new models for analysis using queueing theory and related approaches.

Another area of focus is models involving post-transcriptional regulation, e.g. by small RNAs (sRNAs) in bacteria, microRNAs (miRNAs) in higher organisms or regulatory proteins. This regulation is known to play a critical role in diverse cellular processes such as development and differentiation. Recent research has increasingly focused on this mode of regulation and its various cellular roles, e.g. global control [25] and fine-tuning of the noise in gene expression [29]. Our results derived for high regulator concentrations provide insight into how different mechanisms of post-transcriptional regulation can be used to fine-tune the noise in stochastic gene expression with potential implications for studies addressing the evolutionary importance of noise in biological systems. In some limits, the modulated burst distributions can be used to infer the degree of transcriptional bursting and hence to determine sources of intrinsic noise in gene expression. The results derived can serve as building blocks for future studies focusing on regulation of stochastic gene expression.

In the last chapter, we extended previous work [44, 49, 51, 65, 63, 101] analyzing post-transcriptional modulation of gene expression using expansions around mean-field solutions. The mean-field approaches are not accurate in
biological systems with a combination of nonlinear reaction rates (due to interaction with small RNAs) and low mRNA abundance. For the biological relevant case of infrequent mRNA synthesis events giving rise to protein expression bursts, using appropriate approximations, we derived accurate expressions for mean protein levels and steady-state distributions. The results derived can serve as building blocks for future studies focusing on regulation of stochastic gene expression.
Appendix A

Derivation of survival probability in Chapter 5

Solution of the Eq.(5.8)

\[ \partial_t G(z, t) = k_s(z - 1)G(z, t) - \mu_s(z - 1)\partial_z G(z, t) \]
\[ - \mu_m G(z, t) - \gamma z \partial_z G(z, t), \] (A.1)

using method of characteristics is given by

\[ G_1(z, t) = \exp \left[ -b\tau + \frac{k_s(z - 1)}{\gamma + \mu_s} + \frac{k_s\gamma}{(\gamma + \mu_s)^2} \right] g(x), \] (A.2)

where \( b \) and \( \tau \) are dimensionless parameters as defined in the main text and the function \( g(x) \) needs to be determined from the initial condition in Eq.(5.9)

\[ G(z, 0) = \exp (n_s(z - 1)). \] (A.3)
Its argument is given by

\[ x = \left( (z - 1) + \frac{\gamma}{\gamma + \mu_s} \right) e^{-\tau}. \]  

(A.4)

By matching the initial condition one gets

\[ g(x) = \exp \left( -\frac{k_s}{\gamma + \mu_s} x \right) \exp \left[ n_s x - \frac{\gamma n_s}{\gamma + \mu_s} \right]. \]  

(A.5)

Finally, since we are interested in the quantity \( S(t) = G_1(1, t) \) (survival probability), we obtain

\[ x \to \frac{\gamma}{\gamma + \mu_s} e^{-\tau}, \]  

(A.6)

\[ S(t) = \exp \left[ -\beta \tau + \frac{k_s \gamma}{(\gamma + \mu_s)^2} \right] g(x). \]  

(A.7)

from which the Eq.(5.10) from the main text can be obtained.


[54] The result given in Ref. [53] has a minor error which is corrected here.
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