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ABSTRACT

We study the behavior of numerical stabilization schemes in the context of linear quadratic regulator (LQR) control problems for convection diffusion equations. The motivation for this effort comes from the observation that when linearization is applied to fluid flow control problems the resulting equations have the form of a convection diffusion equation. This effort is focused on the specific problem of computing the feedback functional gains that are the kernels of the feedback operators defined by solutions of operator Riccati equations. We develop a stabilization scheme based on the Galerkin Least Squares (GLS) method and compare this scheme to the standard Galerkin finite element method. We use cubic B-splines in order to keep the higher order terms that occur in GLS formulation. We conduct a careful numerical investigation into the convergence and accuracy of the functional gains computed using stabilization. We also conduct numerical studies of the role that the stabilization parameter plays in this convergence. Overall, we discovered that stabilization produces much better approximations to the functional gains on coarse meshes than the unstabilized method and that adjustments in the stabilization parameter greatly effects the accuracy and convergence rates. We discovered that the optimal stabilization parameter for simulation and steady state analysis is not necessarily optimal for solving the Riccati equation that defines the functional gains. Finally, we suggest that the stabilized GLS method might provide good initial values for iterative schemes on coarse meshes.
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Chapter 1

Introduction

During the past ten years considerable attention has been devoted to the problem of computing feedback controllers for fluid flow problems. One approach is to linearize the problem about a given laminar flow and then use linear feedback to control the flow near this equilibrium. This approach has been the subject of numerous studies (see [5], [10], [37], [38], [39]). Yet very little work has been done on the numerical problem of developing accurate methods for computing the feedback laws for the resulting linearized system.

There are at least two issues that one must deal with in order to analyze numerical methods when applied to certain flow control problems. First, the linearized equation is often convection dominated and it is well known that standard finite element Galerkin methods are not necessarily suitable even for the simulation problem. However, for straight simulation, numerical methods based on upwind and stabilization techniques have been developed specifically to deal with convection dominated problems. On the other hand, it is not at all clear that such schemes are appropriate for solving feedback control problems.

The second issue has to do with “dual convergence” since the linearized equations are known to be highly non-normal (see [4], [5], [6], [13], [37], [38], [39], [49] and [50]). As noted in [13], non-normal control systems require that more attention be paid to the problem of construction of numerical algorithms that approximate the dual system. In addition, in order to assure convergence of the feedback control laws, numerical schemes need to preserve exponential stabilizability (POES) uniformly (see [8] and [13]). In [8], Banks and Kunisch developed a general convergence theory for linear quadratic optimal control of parabolic
problems and proved that standard finite element schemes yield convergent feedback control laws. However, their numerical results were limited to the self-adjoint heat equation. Although standard finite element schemes work well in this symmetric case, these methods converge too slowly to be useful in convection dominated problems.

Recently, Vugrin [52] studied this question for the 1D convection diffusion control problem. Vugrin’s dissertation focused on the use of re-norming and pre-conditioners to improve the convergence of the control laws. These approaches were based on the fact that even though the linear convection diffusion operator is not self-adjoint, there is a simple transformation that yields an equivalent self-adjoint system. This observation allowed Vugrin to establish convergence, but does not yield a practical numerical algorithm since the resulting transformed control problem is extremely ill-conditioned.

Collis and Heinkenschloss (see [21]), have recently studied the effect of the streamline upwind/Petrov Galerkin stabilized finite element method on the discretization of optimal control problems governed by the advection diffusion equation. The goal of this effort, however, is to develop a computational method for feedback control that converges faster and is less ill-conditioned. We consider a specific stabilization scheme based on a GLS method discussed in reference [42].

To provide motivation for studying convection dominated problems we briefly describe a channel flow control problem examined in [5], [38], [39] and [40]. We use this example to illustrate the structure of a typical linearization of a flow problem and to set the stage for formulating a feedback control problem for fluid flow systems.

1.1 Channel Flow Problem

Consider the problem where an incompressible fluid is flowing in a channel, $\Omega$, defined by two parallel plates where $\Omega = (-\infty, \infty) \times (-1, 1) \times (-\infty, \infty)$. Let $p(t, x, y, z)$ denote the pressure and $\vec{u} = [u(t, x, y, z), v(t, x, y, z), w(t, x, y, z)]^T$ denote the three velocity components of the flow for $(x, y, z) \in \Omega$. The pressure and velocity fields are governed by the 3D Navier-Stokes
equations given by
\[
\frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla) \vec{u} = -\nabla p + \frac{1}{Re} \Delta \vec{u},
\]
\[
\nabla \cdot \vec{u} = 0,
\]
where \(Re\) is the Reynolds number. The system (1.1)-(1.2) is the starting point for most studies and has the explicit form
\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = \frac{1}{Re} \Delta u - \frac{\partial p}{\partial x},
\]
\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = \frac{1}{Re} \Delta v - \frac{\partial p}{\partial y},
\]
\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} = \frac{1}{Re} \Delta w - \frac{\partial p}{\partial z},
\]
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0.
\]

A stationary solution (laminar flow) \((\vec{u}_{ss}(x,y,z), p_{ss}(x,y,z))\) is a solution of the steady state Navier-Stokes equations
\[
(\vec{u}_{ss} \cdot \nabla) \vec{u}_{ss} = -\nabla p_{ss} + \frac{1}{Re} \Delta \vec{u}_{ss},
\]
\[
\nabla \cdot \vec{u}_{ss} = 0.
\]

We shall linearize the Navier-Stokes system (1.1)-(1.2) about this solution. To be precise, we consider stationary flow of the form \((\vec{u}_{ss}(x,y,z), p_{ss}(x,y,z)) = ((\vec{u}_{ss}(y), 0, 0)^T, p(x))\) and assume that the flow \(\vec{u}\) is of the form
\[
\vec{u}(t, x, y, z) = [\vec{u}_{ss}(y), 0, 0]^T + [\vec{u}(t, x, y, z), \vec{v}(t, x, y, z), \vec{w}(t, x, y, z)]^T
\]
and the pressure has the form \(p(t, x, y, z) = p_{ss}(x) + \bar{p}(t, x, y, z)\), where \(\vec{u}, \vec{v},\) and \(\vec{w}\) are small perturbations of the flow and \(\bar{p}\) is a small perturbation of the pressure.

The resulting linearized Navier-Stokes equations which describe the flow field of perturbations \([\vec{u}(t, x, y, z), \vec{v}(t, x, y, z), \vec{w}(t, x, y, z)]^T\) near the “mean flow” \((\vec{u}_{ss}(y), 0, 0)^T\) are given...
by
\[
\frac{\partial \bar{u}}{\partial t} + \bar{u}_{ss}(y) \frac{\partial \bar{u}}{\partial x} + \bar{v} \frac{d}{dy} \bar{u}_{ss}(y) = \frac{1}{Re} \Delta \bar{u} - \frac{\partial \bar{p}}{\partial x},
\]
(1.9)
\[
\frac{\partial \bar{v}}{\partial t} + \bar{u}_{ss}(y) \frac{\partial \bar{v}}{\partial x} = \frac{1}{Re} \Delta \bar{v} - \frac{\partial \bar{p}}{\partial y},
\]
(1.10)
\[
\frac{\partial \bar{w}}{\partial t} + \bar{u}_{ss}(y) \frac{\partial \bar{w}}{\partial x} = \frac{1}{Re} \Delta \bar{w} - \frac{\partial \bar{p}}{\partial z},
\]
(1.11)
\[
\frac{\partial \bar{u}}{\partial x} + \frac{\partial \bar{v}}{\partial y} + \frac{\partial \bar{w}}{\partial z} = 0.
\]
(1.12)

Observe that the linearized system (1.9)-(1.12) is defined by three convection diffusion equations (1.9)-(1.11) along with the divergence condition (1.12). For example, if \( \bar{u}_{ss}(y) = 1 - y^2 \), then \( \bar{u}_{ss}(y) \) is called the Poiseuille flow and this has been the starting point for a number of recent channel flow control papers (see [5], [33] [34], [37] and [39]).

At this point we refer the interested reader to the papers by Bamieh, Henningson, Högberg and Jovanovich as well as the recent dissertation by Hoepffner [32] where they construct various simplifications of the previous models in order to develop state space models. This example was presented only to illustrate how convection diffusion equations arise naturally from linearizations of realistic fluid flow problems. The 1D Burgers’ equation provides a “simpler” model problem that often provides insight into computational issues and has been used to test computational algorithms. We briefly describe this equation and introduce the control input as a function on the boundary.

### 1.2 The Controlled Burgers’ Equation

As noted above, the 1D Burgers’ Equation
\[
\frac{\partial w(t, x)}{\partial t} + w(t, x) \frac{\partial w(t, x)}{\partial x} = \frac{1}{Re} \frac{\partial^2 w(t, x)}{\partial x^2} \quad t > 0, \quad 0 < x < 1,
\]
(1.13)

is often used as a model problem to test numerical algorithms for possible application to the Navier-Stokes system. Burgers’ equation has also provided considerable insight into difficulties that come from control problems (see [3], [13], [15] and [18]). In particular, Burgers’ equation with Neumann boundary control
\[
w_x(t, 0) = u_1(t), \quad w_x(t, 1) = u_2(t)
\]
(1.14)
leads to many non-standard computational problems. The papers [2] and [13] contain a summary of these problems along with references to relevant work.

If one defines \( w(t, x) \) to be a constant \( w_{ss} \), then \( w_{ss} \) is a steady state solution of equation (1.13) with zero Neumann boundary conditions (i.e. with \( u_1(t) \equiv u_2(t) \equiv 0 \)). Therefore, the “linearization” of (1.13)-(1.14) about \( w_{ss} \) is given by

\[
\frac{\partial \bar{w}(t, x)}{\partial t} + w_{ss} \frac{\partial \bar{w}(t, x)}{\partial x} = \frac{1}{\text{Re}} \frac{\partial^2 \bar{w}(t, x)}{\partial x^2} \quad t > 0, \quad 0 < x < 1,
\]

where

\[
\bar{w}_x(t, 0) = u_1(t), \quad \bar{w}_x(t, 1) = u_2(t).
\]

This is a linear convection diffusion equation with Neumann boundary control.

### 1.3 A Convection Diffusion Control System

We close this chapter with a short review of how to set up a typical control system for the 1D convection diffusion equation. Motivated by the examples above, we consider the controlled convection diffusion equation

\[
\frac{\partial w(t, x)}{\partial t} = \epsilon \frac{\partial^2 w(t, x)}{\partial x^2} - \kappa \frac{\partial w(t, x)}{\partial x} + b(x)u(t) \quad t > 0, \quad 0 < x < 1
\]

with Dirichlet boundary conditions

\[
w(t, 0) = 0, \quad w(t, 1) = 0,
\]

and initial condition

\[
w(0, x) = w_0(x).
\]

Here, \( \epsilon > 0, \kappa \) is constant and \( b(\cdot) \in L^2(0, 1) \) is a given function. The \textit{control input} is the function \( u(t) \). We assume that \( \kappa > 0 \). The case \( \kappa < 0 \) can be treated in an analogous fashion.

Define the convection diffusion operator, \( A_\epsilon \) on \( L^2(0, 1) \) with domain

\[
\mathcal{D}(A_\epsilon) = \{ \varphi(\cdot) \in H^2(0, 1) : \varphi(0) = 0, \quad \varphi(1) = 0 \}
\]

by

\[
[A_\epsilon \varphi(\cdot)](x) = \epsilon \frac{d^2 \varphi(x)}{dx^2} - \kappa \frac{d \varphi(x)}{dx}, \quad \text{for all} \quad \varphi(\cdot) \in \mathcal{D}(A_\epsilon).
\]
Note that for \( \epsilon > 0 \), \( \mathcal{D}(A_\epsilon) = H^1_0(0, 1) \cap H^2(0, 1) \). For \( \epsilon = 0 \) it is natural to define

\[
\mathcal{D}(A_0) = \{ \varphi(\cdot) \in H^1(0, 1) : \varphi(0) = 0 \} \tag{1.20}
\]

and

\[
[A_0 \varphi(\cdot)](x) = -\kappa \frac{d\varphi(x)}{dx}, \quad \text{for all } \varphi(\cdot) \in \mathcal{D}(A_0) \tag{1.21}
\]
as a “limiting” operator as \( \epsilon \to 0 \). As noted in [48], often one can show that solutions of \( A_\epsilon = f \) converge to \( A_0 = f \), a result used to help design numerical schemes. This plays an important role in the analysis of convergence for the control problems considered later.

The Hilbert adjoint of \( A_\epsilon \), under the standard \( L^2 \) inner product, is given by

\[
[A_\epsilon^* \varphi(\cdot)](x) = \epsilon \frac{d^2 \varphi(x)}{dx^2} + \kappa \frac{d\varphi(x)}{dx}, \quad \text{for all } \varphi(\cdot) \in \mathcal{D}(A_\epsilon^*) \tag{1.22}
\]

where

\[
\mathcal{D}(A_\epsilon^*) = \mathcal{D}(A_\epsilon) = \{ \varphi(\cdot) \in H^2(0, 1) : \epsilon \varphi(0) = 0, \ \varphi(1) = 0 \} . \tag{1.23}
\]

Again we note that for \( \epsilon > 0 \), \( \mathcal{D}(A_\epsilon^*) = H^1_0(0, 1) \cap H^2(0, 1) \). For \( \epsilon = 0 \), the Hilbert adjoint of \( A_0 \) given by (1.20)-(1.21) is defined on the domain

\[
\mathcal{D}(A_0^*) = \{ \varphi(\cdot) \in H^1(0, 1) : \varphi(1) = 0 \} \tag{1.24}
\]

by

\[
[A_0^* \varphi(\cdot)](x) = \kappa \frac{d\varphi(x)}{dx}, \quad \text{for all } \varphi(\cdot) \in \mathcal{D}(A_0^*) . \tag{1.25}
\]

Again we see that the representation of \( \mathcal{D}(A_\epsilon^*) \) given by (1.23) suggests a natural limiting system.

**Comment.** The operator \( A_0 \) is highly non-normal. Thus, numerical methods for optimal feedback control problems need to take into account the issue of dual convergence. One needs to construct approximations of the operator \( A_0 \) that also approximate \( A_0^* \) (i.e., are stable and consistent to both). This can be a very difficult problem.

In order to complete the formulation of the control system, we define the linear operator \( B : \mathbb{R} \to L^2(0, 1) \) by

\[
[Bu](x) = b(x)u
\]
and note that $B$ is a bounded linear operator with finite rank equal to one. If one defines the state space $Z$ by $Z = L^2(0, 1)$, then the controlled convection diffusion equation (1.15)-(1.17) is equivalent to the system

$$\dot{z}(t) = A\varepsilon z(t) + Bu(t), \quad z(0) = z_0$$ (1.26)

in $L^2(0, 1)$.

### 1.4 The Spectrum and Numerical Ranges

For all $\varepsilon \geq 0$, let $A\varepsilon$ be defined as above. If $\varepsilon > 0$, straightforward calculations yield that the spectrum of $A\varepsilon$ consists only of the point spectrum given by real eigenvalues $\lambda_n(\varepsilon)$, where for $n = 1, 2, 3, \ldots$,

$$\lambda_n(\varepsilon) = -n^2\pi^2\varepsilon - \frac{\kappa^2}{4\varepsilon^2} = -(n^2\pi^2\varepsilon + \frac{\kappa^2}{4\varepsilon^2}). \quad (1.27)$$

Note that the largest eigenvalue is given by $\lambda_1(\varepsilon) = -(\pi^2\varepsilon + \frac{\kappa^2}{4\varepsilon^2}) < 0$ and if $\lambda$ is a complex number satisfying $\text{real}(\lambda) > \lambda_1(\varepsilon) = -(\pi^2\varepsilon + \frac{\kappa^2}{4\varepsilon^2})$, then $\lambda \in \rho(A\varepsilon)$ where $\rho(A\varepsilon)$ is the resolvent set of $A\varepsilon$. Also observe that the eigenvalues of the convection diffusion operator $A\varepsilon$ are the eigenvalues of the diffusion operator shifted to the left by $-\frac{\kappa^2}{4\varepsilon^2}$. Since

$$\lambda_1(\varepsilon) = -(\pi^2\varepsilon + \frac{\kappa^2}{4\varepsilon^2}) < -\frac{\kappa^2}{4\varepsilon^2}$$

for all $n = 1, 2, 3, \ldots$, it is clear that for each fixed $n \geq 1$, $\lambda_n(\varepsilon) \to -\infty$ as $\varepsilon \to 0$. Therefore, for $\varepsilon < 1$, all eigenvalues of $A\varepsilon$ are bounded above by the fixed constant $-\frac{\kappa^2}{4}$. On the other hand, let $\varphi(\cdot) \in H^1_0(0, 1) \cap H^2(0, 1)$ be any function satisfying $\int_0^1 [\varphi(x)]^2 \, dx = 1$ (say $\varphi(x) = \sqrt{2}\sin(\pi x)$), then

$$\langle A\varepsilon \varphi(\cdot), \varphi(\cdot) \rangle = -\frac{\varepsilon}{2}$$

and the numerical range

$$NUM(A\varepsilon) \triangleq \{ \langle A\varepsilon \varphi(\cdot), \varphi(\cdot) \rangle : \varphi(\cdot) \in \mathcal{D}(A\varepsilon), \| \varphi(\cdot) \| = 1 \}$$

is within $\frac{\varepsilon}{2}$ of 0. The limiting operator $A_0$ has empty spectrum and the resolvent set $\rho(A_0)$ is the entire complex plane. It is easy to show that the numerical range of $A_0$ is given by

$$NUM(A_0) = (-\infty, 0).$$
These simple observations play an important role in the understanding of some of the computational and convergence issues that arise in the feedback control problem.

We now review the standard linear Galerkin finite element approximation for the control system (1.26). The Galerkin finite element scheme is first order and sufficient for most applications. The stabilized Galerkin finite element method makes use of higher order terms and we shall use cubic elements to capture these terms. It is worthwhile to review the linear approximations so that one can see what additional terms are required in the stabilization process.

1.5 The Standard Linear Galerkin Finite Element Scheme

We review the basic methodology for constructing the standard linear finite element Galerkin approximation of the system (1.15)-(1.17). More details will be given later when we also derive the stabilized finite element scheme. The basic idea is to multiply both sides of the convection diffusion equation (1.15) by a “test function” $\psi(\cdot) \in H^1_0(0, 1)$, integrate by parts and apply the boundary conditions (1.16) to yield the equation

$$
\int_0^1 \frac{\partial w(t, x)}{\partial t} \psi(x) dx = -\epsilon \int_0^1 \frac{\partial w(t, x)}{\partial x} \psi'(x) dx - \kappa \int_0^1 \frac{\partial w(t, x)}{\partial x} \psi(x) dx
$$

$$
+ \left[ \int_0^1 b(x) \psi(x) dx \right] u(t).
$$

Thus, for all $\psi(\cdot) \in H^1_0(0, 1)$, the variational equation (1.28) must hold and we say that $w(t, x)$ is a weak solution of (1.15)-(1.16) if (1.28) holds for all $\psi(\cdot) \in H^1_0(0, 1)$ and $w(0, x) = w_0(x)$ almost everywhere on $(0, 1)$.

If one defines the bilinear form $a_\epsilon(\cdot, \cdot)$ on $H^1_0(0, 1) \times H^1_0(0, 1)$ by

$$
a_\epsilon(w(\cdot), v(\cdot)) = \int_0^1 \left[ \epsilon \frac{dw(x)}{dx} \frac{dv(x)}{dx} + \kappa \frac{dw(x)}{dx} v(x) \right] dx,
$$

for all $w(\cdot), v(\cdot) \in H^1_0(0, 1)$, then the variational equation (1.28) can be written as

$$
\left\langle \frac{\partial w(t, \cdot)}{\partial t}, \psi(\cdot) \right\rangle_{L^2(0, 1)} = -a_\epsilon(w(\cdot), \psi(\cdot)) + \left[ \langle b(\cdot), \psi(x) \rangle \right]_{L^2(0, 1)} u(t)
$$

for all $\psi(\cdot) \in H^1_0(0, 1)$. 
The next step in approximating the system (1.26) is to choose a finite dimensional sub-
space of \( H_0^1(0,1) \) and project onto this space. Let \( x_i = \frac{i}{n+1}, \ i = 0, 1, ..., n+1 \) and define
the piecewise linear, continuous splines \( h_i^n(\cdot), \ i = 1, ..., n, \) on the interval \([0,1]\) by
\[
h_i^n(x) = \begin{cases} \frac{1}{n}(x - x_{i-1}^n), & x \in [x_{i-1}^n, x_i^n], \\ \frac{1}{n}(x_{i+1}^n - x), & x \in [x_i^n, x_{i+1}^n], \\ 0 & \text{otherwise}. \end{cases}
\]
(1.30)
The finite element space is the space \( V_0^N \subset H_0^1(0,1) \) of dimension \( N = n+1, \) defined by
\[
V_0^N \equiv \text{span}\{h_i^n(\cdot)\}_{i=1}^n.
\]
If \( a^N(\cdot, \cdot) \) is the bilinear form \( a(\cdot, \cdot) \) restricted to the finite element space \( V_0^N, \) then \( a^N(\cdot, \cdot) \)
defines a bounded linear operator \( F^N_\varepsilon \) on \( V_1^n \) by
\[
\langle [F^N_\varepsilon w^N(\cdot)], v^N(\cdot) \rangle_{L^2(0,1)} = a^N(w^N(\cdot), v^N(\cdot)),
\]
where \( w^N(\cdot), v^N(\cdot) \in V_0^N. \) Let \( P^N : L^2(0,1) \to V_0^N \) be the orthogonal projection onto \( V_0^N \) and
denote by \( b^N(\cdot) \) and \( w_0^N(\cdot) \) the orthogonal projection of \( b(\cdot) \) and \( w_0(\cdot) \) onto \( V_0^N, \) respectively.
In particular, \( b^N(\cdot) = P^N b(\cdot), \) \( w_0^N(\cdot) = P^N w_0(\cdot). \) Finally, we define \( G^N : \mathbb{R}^1 \to V_0^N \) by
\[
\left[ G^N u \right](x) = b^N(x)u.
\]
The Galerkin finite element approximation to the system (1.26) is the finite dimensional
system defined in \( V_0^N \) by
\[
P^N \left[ \frac{\partial}{\partial t} w(t,x) \right] = F^N_\varepsilon w(t,x) + G^N u(t), \quad P^N w(0,\cdot) = P^N w_0(\cdot) \in V_0^N.
\]
(1.31)
If \( P^N w(t,x) = w^N(t,x) = \sum_{i=1}^n z_i^n(t)h_i^n(x), \) then the system that defines the evolution of the
coefficients \( z^N(t) = [z_1^n(t), z_2^n(t), ..., z_n^n(t)]^T \) is given by the matrix equation
\[
M^N z^N(t) = F^N_\varepsilon z^N(t) + G^N u(t),
\]
where \( M^N \) is the mass matrix, \( F^N_\varepsilon \) is stiffness matrix and \( G^N \) is the control input matrix.
defined by

\[ G^N = \begin{bmatrix} G_1^N \\ G_2^N \\ \vdots \\ G_N^N \end{bmatrix}, \]

where for \( i = 1, 2, ..., n, \)

\[ G_i^N = \langle b(\cdot), h_i^n(\cdot) \rangle_{L^2(0,1)}. \]

Clearly, the matrix representation of the approximate operators \( A^N_\epsilon \) and \( B^N \) are given by

\[ A^N_\epsilon = [M^N]^{-1} F^N_\epsilon \]

and

\[ B^N = [M^N]^{-1} G^N, \]

respectively. Therefore, we have a Galerkin finite element approximation of the control system for the convection diffusion equation given by the finite dimensional system

\[ \dot{z}^N(t) = \left[A^N_\epsilon\right] z^N(t) + B^N u(t). \] (1.32)

The classical simulation problem is defined when the control function \( u(t) \) and the initial data \( w_0(x) \) are given and the finite element model (1.32) is integrated to generate the coefficients \( z^N(t) = [z_1^n(t), z_2^n(t), ..., z_n^n(t)]^T \). This problem has a long history and is well understood. If the finite element matrices \( A^N_\epsilon \) and \( B^N \) are used to design a (feedback) controller, then additional convergence issues arise and require separate analysis depending on the particular design problem. For example, if one is attempting a linear quadratic regulator (LQR) design then Banks and Kunisch [7] have shown that the system \([A^N_\epsilon, B^N]\) must be stabilizable (uniformly in \( N \)).

If the system (1.32) is to be used for pole placement then \([A^N_\epsilon, B^N]\) must be controllable and it is possible to show (see [20]) that as \( N \to +\infty \) the system \([A^N_\epsilon, B^N]\) approaches an uncontrollable system. Thus, one might expect that the use of (1.32) for pole placement will produce an ill-conditioned control problem. Although this area has been the subject of recent research efforts, many unanswered questions remain concerning convergence and conditioning of the approximating control problem. This is especially true for convection dominated problems and this is a main goal of the current thesis.
1.6 Notation and Overview

The following semigroup definitions are found in reference [45]. Define $L^2(\Omega)$, a Hilbert space, as the space of Lebesgue square integrable functions defined on $\Omega$ with the standard inner product

$$\langle \phi(\cdot), \psi(\cdot) \rangle_{L^2(\Omega)} = \int_{\Omega} \phi(x) \cdot \psi(x) d\Omega$$

We use standard notation for the Sobolev spaces $H^m(\Omega)$, where $H^m(\Omega)$ is the subspace of functions in $L^2(\Omega)$ whose partial derivatives up to order $m$ are also in $L^2(\Omega)$ with norm

$$\| \phi(\cdot) \|_{H^m(\Omega)} = \sqrt{\sum_{i=0}^{m} \int_{\Omega} \left| \frac{\partial^i \phi(x)}{\partial x^i} \right|^2 \, dx}.$$ 

Likewise, $H^m_0(\Omega)$ is the completion of $C^\infty_0(\Omega)$ in $H^m(\Omega)$.

Let $H$ be a Hilbert space with inner product $\langle \cdot, \cdot \rangle_H$. A one parameter family $T(t)$, $0 \leq t < \infty$, of bounded linear operators from $H \to H$ is a semigroup of bounded linear operators on $H$ if

(i) $T(0) = I$, where $I$ denotes the identity operator on $H$, and

(ii) $T(t + s) = T(t)T(s)$ for every $t, s \geq 0$.

A semigroup $T(t)$, $0 \leq t < \infty$, of bounded linear operators on the Hilbert space $H$ is called strongly continuous if

$$\lim_{t \to 0^+} T(t)x = x \quad \text{for every } \ x \in H. \quad (1.33)$$

A strongly continuous semigroup is called a $C_0$-semigroup. We say that the linear operator $A$ is the infinitesimal generator of the semigroup $T(t)$, if $A$ is defined on the domain

$$\mathcal{D}(A) = \left\{ x \in X : \lim_{t \to 0^+} \frac{T(t)x - x}{t} \in H \text{ exists} \right\}$$

by

$$Ax = \lim_{t \to 0^+} \frac{T(t)x - x}{t}, \quad x \in \mathcal{D}(A).$$

An operator $A : \mathcal{D}(A) \subset H \to H$ is called dissipative if

$$\text{Re}(\langle Ax, x \rangle_H) \leq 0, \quad \text{for all } \ x \in \mathcal{D}(A). \quad (1.34)$$
The operator $A$ is said to be \textit{maximally dissipative} if $A$ is dissipative and there is no extension of $A$ that remains dissipative. It can be shown that $A$ is maximally dissipative if and only if both $A$ and $A^*$ are dissipative (see [45]).

A $C_0$-semigroup $T(t)$, $0 \leq t < \infty$ on $H$ is \textit{exponentially stable} if there exists constants $M \geq 1$ and $\omega > 0$ such that

$$\|T(t)x\|_X \leq Me^{-\omega t}\|x\|_H, \quad \text{for all} \quad x \in H, \quad t \geq 0.$$  

The following result may be found in [45] and is the basic result needed to establish that the operators defined by the convection diffusion operators generate well-posed problems.

**Theorem 1** Let $H$ be a Hilbert space and assume $A$ is a densely defined, closed linear operator on $H$. If both $A$ and $A^*$ are dissipative, then $A$ is the infinitesimal generator of a $C_0$-semigroup of contractions on $H$. That is, if $S(t)$ is the $C_0$-semigroup generated by $A$, then $\|S(t)\|_{\mathcal{L}(H)} \leq 1$.

We conclude this chapter with an overview of the main findings of the study.

### 1.7 Main Findings

This thesis is devoted to the problem of computing functional gains that define the optimal feedback LQR control laws for the convection diffusion equation (1.15)-(1.16). We concentrate on convection dominated problems defined to be those with Peclet number $\text{Pe} \triangleq \frac{|\kappa|}{\epsilon} >> 1$. The optimal feedback law has the form

$$u^{opt}(t) = -\int_0^1 K(x)w(t,x)dx,$$

where $K(\cdot) \in L^2(0,1)$ is called the functional gain. The problem with $\kappa = 0$ (i.e. the heat equation) has been studied in several papers and in this case standard finite element methods are usually well suited and lead to excellent numerical algorithms. The case where $\text{Pe} \triangleq \frac{|\kappa|}{\epsilon} >> 1$ had not received much attention until Vugrin’s work [52]. We note that there is an excellent paper by Banks and Kunisch [8] that provides convergence proofs for the standard finite element method. However, the numerical results in [8] are restricted to
the diffusion dominated problem and as observed in [52] standard Galerkin finite elements tend to produce highly oscillatory approximations $K^N(\cdot)$ of $K(\cdot)$.

We conducted a careful numerical study of the impact that stabilization has on the convergence of the functional gains and the role that the stabilization parameter has on the convergence and accuracy. In general we discovered that:

1. The Galerkin Least Squares stabilized scheme can greatly improve both accuracy and rates of convergence if one is careful to select good stabilization parameters. The positive effect of stabilization is more important as the Peclet number becomes large.

2. On fine meshes both schemes approach the true functional gain and the errors produced by the stabilized schemes mostly occur in the “boundary layer” where the functional gain has a large gradient. This is very similar to what occurs in the simulation problem due to the fact that the numerical dissipation may be too large. The optimal stabilization parameter for simulation is not necessarily optimal for the Riccati equation.

3. All the numerical results imply that the functional gains computed by GLS method converge to the optimal gains. Indeed, even when the Peclet number is very large the stabilized gains converge and the error is dictated by the mesh size. This observation indicates that stabilization may provide a practical method for computing functional gains for complicated flow control problems such as the channel flow problem discussed above.
Chapter 2

Feedback Control of the Convection Diffusion Equation

We are concerned with the LQR control problem for linear convection-diffusion equations. We present numerical results for the one dimensional problem. Since the theoretical results are valid in any spatial dimension and the one dimensional problem is a special case, we formulate the problem in two dimensions in order to develop the mathematical framework for future research. Let $\Omega \subseteq \mathbb{R}^2$ be a bounded open domain with smooth boundary $\Gamma$. We consider the two dimensional convection diffusion equation with Dirichlet boundary conditions given by

$$\frac{\partial}{\partial t}w(t,x,y) + \langle V, \nabla w(t,x,y) \rangle = \epsilon \nabla^2 w(t,x,y) + b(x,y)u(t), \quad (2.1)$$

$$w(t,x,y)|_\Gamma = g(x,y), \quad (2.2)$$

$$w(0,x,y) = w_0(x,y),$$

where $\epsilon > 0$ is the coefficient of thermal diffusivity and $V = [\kappa_1 \kappa_2]^T$ is the vector of convection coefficients. The function $b(x,y)$ is a given $1 \times m$ vector of the form $b(x,y) = [b_1(x,y), b_2(x,y), \ldots, b_m(x,y)]$, where $b_i(x,y) \in L^2(\Omega)$ for $i = 1, 2, \ldots, m$. Here, $u(\cdot) = [u_1(\cdot), u_2(\cdot), \ldots, u_m(\cdot)]^T \in L^2(0, +\infty; \mathbb{R}^m)$ is the control input function. We assume the initial data $w_0(\cdot, \cdot)$ belongs to $L^2(\Omega)$ and the boundary data $g(x,y)$ is sufficiently smooth so that equation (2.1) has a unique solution. In most cases, we limit our discussion to the homogeneous Dirichlet boundary condition, $g(x,y) \equiv 0$. 
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Observe that equation (2.1) reduces to the standard heat equation when $V = 0$, and we say that equation (2.1) is convection dominated when $\epsilon << ||V||$. In this case, the convection term $\langle V, \nabla w(t, x, y) \rangle$ is significant and the uncontrolled equation (i.e., when $u(t) \equiv 0$) can have solutions with sharp gradients in small regions near the boundary. These regions are called boundary layers and lead to numerical difficulties if one does not take the special nature of the model into account. If one applies standard finite element and finite difference schemes to approximate equation 2.1, then very often the numerical results become highly oscillatory (see [25], [31], [46] and [48]).

Over the past twenty years considerable advances have been made in the development of special numerical methods to accurately simulate convection dominated flows. In the last section of this chapter we will briefly discuss and compare finite element schemes. Although we shall not attempt a complete review of all the work in this area, the interested reader can find excellent summaries in references [1], [23], [24], [25], [44] and [48]. We focus our study on so called stabilized finite element schemes. These schemes may be viewed as special upwind methods and remain a hot topic of investigation. Again, the interested reader might wish to look at a recent volume of the journal on “Computer Methods in Applied Mechanics and Engineering” (Volume 193, Issues 15 - 16, April 2004). This entire volume is devoted to recent advances on stabilized finite element methods. It is important to emphasize that all this work was concerned with the problem of simulation and until recently the idea of applying such stabilized methods to control problems had not been studied.

In order to motivate the research and to describe some of the potential computational issues, we present two simple examples that illustrate the basic points described above. The first example may be found in reference [48] and illustrates the idea of boundary layers.

**Example 1.** Consider the 1D boundary value problem given by

$$-\epsilon w''(x) + w'(x) = 1,$$  \hspace{1cm} (2.3)

with boundary conditions

$$w(0) = 0, \quad w(1) = 0.$$ \hspace{1cm} (2.4)

This equation describes the steady state solution of the 1D version of the convection
diffusion equation (2.1) where $g(0) = g(1) \equiv 0$ and $u(t) \equiv 1$. Therefore, we would expect that as $t \to +\infty$ the solutions of equation (2.1) would converge to solutions of system (2.3)-(2.4). The exact solution to this boundary value problem is given by

$$w(x) = 1 - x - \frac{\exp(-x/\epsilon) - \exp(-1/\epsilon)}{1 - \exp(-1/\epsilon)},$$

and is plotted below.

![Figure 2.1: Solutions with Boundary Layers](image)

Figure 2.1 contains plots of the exact solutions to the boundary value problem (2.3)-(2.4) for $\epsilon = 0.1$ and $\epsilon = 0.01$ respectively. Observe that for $\epsilon = 0.1$ the solution near $x = 0$ changes rapidly in the “boundary layer”, roughly defined by the interval (0, 0.2). In this region, the gradient $w'(x)$ is large when compared to the gradient on the remaining domain (0.2, 1). Observe also that as epsilon decreases, the boundary layer becomes smaller. For $\epsilon = 0.01$, the boundary layer is now restricted to the interval (0, 0.05). It is clear from this example that if one is constructing a numerical method to solve this boundary value problem for small $\epsilon$, then a very fine grid might be required to resolve the equation near the boundary $x = 0$. Indeed, the next example will illustrate just one of several problems associated with the use of finite element methods to solve convection dominated problems.
Standard Galerkin finite element approximations correspond to centered finite difference schemes when the mesh is uniform. Such schemes do not take into account the direction of the “flow”. For convection dominated problems, these methods often yield oscillatory solutions as can be seen in the following example taken from [25].

**Example 2.** Consider the 1D boundary value problem,

$$\kappa w'(x) - \epsilon w''(x) = 0,$$

on the interval $[0, 1]$ with $w(0) = 0$ and $w(1) = 1$. Again, this equation describes the steady state solution of the 1D version of the convection diffusion equation (2.1) where $g(0) = 0$, $g(1) = 1$ and $u(t) \equiv 0$. The exact solution on the interval $x = [0, 1]$ is given by

$$w(x) = \frac{\exp(\frac{\kappa x}{\epsilon}) - 1}{\exp(\frac{\kappa}{\epsilon}) - 1},$$

and is plotted in Figure 2.2 where $\kappa = 2$ and $\epsilon = .1$.

![Figure 2.2: Oscillating Numerical Solutions](image)

Notice that the boundary layer is located at the right end of the interval at $x = 1$. In this region the gradient $w'(x)$ is large when compared to the gradient on the remaining domain.
(0, .9). As stated previously, the solution in this boundary layer may be difficult to capture when using standard finite element approximations. Figure 2.2 illustrates typical solutions for various methods. Observe that the solution generated by standard piecewise linear finite elements produce numerical oscillations. As noted in [25], it is possible to reduce these oscillatory solutions by special numerical algorithms such as upwind and stabilized finite elements.

The previous examples illustrate some of the difficulties that motivated much of the development of upwind and stabilized finite element methods. We are concerned only with the application of these methods to control problems. In particular, we apply stabilization methods to the problem of computing functional gains for optimal feedback control. It is interesting to note that computational issues for control of the convection diffusion problem has not received much attention. As noted above, Vugrin’s recent work [52] made use of transformation and re-norming methods. This thesis is concerned with the same class of problems. We focus on using stabilization techniques as a means to enhance convergence. In order to make these ideas precise, in the next section we briefly describe a typical control problem for the convection diffusion equation.

### 2.1 A Linear Quadratic Control Problem

We turn now to the formulation of a LQR control problem for the convection diffusion equation

\[
\frac{\partial}{\partial t}w(t, x, y) + \langle V, \nabla w(t, x, y) \rangle = \epsilon \nabla^2 w(t, x, y) + b(x, y)u(t),
\]

with Dirichlet boundary conditions

\[
w(t, x, y)|_{\Gamma} = 0,
\]

initial condition

\[
w(0, x, y) = w_0(x, y)
\]

and distributed control. As above, \(b(x, y)\) is a given \(1 \times m\) vector of the form

\[
b(x, y) = [b_1(x, y), b_2(x, y), \ldots, b_m(x, y)],
\]
\(u(\cdot)\) is an \(m \times 1\) vector function
\[
\begin{bmatrix}
u_1(\cdot), & u_2(\cdot), & \cdots, & u_m(\cdot)
\end{bmatrix}^T,
\]
where \(b_i(x, y) \in L^2(\Omega)\) and \(u_i(\cdot) \in L^2(0, +\infty; \mathbb{R})\) for all \(i = 1, 2, \ldots, m\). Also the initial data \(w_0(\cdot, \cdot)\) belongs to \(L^2(\Omega)\).

One can show that for \(\epsilon > 0\), the uncontrolled problem (i.e., \(u(t) \equiv 0\)) is exponentially stable. However, when \(0 < \epsilon << 1\) the decay rate is slow and convection dominates when \(\epsilon << |V|\). As noted above, in the 1D case, the numerical range is close to the imaginary axis and this implies that not only is the decay rate small, but also the system may become unstable for some small perturbations of the system. Therefore, one seeks a control law (feedback) that will improve the decay rate and enhance robustness. We concentrate on performance (i.e., the LQR problem), but most of the ideas apply to the Min-Max version of robust control theory (see [9], [17] and [22]).

The LQR optimal control problem provides one mechanism for computing a feedback control law that ensures stability of the closed-loop system and places “limits” on the control energy. In addition, this formulation can take advantage of spatial information in the formulation of the problem. In order to illustrate this feature we consider the 2D problem on a unit square \(\Omega = (0, 1) \times (0, 1)\).

Assume that the goal of the control effort is to improve the rate of decay of the solution in a sub-domain \(Q \subset \Omega\). Let \(q(x, y)\) be defined on \(\Omega\) by
\[
q(x, y) = \begin{cases} 
q_u, & (x, y) \in Q \\
q_l, & (x, y) \notin Q 
\end{cases},
\]
where \(0 < q_l << q_u\). Observe that \(0 < q_l \leq q(x, y) \in L^\infty(\Omega)\) and \(q(x, y)\) is large on \(Q\) compared to the value on \(\Omega - Q\). Let \(R^T = R > 0\) be a real \(m \times m\) symmetric positive definite matrix and define the LQR cost functional \(J(u(\cdot))\) by
\[
J(u(\cdot)) = \int_0^\infty \left[ \int_\Omega q(x, y)w^2(t, x, y)dxdy + \langle Ru(t), u(t) \rangle_{\mathbb{R}^m} \right]dt, \quad (2.10)
\]
where \(w(t, x, y)\) is the solution to the system (2.7)-(2.9). The LQR control problem is defined by finding \(u_{\text{opt}}(\cdot) \in L^2(0, +\infty; \mathbb{R}^m)\) such that
\[
J(u_{\text{opt}}(\cdot)) \leq J(u(\cdot)) < +\infty
\]
for all \( u(\cdot) \in L^2(0, +\infty; \mathbb{R}^m) \).

Observe that this particular choice of \( q(x, y) \) forces \( w^2(t, x, y) \) to be small in the region \( Q \) and there is little penalty for large values of \( w^2(t, x, y) \) on the complementary region \( \Omega - Q \). One nice feature of first formulating the control problem in the PDE framework, is that this type of information can be used to help select the design parameters \( q(x, y) \) and \( R \).

In the next section we shall apply distributed parameter control theory to show the optimal LQR control exists and there is a function \( K(x, y) \in L^2(\Omega; \mathbb{R}^m) \) such that the optimal control has the representation

\[
\begin{align*}
  u^{opt}(t) = -\int_{\Omega} K(x, y) w^{opt}(t, x, y) dxdy 
\end{align*}
\] (2.11)

The kernel \( K(x, y) \) is called the functional gain and has the form

\[
K(x, y) = [k_1(x, y), k_2(x, y), \cdots, k_m(x, y)]^T,
\]

where each function \( k_i(x, y) \in L^2(\Omega), i = 1, 2, 3, \ldots, m \). Actually, it is known that \( k_i(x, y) \in H^1_0(\Omega) \) and this type of information is very useful in designing computational schemes (see [7]). The functional gain \( K(x, y) \) defines a bounded linear feedback operator \( \mathcal{K} : L^2(\Omega) \to \mathbb{R}^m \) given by

\[
\mathcal{K}\varphi(\cdot, \cdot) = \int_{\Omega} K(x, y) \varphi(x, y) dxdy.
\] (2.12)

Observe that if one can compute the functional gain \( K(x, y) \), then the closed-loop system is given by the equation

\[
\begin{align*}
  \frac{\partial}{\partial t} w^{opt}(t, x, y) + \langle V, \nabla w^{opt}(t, x, y) \rangle = \epsilon \nabla^2 w^{opt}(t, x, y) \\
  - \int_{\Omega} K(x, y) w^{opt}(t, x, y) dxdy,
\end{align*}
\] (2.13)

and is no longer a simple local (in space) partial differential equation. It is precisely this feature that makes the feedback law (2.11) so powerful. For example, this linear feedback law can have large impact on the non-linear system. This can be seen in [3], [15], [19] and [42] where such feedback controllers reduce the formation of shocks.

Another important feature of this representation has to do with the problem of sensor placement and the construction of practical reduced order dynamic controllers (see [14], [15],
It follows from the representation (2.11) that for each \( i = 1, 2, 3, \ldots, m \), the control \( u_i^{opt}(t) \) is given by

\[
 u_i^{opt}(t) = - \int_{\Omega} k_i(x, y) w_i^{opt}(t, x, y) dx dy
 = - \int_{SP(k_i(\cdot, \cdot))} k_i(x, y) w_i^{opt}(t, x, y) dx dy,
\]

where \( SP(k_i(\cdot, \cdot)) \) is the support of the function \( k_i(\cdot, \cdot) \) given by

\[
 SP(k_i(\cdot, \cdot)) = \{(x, y) \in \Omega : k_i(x, y) \neq 0\}.
\]

Therefore, the functional gain provides information about where in space to sense or where in space to construct estimators. The support of \( k_i(\cdot, \cdot) \) provides valuable and practical information about the feedback law.

All of the above results depend on one being able to accurately compute the functional gain \( K(x, y) \). When the problem is convection dominated, the construction of accurate approximations to \( K(x, y) \) can be a difficult problem. Indeed, as observed by Vugrin in [52], standard finite element schemes that work very well for diffusion dominated problems fail to produce practical results for convection dominated problems. In this thesis we show that stabilized finite element schemes offer the potential for improved accuracy and faster convergence when compared to standard schemes. Here, we investigate the application of a GLS method to the problem of approximating the functional gain \( K(x, y) \).

In order to set the stage for the approximations, we now review the relevant distributed parameter LQR control theory and then formulate the PDE control problem as an abstract distributed parameter LQR problem. This formulation allows us to use the theory to obtain the representation (2.11) and provides a framework to construct numerical approximations to the functional gain \( K(x, y) \).

## 2.2 The Infinite Dimensional LQR Problem

In this section we summarize some basic results for the distributed parameter LQR problem. We use these results to provide a framework for constructing finite dimensional approximations to the functional gain \( K(x, y) \). Although the theory has a long history and is very
general, we concentrate only on the topics necessary to discuss the approximations. In particular, we use distributed control which means the control input operator is bounded.

We assume that the state space $Z$ is a Hilbert space and the control space is also a Hilbert space $U$. Let $A : \mathcal{D}(A) \subset Z \to Z$ be the generator of a $C_0$-semigroup $S(t)$ on $Z$ and assume that the control input operator is a bounded linear operator $B : U \to Z$. With this framework we consider the linear system in $Z$ defined by

$$
\dot{z}(t) = Az(t) + Bu(t),
$$

with initial condition

$$
z(0) = z_0 \in Z.
$$

Given a control function $u(t)$ and initial condition $z_0$, the variation of parameters formula provides a representation of mild solutions given by

$$
z(t) = S(t)z_0 + \int_0^t S(t-s)Bu(s)ds
$$

and we use the word "solution" to mean "mild solution" defined by (2.16). Also, we need the following definition.

**Definition** The system (2.14) is said to be stabilizable if there exists a bounded linear operator $F : Z \to U$ such that the operator $A - BF$ is exponentially stable. In particular, (2.14) is stabilizable if the closed-loop operator $A - BF$ generates a $C_0$-semigroup $T(t)$ satisfying

$$
\|T(t)\| \leq Me^{-\gamma t}
$$

for some constants $M \geq 1$ and $\gamma > 0$.

Before we turn to the linear quadratic control problem, it is worth noting that such systems arise as linearizations of non-linear partial differential equations as briefly described by the channel flow problem in the previous chapter. If the operator $A$ comes from a linearization about a non-trivial steady flow, the linear operator $A$ is not normal and this can be the source of several difficulties. In addition, if one considers the resulting "small disturbance equation", then it has the form

$$
\dot{z}(t) = Az(t) + F(z(t)) + Bu(t),
$$
where $A$ is not normal, $F(\cdot)$ is a non-linear function and is “conservative” in the sense that
\[
(F(z), z) = 0
\]  
for all $z \in Z$ (see [6] and [13]). This structure, combined with robust control theory developed in the 1980s, is currently being applied to the age old problem of transition control. In order to provide a rigorous foundation for the analysis of the numerical algorithms used in the computation of these control laws, one must deal with the non-normality of the linear operator $A$ and make a reasonable attempt to insure the conservative nature of the approximating non-linear terms are preserved.

The basic idea is to use the linearized system (2.14) to design a linear control and then apply this controller to the full non-linear system (2.17). This approach has proven to be successful in all types of distributed parameter systems and recently Henningson and his group have successfully used this method to control wall bounded fluid flows (see [32] and [33]). This method begins by solving a linear control problem for the system governed by the linearized partial differential equations and this requires that some approximation be introduced in the process.

Let $Q$ and $R$ be bounded self-adjoint operators defined on $Z$ and $U$, respectively. In addition, we assume $Q : Z \to Z$ satisfies $Q = Q^* \geq 0$ (i.e., $Q$ is positive semi-definite) and $R : U \to U$ satisfies $R = R^* > 0$ (i.e., $R$ is positive definite). For each $u(\cdot) \in L^2([0, \infty); U)$ define the quadratic cost functional $J(u(\cdot))$ by
\[
J(u(\cdot)) = \int_0^\infty [(Qz(t), z(t))_Z + (Ru(t), u(t))_U]dt,
\]  
where for $u(\cdot) \in L^2([0, \infty); U)$, $z(t)$ is the (mild) solution to (2.14)-(2.15) defined by (2.16). The LQR problem is to find $u^{opt}(\cdot) \in L^2([0, \infty); U)$ such that
\[
J(u^{opt}(\cdot)) \leq J(u(\cdot)) < +\infty,
\]  
for all $u(\cdot) \in L^2([0, \infty); U)$.

The basic idea is to find a control to make the weighted energy $\int_0^\infty [(Qz(t), z(t))_Z]dt$ “small”, while keeping the control energy $\int_0^\infty [(Ru(t), u(t))_U]dt$ within bounds. For the case where $Q = I$, the identity operator on $Z$, if the the cost is finite, i.e. if $J(u(\cdot)) < +\infty$,
then both the state $z(t)$ and the control $u(t)$ must decay exponentially to zero as $t \to +\infty$.

In order to provide a basis for this, we cite some well known results on the abstract LQR problem. These results and proofs may be found in [9].

**Theorem 2** Assume that $A$ generates a $C_0$-semigroup on $H$, and $B$ is a bounded linear operator from $U$ into $H$. If the pair $(A, B)$ is stabilizable, then there exists a unique optimal pair $(u^{\text{opt}}(\cdot), z^{\text{opt}}(\cdot))$ for the LQR problem. Furthermore,

$$u^{\text{opt}}(t) = -R^{-1}B^*\Pi z^{\text{opt}}(t), \quad 0 < t < \infty,$$

(2.20)

where $\Pi$ is the self-adjoint, non-negative definite solution in $L(H)$ of the Algebraic Riccati Equation (ARE)

$$\langle \Pi x, Ay \rangle_H + \langle \Pi Ax, y \rangle_H + \langle Qx, y \rangle_H - \langle R^{-1}B^*\Pi x, B^*\Pi y \rangle_U = 0$$

(2.21)

for all $x, y \in D(A)$. In addition, the optimal value of the cost is given by

$$J(u^{\text{opt}}(\cdot)) = \langle \Pi z_0, z_0 \rangle_Z.$$

Observe that the representation (2.20) implies that

$$u^{\text{opt}}(t) = -Kz^{\text{opt}}(t), \quad 0 < t < \infty,$$

where $K : Z \to U$ is a bounded linear operator defined by

$$K = -R^{-1}B^*\Pi.$$

The operator $K$ is called the feedback gain operator and the goal of this work is to compute $K$ for the convection diffusion problem defined by (2.7)-(2.9) and a cost of the form (2.10).

In order to make this statement precise we first formulate the partial differential equation (PDE) control problem as an abstract distributed parameter system (DPS) control problem.

### 2.3 The Abstract Formulation of the Convection Diffusion Control Problem

In order to formulate the PDE control problem (2.7)-(2.9) as an abstract LQR problem, we begin as above and restrict our problem to the 2D problem on the unit square $\Omega =$
(0, 1) × (0, 1). Let \( 0 \leq q(x, y) \in L^\infty(\Omega) \) be given and recall that \( b(x, y) \) is a given \( 1 \times m \) vector of the form \( b(x, y) = [ b_1(x, y), \ b_2(x, y), \ldots, \ b_m(x, y) ] \), where \( b_i(x, y) \in L^2(\Omega) \) for all \( i = 1, 2, \ldots, m \). Let \( Z = L^2(\Omega), \ U = \mathbb{R}^m \) and define the operators \( Q : L^2(\Omega) \to L^2(\Omega) \) and \( B : \mathbb{R}^m \to L^2(\Omega) \) by

\[
[Q\varphi(\cdot, \cdot)](x, y) = q(x, y)\varphi(x, y)
\]

and

\[
[Bu](x, y) = b(x, y)u,
\]

respectively.

Observe that since \( q(x, y) \in L^\infty(\Omega) \) is essentially bounded, \( Q : L^2(\Omega) \to L^2(\Omega) \) is a well defined bounded linear operator on \( L^2(\Omega) \). Moreover, \( Q = Q^* \) since

\[
\langle Q\varphi(\cdot, \cdot), \psi(\cdot, \cdot) \rangle = \int_\Omega [q(x, y)\varphi(x, y)]\psi(x, y)\,dx\,dy
\]

\[
= \int_\Omega \varphi(x, y)[q(x, y)\psi(x, y)]\,dx\,dy
\]

\[
= \langle \varphi(\cdot, \cdot), Q\psi(\cdot, \cdot) \rangle
\]

for all \( \varphi(\cdot, \cdot) \) and \( \psi(\cdot, \cdot) \) in \( L^2(\Omega) \) and \( 0 \leq q(x, y) \) implies that

\[
\langle Q\varphi(\cdot, \cdot), \varphi(\cdot, \cdot) \rangle = \int_\Omega q(x, y)[\varphi(x, y)]^2\,dx\,dy \geq 0.
\]

Therefore, \( Q = Q^* \) is self-adjoint and positive semi-definite on \( Z = L^2(\Omega) \).

If \( u \in \mathbb{R}^m \), then

\[
\|Bu\|_{L^2(\Omega)} = \sqrt{\int_\Omega \|b(x, y)u\|^2\,dx\,dy} \leq \|b(\cdot, \cdot)\|_{L^2(\Omega)} \|u\|_{\mathbb{R}^m}
\]

which implies that \( B : \mathbb{R}^m \to L^2(\Omega) \) is a bounded linear operator. If \( R = R^* > 0 \) is an \( m \times m \) positive definite matrix, then the cost function (2.10)

\[
J(u(\cdot)) = \int_0^\infty \left[ \int_\Omega q(x, y)w^2(t, x, y)\,dx\,dy + \langle Ru(t), u(t) \rangle \right] dt
\]

can be written as the cost function

\[
J(u(\cdot)) = \int_0^\infty [(Qz(t), z(t))_Z + \langle Ru(t), u(t) \rangle_U] dt,
\]

(2.22)
where \( Z = L^2(\Omega) \) and \( U = \mathbb{R}^m \).

In order to complete the formulation of the PDE control problem (2.7)-(2.9) we need to define the linear operator \( A \). We use the standard formulation as suggested for the 1D problem in the previous chapter. Define \( A \) on \( \mathcal{D}(A) \subset L^2(\Omega) \) by

\[
[A, \varphi(\cdot, \cdot)](x, y) = \epsilon \nabla^2 \varphi(x, y) - \langle V, \nabla \varphi(x, y) \rangle
\]

\[
= \epsilon \nabla^2 \varphi(x, y) - \kappa_1 \frac{\partial}{\partial x} \varphi(x, y) - \kappa_2 \frac{\partial}{\partial y} \varphi(x, y),
\]

where

\[
\mathcal{D}(A) = H^1_0(0, 1) \cap H^2(0, 1).
\]

The convection diffusion equation (2.7)-(2.9) becomes an abstract system on \( Z = L^2(\Omega) \) defined by

\[
\dot{z}(t) = A \varphi(t) + Bu(t),
\]

with initial data

\[
z(0) = w_0 \in Z.
\]

It is well known (see [7], [9], [43] and [45]) that \( A \) generates a \( C_0 \)-semigroup \( S_\epsilon(t) \) on \( Z = L^2(\Omega) \) and there exist constants \( \alpha > 0 \) and \( M_\epsilon \geq 1 \) such that

\[
\|S_\epsilon(t)\| \leq M_\epsilon e^{-\alpha \epsilon t}
\]

for all \( t \geq 0 \). Actually, \( S_\epsilon(t) \) is an analytic semi-group (see [7], [43] and [45]) and if \( 0 < \epsilon < \|V\| \neq 0 \), then one can show that \( \alpha_\epsilon \equiv \gamma > 0 \) is a constant independent of \( \epsilon \). Therefore, if convection is present, then

\[
\|S_\epsilon(t)\| \leq M_\epsilon e^{-\gamma t}
\]

and the solutions to (2.26) decay uniformly in time. In general the coefficient \( M_\epsilon \geq 1 \) is not independent of \( \epsilon \) and the case \( M_\epsilon > 1 \) can be the source of both theoretical and numerical difficulties.

The inequality (2.27) is sufficient to establish that the abstract convection diffusion control system (2.26) is stabilizable since the zero operator \( F = \Theta : Z \to U \) meets the requirement in the definition of a stabilizable system. Therefore, we can apply the fundamental theorem from the previous section to obtain the following result.
Theorem 3 There exists a unique optimal pair \((u^{\text{opt}}(\cdot), z^{\text{opt}}(\cdot))\) for the LQR problem defined by the convection diffusion equation (2.26) with cost (2.22). Furthermore,
\[ u^{\text{opt}}(t) = -K_\epsilon z^{\text{opt}}(t), \quad 0 < t < \infty, \]
where \(K_\epsilon\) is given by
\[ K_\epsilon = -R^{-1}B^*\Pi_\epsilon \]
and \(\Pi_\epsilon\) is the self-adjoint, non-negative definite solution of the Algebraic Riccati Equation
\[ A_\epsilon^*\Pi_\epsilon + \Pi_\epsilon A_\epsilon - \Pi_\epsilon BR^{-1}B^*\Pi_\epsilon + Q = 0. \] (2.29)

If one applies the Riesz Representation theorem, then it follows that there exists a function
\[ K_\epsilon(x, y) = \begin{bmatrix} k_1(x, y), & k_2(x, y), & \cdots, & k_m(x, y) \end{bmatrix}^T, \]
with \(k_i(x, y) \in L^2(\Omega)\) for all \(i = 1, 2, \ldots, m\), such that
\[ K_\epsilon\varphi(\cdot, \cdot) = \int_\Omega K_\epsilon(x, y)\varphi(x, y)dx\,dy. \]
Thus, we have established the existence of the functional gain \(K_\epsilon(x, y)\) for the convection diffusion control problem. In addition, we now see that “computing” the feedback gain operator \(K_\epsilon\) is equivalent to approximating the functional gains \(k_i(x, y) \in L^2(\Omega)\). We shall accomplish this by developing approximations of the Riccati equation (2.29).

Roughly speaking, we construct finite dimensional approximations \(A_\epsilon^N, B_\epsilon^N\) and \(Q^N\) of \(A_\epsilon, B_\epsilon\) and \(Q\), respectively and solve an approximate Riccati equation
\[ [A_\epsilon^N]^*\Pi_\epsilon^N + \Pi_\epsilon^N A_\epsilon^N - \Pi_\epsilon^N B_\epsilon^N R^{-1}[B_\epsilon^N]^*\Pi_\epsilon^N + Q^N = 0 \] \[ \text{for } \Pi_\epsilon^N. \]

The approximating functional gain is given by
\[ K_\epsilon^N = -R^{-1}[B_\epsilon^N]^*\Pi_\epsilon^N \]
and has the representation
\[ K_\epsilon^N\varphi(\cdot, \cdot) = \int_\Omega K_\epsilon^N(x, y)\varphi(x, y)dx\,dy, \]
where

\[ K_N^\epsilon(x, y) = \begin{bmatrix} k_1^N(x, y), & k_2^N(x, y), & \cdots, & k_m^N(x, y) \end{bmatrix}^T. \]

The important question is that of convergence. We are interested in numerical schemes (finite element and stabilized finite element) that lead to convergence of the functional gains in \( L^2(\Omega) \). This issue is still the subject of current research. The general theory found in the Banks and Kunisch paper [8] places sufficient conditions on approximation schemes to guarantee the strong convergence of the gain operators. They showed that the standard conforming finite element scheme produces gain operators \( K \) such that

\[
\lim_{N \to +\infty} \| K_N^\epsilon \varphi(\cdot, \cdot) - K \varphi(\cdot, \cdot) \|_{L^2(\Omega)} = 0
\]

for all \( \varphi(\cdot, \cdot) \in L^2(\Omega) \). Vugrin [52] has also established strong convergence of the functional gains in \( L^2(\Omega) \). Thus, one has that for all \( i = 1, 2, \ldots, m \),

\[
\lim_{N \to +\infty} \| k_i^N(\cdot, \cdot) - k_i(\cdot, \cdot) \|_{L^2(\Omega)} = 0,
\]

or more precisely,

\[
\lim_{N \to +\infty} \sqrt{\int_{\Omega} |k_i^N(x, y) - k_i(x, y)|^2 \, dx \, dy} = 0.
\]

The issue of how fast the functional gains converge, under mesh refinement, has not been settled. For convection dominated problems, convergence can be very slow if one applies a standard finite element scheme (see [52]). As \( \epsilon \to 0 \), the standard finite element scheme breaks down. One possible reason for this failure is that the approximating Riccati equation (2.30) seems to become ill-conditioned. We show that the stabilized GLS method enhances the rate of convergence and produces much better approximations on coarse grids.

Finally, we close this chapter with a comment about the general limiting problem. In the previous chapter we defined the 1D operator \( A_0 \) on the domain

\[ \mathcal{D}(A_0) = H^1_2(0, 1) = \{ \varphi(\cdot) \in H^1(0, 1) : \varphi(0) = 0 \} \]

by

\[ [A_0 \varphi(\cdot)](x) = -\kappa \frac{d\varphi(x)}{dx}, \quad \text{for all } \varphi(\cdot) \in \mathcal{D}(A_0) \]

as a “limiting” operator as \( \epsilon \to 0 \). There we assumed that \( \kappa > 0 \). This assumption was needed to ensure that the operator \( A_0 \) was the generator of a \( C_0 \)-semigroup on \( L^2(0, 1) \). The
choice of an appropriate boundary condition is made by requiring that $A_0$ be dissipative. In particular, $A_0$ satisfies
\[
\langle A_0 \varphi(\cdot), \varphi(\cdot) \rangle_{L^2(0,1)} = \int_0^1 -\kappa \varphi'(x) \varphi(x) dx = -\frac{\kappa}{2} \varphi^2(x) \bigg|_{x=0}^{x=1} = -\frac{\kappa}{2} \varphi^2(1) \leq 0,
\]
for all $\varphi(\cdot) \in \mathcal{D}(A_0)$.

This approach extends to any dimension (see [46]) and provides a well-posed dissipative limiting dynamical system. The basic idea can be demonstrated by the 1D problem. Let $\Omega = (0,1)$ and note that the boundary of $\Omega$ is given by $\Gamma = \{0,1\}$. The outward normal to $\Omega$ at a point $x \in \Gamma$ is given by
\[
\eta = \eta(x) = \begin{cases} 
+1, & x = 1 \\
-1, & x = 0
\end{cases}
\]
and the inflow boundary $\Gamma_-$ is defined by
\[
\Gamma_- = \{ x \in \Gamma : \eta(x) \kappa < 0 \}.
\]
If $\kappa > 0$, then it follows that the inflow boundary is $\Gamma_- = \{0\}$ and hence, the “correct” boundary condition for $A_0$ is the zero boundary condition on $\Gamma_- = \{0\}$. The selection of this boundary condition comes from the requirement that the “limiting operator” should generate a dynamical system and since all the operators $A_\epsilon$ are dissipative, the limiting operator should preserve this feature. Observe that each $A_\epsilon$ is dissipative in that for all $\varphi(\cdot) \in \mathcal{D}(A_\epsilon)$
\[
\langle A_\epsilon \varphi(\cdot), \varphi(\cdot) \rangle_{L^2(0,1)} = \epsilon \int_0^1 \frac{d^2}{dx^2} \varphi(x) \varphi(x) dx - \kappa_1 \int_0^1 \frac{d}{dx} \varphi(x) \varphi(x) dx \\
= \epsilon \left[ \frac{d}{dx} \varphi(x) \right]_{x=0}^{x=1} - \epsilon \int_0^1 \left[ \frac{d}{dx} \varphi(x) \right]^2 dx - \kappa \left[ \varphi(x) \right]^2_{x=0}^{x=1} \\
= -\epsilon \int_0^1 \left[ \frac{d}{dx} \varphi(x) \right]^2 dx \leq 0.
\]
Moreover, if $A_\epsilon$ is “lifted” to $\hat{A}_\epsilon : H^2(0,1) \to L^2(0,1)$, then for any $\varphi(\cdot) \in H^2(0,1)$
\[
\langle \hat{A}_\epsilon \varphi(\cdot), \varphi(\cdot) \rangle_{L^2(0,1)} = \epsilon \left[ \frac{d}{dx} \varphi(x) \varphi(x) \right]_{x=0}^{x=1} - \epsilon \int_0^1 \left[ \frac{d}{dx} \varphi(x) \right]^2 dx - \kappa \left[ \varphi(x) \right]^2_{x=0}^{x=1}.
\]
If we set $\epsilon = 0$, then
\[
\langle \hat{A}_0 \varphi(\cdot), \varphi(\cdot) \rangle_{L^2(0,1)} = 0 \left\{ \frac{d}{dx} \varphi(x) \varphi(x) \bigg|_{x=0}^{x=1} - \int_0^1 \left[ \frac{d}{dx} \varphi(x) \right]^2 dx \right\} - \frac{\kappa}{2} [\varphi(1)]^2 - \frac{\kappa}{2} [\varphi(0)]^2.
\]

It follows that if $\kappa > 0$, then $\hat{A}_0$ will be dissipative if and only if $\varphi(0) = 0$ and if $\kappa < 0$, then $\hat{A}_0$ will be dissipative if and only if $\varphi(1) = 0$. Thus, we impose the Dirichlet boundary condition on $\Gamma_-$ where

\[
\Gamma_- = \begin{cases} 
\{0\}, & \kappa > 0 \\
\{1\}, & \kappa < 0
\end{cases}.
\]

When $\kappa > 0$, the boundary condition $\varphi(\cdot)|_{\Gamma_-} = 0$ makes $A_0$ a dissipative operator. However, the requirement that a restriction $A_0$ of $\hat{A}_0$ generate a $C_0$-semigroup on $L^2(0,1)$ forces $A_0$ to be maximally dissipative. This produces the correct domain $D(A_0) = H^1_L(0,1) = \{ \varphi(\cdot) \in H^1(0,1) : \varphi(0) = 0 \}$.

Again, we emphasize that this idea extends to higher dimensions. It is important to formulate the limiting problem so that the corresponding limiting control problem is well-posed. The “correct” limiting boundary value problem defined by the convection equation depends on the choice of boundary conditions. This is important since many upwind and stabilized finite element schemes are motivated by the desire to capture the correct limiting dynamics (see [46] for details). We do not address this issue here, but we note that this aspect of these problems needs further study.

### 2.4 Approximations of the Convection Diffusion Equation

As was illustrated in Example 2, spurious oscillations develop when applying the standard finite element approximation schemes to the convection diffusion equation. To accurately compute a numerical solution to the convection diffusion equation, various finite element schemes have been developed over the years. These methods include (i) streamline upwind Petrov-Galerkin, (ii) stabilized least squares, (iii) explicit finite elements and (iv) upwind.
triangle and secondary grid methods (see [48]). Streamline upwind Petrov-Galerkin (SUPG) is just one of many upwinding schemes that have been proposed. Pironneau (see [46]) discusses several of these methods, such as characteristics, upwinding by discretization of the total derivative, SUPG, and upwinding by discontinuity. We present a brief review of several stabilized finite element methods.

The SUPG method (see [12]) was first introduced by Brooks and Hughes in 1980. The SUPG method consists of adding to the weak form of the equation, a mesh dependent term that is pre-multiplied by a stability parameter. This term is a function of the Euler Lagrange equation. A modified weighting function is used to achieve the upwind effect. The element upstream of a node is weighted more heavily than the element downstream. This is applied to all terms of the equation thus resulting in a weighted residual formulation. The added term at the exact solution vanishes. In the context of the linear convection diffusion equation, SUPG performs better than the standard Galerkin finite element method (see [12], [24], [36]). However, spurious oscillations may remain when the exact solution has boundary layers [23].

The Galerkin Gradient Least Squares method discussed in reference [51] is typically employed when considering scalar second order partial differential equations that have second and zero order terms. The singular behavior emanates from a zero order term domination of the second order term. The perturbation that is added to the standard Galerkin form is developed using the gradient of the Euler Lagrange equation in a least squares formulation using linear elements.

The GLS formulation (see [26], [27], [28], [35], [41]) is the sum of the typical Galerkin finite element method and a weighted least squares formulation on each element. Mesh dependent terms that are functions of the Euler Lagrange equations evaluated element wise are added to the usual Galerkin method described above. Since the exact solution satisfies the residuals of the Euler Lagrange equations, consistency is preserved. Thus, stability is enhanced by these perturbation terms without destroying the consistency. The GLS method seems to be suitable for PDE’s such as those governing structural problems.

More recently, the SUPG and the GLS methods have been used as a basis from which to develop new stabilized finite element methods. Another approach adds to the SUPG or GLS formulation, a term that attempts to capture the discontinuity. Namely, the Consistent
Approximate Upwind (CAU) method adds a non-linear term to the SUPG term, allowing for more regulation of the function’s derivative in the direction of the gradient, eliminating the spurious oscillations (see [23], [24], [29]). The solution using CAU is much more stable than the GLS or SUPG methods. If the exact solution of the problem is smooth, then the CAU approximations creates crosswind diffusion, an undesirable effect (see [23], [29]). Effort has been directed to improving on the CAU method in reference [30].

While each of these methods have their benefits, the GLS approximation will be applied in the following chapters. In the realm of control design, GLS is easy to implement. We use this approximation for all numerical studies presented below.
Chapter 3

The Stabilized Galerkin Least Squares Method

In this chapter we develop the stabilized GLS approximation for the convection diffusion control problem. The approximation will be used to solve the Riccati equation that provides the feedback functional gains for the LQR problem. Although, the Riccati equation is time independent, we use the full time dependent residual to develop the approximating operators. In addition, as noted in [11] this approximation is best suited for simulating the convection dominated problem. We first review the standard Galerkin finite element approximation and then present the stabilized GLS scheme. Also, since the GLS scheme involves higher order spatial derivatives, we employ cubic splines in both methods.

3.1 The Standard Galerkin Finite Element Approximation

In this chapter we review a stabilized finite element method for the controlled 1D convection diffusion problem

\[
\frac{\partial w(t, x)}{\partial t} = \epsilon \frac{\partial^2 w(t, x)}{\partial x^2} - \kappa \frac{\partial w(t, x)}{\partial x} + b(x)u(t) \quad t > 0, \quad 0 < x < 1, \quad (3.1)
\]

with Dirichlet boundary condition

\[
w(t, 0) = 0, \quad w(t, 1) = 0. \quad (3.2)
\]
The GLS approximation for the non-linear convection diffusion problem may be found in the references [3] and [42] where the derivation is similar to the approach in the papers [27] and [28]. It is well known that methods developed for steady state problems do not always provide stable numerical approximations for the time dependent problem (see [11]). One way to deal with this issue is to use the time dependent equation in the residual term when deriving the stabilization method. This is the approach taken in [3], [11], [27], [28], and [42]. We follow the general approach in [11] and specialize the presentation to the specific problem (3.1)-(3.2).

First, we need to recall the weak formulation of the system (3.1)-(3.2). Multiply both sides of (3.1) by a test function $\phi(x)$ and integrate by parts to obtain

$$
\int_0^1 w_t(t, x) \phi(x) dx = \epsilon \int_0^1 w_{xx}(t, x) \phi(x) dx - \int_0^1 \kappa w_x(t, x) \phi(x) dx + \int_0^1 b(x) u(t) \phi(x) dx \\
= \epsilon w_x(t, x) \phi(x)|_{x=1}^{x=0} - \epsilon \int_0^1 w_x(t, x) \phi'(x) dx \\
- \int_0^1 \kappa w_x(t, x) \phi(x) dx + \int_0^1 b(x) u(t) \phi(x) dx.
$$

We impose the geometric boundary conditions (3.2) on $w(t, x)$ and the test functions $\phi(x)$. Thus, for all $\phi(x) \in H^1_0(0, 1)$, the above equation reduces to

$$
\int_0^1 w_t(t, x) \phi(x) dx = \int_0^1 -\epsilon w_x(t, x) \phi'(x) dx - \int_0^1 \kappa w_x(t, x) \phi(x) dx + \int_0^1 b(x) u(t) \phi(x) dx,
$$

(3.3)

and (3.3) defines the weak form of (3.1)-(3.2).

Observe that this is the form used to derive the standard finite element scheme outlined in the first chapter. Recall that continuous piecewise linear splines given there are sufficient to produce a convergent scheme for the variational equation (3.3). The GLS stabilized scheme derived below contains higher order spatial derivatives and, although piecewise linear splines can be used in this case (see [3]), it requires that one "drop" the higher order derivatives. In order to recover these "lost" terms, King and Krueger [42] used cubic B-splines in the GLS approximation of the 1D Burgers’ equation and could maintain all the stabilization terms. Before turning to the derivation of the GLS scheme, we review the cubic B-spline approximations.
Let \( \{ B_i(\cdot) \}_{i=-1}^{n+1} \) be the set of cubic B-splines on the interval \( x = [0, 1] \) with \( n \) subintervals and \( n + 1 \) uniformly spaced nodes, \( 0 = x_0 < x_1 < x_2 < \ldots < x_n = 1 \). Let \( dx = \frac{1}{n} \), then \( B_i(\cdot) \) for \( i = -1, 0, 1, 2, \ldots, n + 1 \) can be defined by

\[
B_i(x) = \begin{cases} 
\frac{(x-x_{i-2})^3}{dx^4}, & x \in [x_{i-2}, x_{i-1}], \\
\frac{dx^3+3dx^2(x-x_{i-1})+3dx(x-x_{i-1})^2-3(x-x_{i-1})^3}{dx^4}, & x \in [x_{i-1}, x_i], \\
\frac{dx^3+3dx^2(x_{i+1}-x)+3dx(x_{i+1}-x)^2-3(x_{i+1}-x)^3}{dx^4}, & x \in [x_i, x_{i+1}], \\
\frac{(x_{i+2}-x)^3}{dx^4}, & x \in [x_{i+1}, x_{i+2}], \\
0, & \text{elsewhere}.
\end{cases}
\]

The cubic B-splines that are used in the approximation of the 1D convection diffusion equation are represented in Figure 3.1.

![Figure 3.1: Cubic B-spline on [0,1]](image)

When approximating (3.3) using finite elements, the Dirichlet boundary conditions must be satisfied, thus we need a basis for a subspace that includes these boundary conditions. Observe that none of the functions \( B_{-1}(\cdot), B_0(\cdot), B_1(\cdot), B_{n-1}(\cdot), B_n(\cdot), B_{n+1}(\cdot) \) vanish at \( x = 0 \) and \( x = 1 \) so we need to eliminate these as possible basis functions. We define the
basis of cubic splines \( \{ \beta_i(\cdot) : i = 0, 1, ..., n \} \) by (see pages 208-209 in [47])

\[
\beta^n_i(x) = \begin{cases} 
B_0(x) - 4B_{i-1}(x), & i = 0, \\
B_0(x) - 4B_1(x), & i = 1, \\
B_n(x) - 4B_{n-1}(x), & i = n - 1, \\
B_0(x) - 4B_{n+1}(x), & i = n, \\
B_i(x) & 2 \leq i \leq n - 2.
\end{cases}
\]

It follows that

\[
V_0^N = \text{span} \{ \beta^n_i(\cdot) : i = 0, 1, ..., n \}
\]
is an subspace of \( H^1_0(0, 1) \cap H^2(0, 1) \) of dimension \( N = n + 1 \). The approximate “finite element approximation” is assumed to have the form \( w(t, x) \approx w^N(t, x) = \sum_{i=0}^{n} w^n_i(t) \beta^n_i(x) \) and \( w^N(t, x) \) is computed by solving a finite dimensional system of ordinary differential equations for the coefficients \( w^n_i(t) \). This system is constructed by inserting the specific test functions \( \phi(\cdot) = \beta^n_j(\cdot) \) into (3.3) for \( j = 0, 1, 2, \ldots, n \) and writing the resulting equations as a matrix equation

\[
M^N \dot{w}^N(t) = -\epsilon A^N_d w^N(t) - \kappa A^N_c w^N(t) + B^N_0 u(t),
\]

where

\[
M^N = \left[ \int_0^1 \beta^n_i(x) \beta^n_j(x) dx \right]_{i,j=0}^{n}, \tag{3.4}
\]

\[
A^N_d = \left[ \int_0^1 [\beta^n_i(x)]' [\beta^n_j(x)]' dx \right]_{i,j=0}^{n}, \tag{3.5}
\]

\[
A^N_c = \left[ \int_0^1 [\beta^n_i(x)]' [\beta^n_j(x)] dx \right]_{i,j=0}^{n}, \tag{3.6}
\]

\[
B^N_0 = \left[ \int_0^1 b(x) \beta^n_j(x) dx \right]_{j=0}^{n}, \tag{3.7}
\]

and

\[
w^N(t) = [w^n_0(t), w^n_1(t), \ldots, w^n_n(t)]^T,
\]
is the vector of coefficients.

Here, \( M^N \) is the mass matrix, \( A^N_d + A^N_c \) is the stiffness matrix and \( B^N_0 \) is the control input matrix. Note that for the remainder of this thesis, matrix representations with the
subscript $d$ are associated with the diffusive term of the boundary value problem while matrices containing the subscript $c$ are associated with the convection term. The standard form of this approximation to (3.3) can be written as

$$
\dot{w}^N(t) = -\epsilon [M]^N A_d^N w^N(t) - \kappa [M]^N A_c^N w^N(t) + [M]^N B_0^N u(t)
$$

$$
\dot{w}^N(t) = A_d^N w^N(t) + B_0^N u(t),
$$

(3.8)

$$
w^N(0) = w_0^N.
$$

When using this approximation in the following chapters of this thesis, it will be referred to as the unstabilized finite element approximation. We turn now to the derivation of the GLS approximation.

### 3.2 Galerkin Least Squares Approximation

Loosely speaking, the GLS approximation may be viewed as a perturbation of the standard (un-stabilized) Galerkin finite element system (3.8). One objective of the stabilization process is to produce approximations of the open-loop uncontrolled system that remain “numerically stable” for the case where $0 < \epsilon << \kappa$, i.e. for convection dominated problems. As we shall see later, numerical results in the following chapter imply that the same idea is of great benefit when stabilization is applied to the control problem. Although we proceed in the spirit of the paper [11], we present a continuum formulation of the GLS and use higher order elements in order to deal with the high order derivatives. We limit our discussion to the specific problem (3.1)-(3.2). The Galerkin method makes use of the weak form of (3.1)-(3.2) that is given by the variational equation

$$
\int_0^1 w_t(t,x)\phi(x)dx = -\epsilon \int_0^1 w_x(t,x)\phi'(x)dx - \int_0^1 \kappa w_x(t,x)\phi(x)dx + \int_0^1 b(x)u(t)\phi(x)dx,
$$

or equivalently,

$$
\int_0^1 w_t(t,x)\phi(x)dx - \int_0^1 b(x)u(t)\phi(x)dx + G(w(t,\cdot),\phi(\cdot)) = 0,
$$

(3.9)

where $G(w(\cdot),\phi(\cdot)) : H^1_0(0,1) \times H^1_0(0,1) \rightarrow \mathbb{R}$ is the standard (Galerkin) bilinear form defined by

$$
G(w(\cdot),\phi(\cdot)) = \int_0^1 \epsilon w_x(t,x)\phi'(x)dx + \int_0^1 \kappa w_x(t,x)\phi(x)dx.
$$

(3.10)
The time-independent stabilization approach would replace \( G(w(t, \cdot), \phi(\cdot)) \) in (3.9) with a modified form

\[
G_{\text{S}}(w(\cdot), \phi(\cdot)) \triangleq G(w(\cdot), \phi(\cdot)) + \langle R(w(\cdot)), W(\phi(\cdot)) \rangle_{L^2(0,1)},
\]

where \( R(w(\cdot)) \) is the residual of the steady problem (i.e., \( u(t) \equiv u \)) given by

\[
R(w(x)) = \epsilon \frac{d^2 w(x)}{dx^2} - \kappa \frac{dw(x)}{dx}
\]

and \( W(\phi(\cdot)) \) is a weighting operator. There are several choices for the weighting operator and each choice produces a specific stabilization scheme. For the simple problem here, if

\[
W_{\text{SUPG}}(\phi(x)) \triangleq \tau(x) \kappa \phi'(x),
\]

where \( \tau(\cdot) \) is a "stability parameter", then the resulting scheme is called the SUPG method. If

\[
W_{\text{GLS}}(\phi(x)) \triangleq \tau(x) [-\epsilon \phi''(x) + \kappa \phi'(x)],
\]

then one obtains the steady GLS method (see [11]).

In order to obtain an unsteady version of the GLS stabilization one replaces the residual with the full unsteady convection diffusion equation. In particular, let

\[
R_{\text{us}}(w(t,x)) = w_t(t,x) - \epsilon w_{xx}(t,x) + \kappa w_x(t,x) - b(t)u(t)
\]

and define \( G_{\text{GLS}}(w(t, \cdot), \phi(\cdot)) \) by

\[
G_{\text{GLS}}(w(t, \cdot), \phi(\cdot)) = G(w(t, \cdot), \phi(\cdot)) + \langle R_{\text{us}}(w(t, \cdot)), W_{\text{GLS}}(\phi(\cdot)) \rangle_{L^2(0,1)} \tag{3.11}
\]

We replace the standard weak form (3.9)

\[
\int_0^1 w_t(t,x) \phi(x) dx - \int_0^1 b(x)u(t) \phi(x) dx + G(w(t, \cdot), \phi(\cdot)) = 0
\]

by the variational problem

\[
\int_0^1 w_t(t,x) \phi(x) dx - \int_0^1 b(x)u(t) \phi(x) dx + G_{\text{GLS}}(w(t, \cdot), \phi(\cdot)) = 0
\]

which can be written as

\[
\langle w_t(t, \cdot), \phi(\cdot) \rangle - \langle b(\cdot)u(t), \phi(\cdot) \rangle + G_{\text{GLS}}(w(t, \cdot), \phi(\cdot)) = 0. \tag{3.12}
\]
In order to complete the formulation, let

\[ E_{STAB}(t) = \langle w_t(t, \cdot), \phi(\cdot) \rangle - \langle b(\cdot)u(t), \phi(\cdot) \rangle + G_{GLS}(w(t, \cdot), \phi(\cdot)) \].

Expand the stabilization term in (3.11) and simplify to yield

\[ \langle R_{ws}(w(t, \cdot)), W_{GLS}(\phi(\cdot)) \rangle = \langle (w_t(t, \cdot) - \epsilon w_{xx}(t, \cdot) + \kappa w_x(t, \cdot) - b(\cdot)u(t)), W_{GLS}(\phi(\cdot)) \rangle \\
= \langle (w_t(t, \cdot) - b(\cdot)u(t)), W_{GLS}(\phi(\cdot)) \rangle \\
+ \langle (-\epsilon w_{xx}(t, \cdot) + \kappa w_x(t, \cdot)), W_{GLS}(\phi(\cdot)) \rangle \\
= \langle (w_t(t, \cdot) - b(\cdot)u(t)), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle \\
+ \langle (-\epsilon w_{xx}(t, \cdot) + \kappa w_x(t, \cdot)), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle. \]

The first two terms involving \( w_t(t, \cdot) \) and \( b(\cdot)u(t) \) are grouped with the first two terms in (3.12) which produces

\[ E_{STAB}(t) = \langle w_t(t, \cdot) - b(\cdot)u(t), (\phi(\cdot) + \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)]) \rangle + G(w(t, \cdot), \phi(\cdot)) \\
+ \langle (-\epsilon w_{xx}(t, \cdot) + \kappa w_x(t, \cdot)), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle. \]

Define the augmented inertial form \( M_S(w_t(t, \cdot), \phi(\cdot)) \) and the spatially stabilized Galerkin form \( G_S(w(t, \cdot), \phi(\cdot)) \) by

\[ M_S(w_t(t, \cdot), \phi(\cdot)) = \langle w_t(t, \cdot), \phi(\cdot) \rangle + \langle w_t(t, \cdot), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle \]

and

\[ G_S(w(t, \cdot), \phi(\cdot)) = G(w(t, \cdot), \phi(\cdot)) + \langle (-\epsilon w_{xx}(t, \cdot) + \kappa w_x(t, \cdot)), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle \\
= \epsilon \int_0^1 w_x(t, x) \phi'(x) dx + \int_0^1 \kappa w_x(t, x) \phi(x) dx \\
+ \langle (-\epsilon w_{xx}(t, \cdot) + \kappa w_x(t, \cdot)), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle, \]

respectively. Also, let the stabilized control form be defined by

\[ B_S(b(\cdot)u(t), \phi(\cdot)) = \langle b(\cdot)u(t), \phi(\cdot) \rangle + \langle b(\cdot)u(t), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle. \]

The stabilized convection diffusion equation is now defined by the variational problem

\[ M_S(w_t(t, \cdot), \phi(\cdot)) + G_S(w(t, \cdot), \phi(\cdot)) = B_S(b(\cdot)u(t), \phi(\cdot)) \] (3.13)
and is well-defined for all \( \phi(\cdot) \in H^1_0(0,1) \cap H^2(0,1) \). This form is equivalent to the semi-discrete variational problem on page 2304 in [11], where \( \sigma = -1 \) and the system is written at the element level. For the problem here

\[
\langle w_t(t, \cdot), \phi(\cdot) + \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle = -\epsilon \int_0^1 w_x(t,x) \phi'(x) \, dx - \int_0^1 \kappa w_x(t,x) \phi(x) \, dx \\
+ \langle \epsilon w_{xx}(t, \cdot), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle \\
- \langle \kappa w_x(t, \cdot), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle \\
+ \langle b(\cdot)u(t), \phi(\cdot) \rangle \\
+ \langle b(\cdot)u(t), \tau(\cdot) [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle \tag{3.14}
\]

and the only remaining issue is the selection of the stabilization parameter \( \tau(\cdot) > 0 \).

As noted in [11], [27] and [28], the “optimal choice” is dependent on the local Peclet number and depends on the particular finite element mesh so that the element Peclet number is used to select good stabilization parameters. The Peclet number, \( Pe \), measures the relative weights of convective and diffusive terms and for the 1D problem on a unit interval

\[
Pe = |\kappa| / \epsilon.
\]

When \( Pe > 1 \) the problem is convection dominated. Since this is the focus of this thesis, we assume that \( Pe > 1 \) and follow the development in [11], [27] and [28]. The element Peclet number is defined by

\[
Pe^n = \frac{m_n |\kappa| h^n}{2 \epsilon}, \tag{3.15}
\]

where \( h^n = h = 1/n \) is the mesh size and \( m \) is a constant. We assume that \( Pe^n > 1 \) so that the stabilization parameter in [27] is defined by

\[
\tau(x) = \tau^n \equiv \frac{h^n}{2 |\kappa|}. \tag{3.16}
\]

Observe that \( Pe > 1 \) implies that

\[
\tau^n = \frac{h^n}{2 |\kappa|} = \frac{Pe^n h^n}{Pe^n 2 |\kappa|} = \frac{1}{Pe^n} \frac{m |\kappa| h^n h^n}{4 \epsilon |\kappa|} \leq \frac{m |h|^2}{4 \epsilon} = \frac{mh^2}{4 \epsilon}
\]

and as suggested in [27] we set \( m = 1/3 \). This provides an optimal estimate for piecewise linear elements. We shall see later that for cubic elements this estimate is not optimal.
and the bound defined by $m$ depends on the elements and the problem to be solved (i.e., a steady simulation, an unsteady simulation or the Riccati equation associated with the control problem). For example, Bochev, Gunzburger and Shadid suggested that for the time dependent simulation problem described in [11], a good choice of $\tau(x)$ is

$$\tau(x) \equiv \tau^n \triangleq \frac{h^n}{\sqrt{15}|\kappa|}$$

since this choice maximizes phase accuracy for the pure convection problem defined by the operator $A_0$ defined above. We shall vary $\tau^n$ to illustrate the impact the choice of $\tau^n$ has on the convergence of the control designs. In any case, observe that $\tau(x) \equiv \tau^n$ is a constant that depends only on the mesh size. Thus, we can simplify the variational equation in (3.14).

The second two lines in (3.14) are given by

$$\langle \varepsilon w_{xx}(t, \cdot), \tau(\cdot) [-\varepsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle - \langle \kappa w_x(t, \cdot), \tau(\cdot) [-\varepsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle$$

and may be regrouped as

$$-\varepsilon^2 \langle w_{xx}(t, \cdot), \tau(\cdot) \phi''(\cdot) \rangle + \kappa \varepsilon \langle w_x(t, \cdot), \tau(\cdot) \phi''(\cdot) \rangle$$

$$+ \kappa \varepsilon \langle w_{xx}(t, \cdot), \tau(\cdot) \phi'(\cdot) \rangle - \kappa^2 \langle w_x(t, \cdot), \tau(\cdot) \phi'(\cdot) \rangle.$$  

Since $\tau(x) \equiv \tau^n$, it follows that

$$\kappa \varepsilon \langle w_x(t, \cdot), \tau(\cdot) \phi''(\cdot) \rangle = \kappa \varepsilon \int_0^1 w_x(t, x) \tau(x) \phi''(x) dx$$

$$= \kappa \varepsilon \tau^n \int_0^1 w_x(t, x) \phi''(x) dx$$

$$= \kappa \varepsilon \tau^n w_x(t, \cdot) \phi''(\cdot)|_{x=1}^{x=0} - \kappa \varepsilon \tau^n \int_0^1 w_{xx}(t, x) \phi'(x) dx.$$

Consequently, (3.17) reduces to

$$-\varepsilon^2 \tau^n \langle w_{xx}(t, \cdot), \phi''(\cdot) \rangle + \kappa \varepsilon \tau^n w_x(t, \cdot) \phi'(\cdot)|_{x=1}^{x=0} - \kappa^2 \tau^n \langle w_x(t, \cdot), \phi'(\cdot) \rangle.$$
and the stabilized variational equation has the form

$$\langle w_t(t, \cdot), \phi(\cdot) + \tau^n [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)], \rangle = -\epsilon \int_0^1 w_x(t, x) \phi'(x) dx - \int_0^1 \kappa w_x(t, x) \phi(x) dx$$

$$- \tau^n \varepsilon^2 \langle w_{xx}(t, \cdot), \phi''(\cdot) \rangle + \kappa \tau^n w_x(t, \cdot) \phi'(\cdot)_{|x=1}^x=0$$

$$- \tau^n \kappa^2 \langle w_x(t, \cdot), \phi'(\cdot) \rangle + (b(\cdot)u(t), \phi(\cdot))$$

$$+ \tau^n \langle b(\cdot)u(t), [-\epsilon \phi''(\cdot) + \kappa \phi'(\cdot)] \rangle .$$

This is the form one needs to compute the finite element matrices for the GLS stabilized system.

We now approximate these additional terms using the finite element method with cubic B-splines. The matrix representation of the GLS formulation can be developed using the approximation of $$w(t, x) \approx w_N(t, x) = \sum_{i=0}^{n+1} w_i^N(t) \beta_i^N(x)$$ as before and letting $$\phi$$ range over the basis functions,

$$M^N \dot{w}^N(t) + M_s^N \dot{u}^N(t) = -\epsilon A_d^N w^N(t) - A_{d,s}^N w^N(t) - \kappa A_c^N w^N(t)$$

$$+ A_{c,s}^N w^N(t) - B_0^N u(t) - B_s^N u(t)$$

where

$$M_s^N = \left[ \int_0^1 \tau^n [\beta_i^N(x)]' [\beta_j^N(x)]' dx \right]_{i,j=0}^n + \left[ \kappa \int_0^1 \tau^n [\beta_i^N(x)] [\beta_j^N(x)]' dx \right]_{i,j=0}^n ,$$

$$A_{d,s}^N = \left[ -\epsilon^2 \int_0^1 \tau^n [\beta_i^N(x)]'' [\beta_j^N(x)]'' dx \right]_{i,j=0}^n ,$$

$$A_{c,s}^N = \epsilon \kappa \tau^n$$

$$A_d^N (1, 1) \cdots 0$$

$$\vdots 0 \vdots$$

$$0 \cdots A_d^N (n, n)$$

$$B_s^N = \left[ \int_0^1 \tau^n (-\epsilon b(x) [\beta_i^N(x)]'' + \kappa b(x) [\beta_j^N(x)]') dx \right]_{i,j=0}^n ,$$

and the other matrices are as in (3.4)-(3.7). The resulting differential equation becomes

$$(M^N + M_s^N) \dot{w}^N(t) = (-\epsilon A_d^N + A_{d,s}^N) w^N(t) + (-\kappa A_c^N + A_{c,s}^N) w^N(t) + (B_0^N + B_s^N) u(t) ,$$

(3.24)
or equivalently,
\[ \dot{w}^N(t) = (M^N + M^N_s)^{-1} \left[ (-\epsilon A^N_d + A^N_{d,s}) + (-\kappa A^N_e + A^N_{e,s}) \right] w^N(t) \]
\[ + (M^N + M^N_s)^{-1} (B^N_0 + B^N_s) u(t). \]

Thus, we have the first order approximating system given by
\[ \dot{w}^N(t) = A^N_s w^N(t) + B^N_s u(t), \quad w^N(0) = w^N_0. \]

This stabilized GLS approximation will be used to approximate the functional gains in the numerical runs that follow. We now present the results of our numerical experiments.
Chapter 4

Numerical Results

In this chapter we present the results of several numerical experiments for the control problem defined by the 1D convection diffusion problem

\[
\frac{\partial w(t,x)}{\partial t} = \epsilon \frac{\partial^2 w(t,x)}{\partial x^2} - 1 \cdot \frac{\partial w(t,x)}{\partial x} + b(x)u(t) \quad t > 0, \quad 0 < x < 1,
\]  

(4.1)

with Dirichlet boundary condition

\[
w(t,0) = 0, \quad w(t,1) = 0.
\]

(4.2)

Observe that we fix \(\kappa = 1\) so that the Peclet number \(Pe = \frac{1}{\epsilon} = \epsilon^{-1}\). Most of the numerical runs involve the case where \(Pe = \epsilon^{-1} \gg 1\). We assume only one control input and restrict our attention to the LQR problem defined by the cost

\[
J(u(\cdot)) = \int_0^\infty \left[ \int_0^1 w^2(t,x)dx \right] + R[u(t)]^2 dt,
\]

(4.3)

where \(R > 0\). This corresponds to the case where the control weighting function \(g(x) \equiv 1\). Also, we fix the control weighting factor to be \(R = 0.1\). The control input function is given by \(b(x) = e^x\) and hence the control problem (4.1)-(4.2) with cost function (4.3) is completely defined by

\[
b(x) = e^x, \quad g(x) = 1, \quad R = 0.1.
\]

(4.4)

Recall that the LQR optimal control has the form

\[
u^{opt}(t) = -\int_0^1 K(x)w^{opt}(t,x)dx,
\]

(4.5)
where $K(\cdot) \in L^2(0,1)$ is the functional gain. We apply and compare the standard and stabilized GLS finite element methods to the problem of computing $K(\cdot)$ for a convection dominated problem.

The approach is as described above. We use the two Galerkin finite element methods to construct approximations of the operator Riccati equation

$$A^*_\epsilon \Pi_\epsilon + \Pi_\epsilon A_\epsilon - \Pi_\epsilon BR^{-1}B^*\Pi_\epsilon + Q = 0,$$

where the operators in (4.6) are defined in Chapter 2. This step is accomplished by constructing finite dimensional approximations $A^N_\epsilon$, $B^N$ and $Q^N$ of $A_\epsilon$, $B$ and $Q$, respectively and solving the approximating Riccati equation

$$[A^N_\epsilon]^*\Pi^N_\epsilon + \Pi^N_\epsilon A^N_\epsilon - \Pi^N_\epsilon B^N R^{-1}[B^N]^*\Pi^N_\epsilon + Q^N = 0$$

for $\Pi^N_\epsilon$. The approximating gain operator is given by

$$K^N_\epsilon = -R^{-1}[B^N]^*\Pi^N_\epsilon$$

and has the representation

$$K^N_\epsilon \varphi(\cdot) = \int_\Omega K^N_\epsilon(x)\varphi(x)dx.$$ 

Therefore, we produce an approximating functional gain $K^N_\epsilon(\cdot)$. The only issue is which method is better suited for computing of $K^N_\epsilon(\cdot)$.

We denote the standard Galerkin finite element approximation by

$$A^N_\epsilon = -\epsilon[M^N]^{-1}A^N_d - \kappa[M^N]^{-1}A^N_c,$$

$$B^N = [M^N]^{-1}B^N_0,$$

$$Q^N = [M^N]^{-1}M^N,$$

and the GLS approximation by

$$A^N_{\epsilon,GLS} = (M^N + M^N_s)^{-1} \left[ (-\epsilon A^N_d + A^N_{d,s}) + (-\kappa A^N_c + A^N_{c,s}) \right],$$

$$B^N_{GLS} = (M^N + M^N_s)^{-1}(B^N_0 + B^N_s),$$

$$Q^N_{GLS} = [M^N + M^N_s]^{-1}(M^N + M^N_s).$$
respectively. All the matrices are given in Chapter 3. We emphasize again that the stabilized system depends on the choice of the stabilization parameter \( \tau(\cdot) \) and that there is no “optimal parameter” defined for the problem associated with the Riccati equation. Indeed, even for the simulation problem there is no single way to select \( \tau(\cdot) \) (see [11], [27] and [28]). Since we are using cubic elements on a uniform grid in 1D, we shall test various parameters of the form

\[
\tau^n = \tau^n(m) = \frac{1}{m} \frac{h^n}{2} = \frac{1}{2mn},
\]

where \( 1 \leq m \).

Using this notation, we compute approximations

\[
K^N_\epsilon(\cdot) \approx K_\epsilon(\cdot)
\]

based on the standard Galerkin finite element approximations (4.8)-(4.10) and

\[
K^N_{\epsilon,\text{GLS}}(m, \cdot) \approx K_\epsilon(\cdot)
\]

based on the GLS approximations (4.11)-(4.13), respectively. Since we are using cubic B-splines as a basis, it follows that the approximation functional gains \( K^N_\epsilon(\cdot) \) and \( K^N_{\epsilon,\text{GLS}}(m, \cdot) \) have the representations

\[
K^N_\epsilon(x) = \sum_{i=0}^n \left[ k^N_\epsilon \right]_i \beta^N_i(x)
\]

and

\[
K^N_{\epsilon,\text{GLS}}(x) = \sum_{i=0}^n \left[ k^N_{\epsilon,\text{GLS}} \right]_i \beta^N_i(x),
\]

respectively.

As indicated in the previous chapter, Vugrin proved that the standard linear Galerkin finite element scheme implemented on a uniform mesh produced convergent functional gains (in \( L^2(0,1) \)) (see [52]). One has the following result.

**Theorem 4** If \( K^N_\epsilon(\cdot) \) is the functional gain computed by the linear Galerkin finite element scheme, then

\[
\lim_{N \to +\infty} \sqrt{\int_0^1 |K^N_\epsilon(x) - K_\epsilon(x)|^2 \, dx} = 0.
\]
It is straightforward to modify this proof to the cubic B-splines and hence we have the following results for the approximation (4.8)-(4.10).

**Theorem 5** If $K^N_\epsilon(\cdot)$ is the functional gain computed by the standard cubic Galerkin finite element scheme (4.8)-(4.10), then

$$\lim_{N \to +\infty} \sqrt{\int_0^1 |K^N_\epsilon(x) - K_\epsilon(x)|^2 \, dx} = 0.$$ 

As we shall see below, this theoretical result is not as useful as one might think. The standard scheme can produce highly oscillatory functional gains $K^N_\epsilon(\cdot)$ and the convergence can be extremely slow.

In general, the numerical results in this chapter show that the functional gains $K^N_{\epsilon,GLS}(m, \cdot)$ obtained by applying the GLS approach produce reasonable approximations even for coarse grids. For low values of $n$ one obtains better estimates of $K_\epsilon(\cdot)$ than the oscillatory gains $K^N_\epsilon(\cdot)$ produced by the standard unstabilized method. Also, we shall see that the choice of the stabilization parameter $\tau^n(m) = \frac{1}{2mn}$ can have a great effect on the convergence. Although we do not present a proof that the stabilized functional gains $K^N_{\epsilon,GLS}(m, \cdot)$ converge to $K_\epsilon(\cdot)$, the numerical results indicate that this is true. More will be said about this issue in the closing remarks. We turn now to the numerical experiments.

### 4.1 Numerical Experiments

In all the numerical experiments presented below, we use the cubic B-spline basis $\beta^n_i(\cdot)$ defined above so the finite element space is given by

$$V^N_0 = \text{span} \{ \beta^n_i(x) : i = 0, 1, \ldots, n \}$$

defined in the previous chapter. Although we ran several problems with various control parameters, we present results only for the control parameters given by (4.4) above. We investigate the impact that stabilization has on the computation of the approximating functional gains $K^N_{\epsilon,GLS}(m, \cdot)$. These results are typical of the other runs and provide the essential
information necessary to evaluate the impact of stabilization. The figures below contain plots of the approximating functional gains $K^N_\epsilon(\cdot)$ computed by standard unstabilized Galerkin finite elements and the approximating functional gains $K^N_{\epsilon, GLS}(m, \cdot)$ computed by the stabilized GLS method. We vary both the mesh size $h^n = 1/n$ and the parameter $m$ in the stabilization parameter $\tau^n(m) = \frac{1}{2mn}$.

The tables contain relative $L^2$-errors defined by

$$L^2 \text{ error} = \frac{\sqrt{\int_0^1 |K^n_\epsilon(x) - K^\text{converged}_\epsilon(x)|^2 \, dx}}{\sqrt{\int_0^1 |K^\text{converged}_\epsilon(x)|^2 \, dx}}$$

for the unstabilized scheme and

$$L^2 \text{ error} = \frac{\sqrt{\int_\Omega |K^n_{\epsilon, GLS}(m, x) - K^\text{converged}_\epsilon(x)|^2 \, dx}}{\sqrt{\int_0^1 |K^\text{converged}_\epsilon(x)|^2 \, dx}}$$

for the stabilized GLS scheme, respectively. Here, $K^\text{converged}_\epsilon(\cdot)$ is the “converged” functional gain on the finest mesh. For the cases with $\epsilon = .1, .01, \text{ and } .001$ it was sufficient to take $n = 512$ to produce a “converged” gain so that $K^\text{converged}_\epsilon(\cdot) = K^{512}_\epsilon(\cdot)$. The case with $\epsilon = .0001$ required a mesh size of $n = 800$ and hence $K^\text{converged}_\epsilon(\cdot) = K^{800}_\epsilon(\cdot)$. 
4.1.1 Numerical Experiment 1: $\epsilon = .1$

As stated previously, we are concerned with convection dominated problems. We set the stage by considering a simple scenario, when $\epsilon = .1$. In this case the Peclet number is $Pe = \frac{1}{\epsilon} = 10$ and we expect the diffusion term to be significant. The stabilization parameter is varied from $\tau^n(1) = \frac{1}{2n}$ to $\tau^n(64) = \frac{1}{128n}$ and, as seen in Table 4.1, most of the error in the stabilized GLS approximations is due to the additional numerical dissipation. Figure 4.1 contains the plots of the approximating functional gains for the case $m = 1$ and $n = 8, 16, 32, 64, 128$ and $256$. Observe that convergence of the stabilized scheme (bottom figure) is slower than the unstablized scheme (top figure). Figure 4.2 provides a comparison of $K^{256}_\epsilon(\cdot)$ and $K^{256}_{\epsilon, \text{GLS}}(1, \cdot)$ and Figure 4.3 shows the same comparison for $m = 64$. As expected, when the stabilization parameter $\tau^n(m)$ is reduced by increasing $m = 64$ the plots of $K^{256}_\epsilon(\cdot)$ and $K^{256}_{\epsilon, \text{GLS}}(64, \cdot)$ are nearly identical. As we see later, for large values of the Peclet number selecting a good stabilization parameter becomes more crucial.

<table>
<thead>
<tr>
<th>$\epsilon$ = .1</th>
<th>$L^2$-error in Functional Gains when $\epsilon = .1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unstabilized Gains</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>$n=8$</td>
<td>.1546</td>
</tr>
<tr>
<td>$n=16$</td>
<td>.0919</td>
</tr>
<tr>
<td>$n=32$</td>
<td>.0548</td>
</tr>
<tr>
<td>$n=64$</td>
<td>.0291</td>
</tr>
<tr>
<td>$n=128$</td>
<td>.0134</td>
</tr>
<tr>
<td>$n=256$</td>
<td>.0046</td>
</tr>
</tbody>
</table>

Table 4.1: $L^2$-error: Unstabilized and Stabilized Gains
Figure 4.1: Epsilon = .1, m = 1: Unstabilized and Stabilized Gains
Figure 4.2: Epsilon = .1, m = 1: Unstabilized versus Stabilized Gains, n = 256.

Figure 4.3: Epsilon = .1, m = 64: Unstabilized versus Stabilized Gains, n = 256.
4.1.2 Numerical Experiment 2: $\epsilon = .01$

For these runs, the diffusion parameter is decreased to $\epsilon = .01$ and hence the Peclet number is $Pe = \epsilon^{-1} = 100$. Therefore, convection is more important than in the previous experiment. We expect to see some difference in the functional gains computed by stabilized and unstabilized scheme. Thus, the choice of $m$ should have more impact on the convergence of the stabilized functional gains. Figure 4.4 contains plots of the functional gains for both the unstabilized (top) and stabilized (bottom) scheme. As before we set $m = 1$ and $n = 8, 16, 32, 64, 128, 256$. Observe that for the coarse meshes (i.e., $n = 8$ and $n = 16$) both schemes produce oscillating gains, but as the mesh is refined both schemes smooth out and eventually converge. As illustrated in Figure 4.5 the stabilized functional gains retain a significant error and most of the error occurs in the “boundary layer” at $x = 0$. This error in the boundary layer is expected since the stabilization parameter introduces too much numerical dissipation. Decreasing $\tau^n(m)$ by setting $m = 4$ removes the oscillations on the coarse meshes. This is illustrated in Figure 4.6. As seen in Figure 4.7 the stabilized functional gains capture the correct boundary layer behavior. Finally, when $m = 8$ the stabilized functional gains have converged to the (correct) unstabilized functional gains. Figures 4.8 and 4.9 illustrate this convergence. We verify functional gain convergence by considering the $L^2$-error of the functional gains. Table 4.2 shows the error comparisons for the choices of $m$ considered above.
*L*-error in Functional Gains when $\epsilon = 0.01$

<table>
<thead>
<tr>
<th>n</th>
<th>Unstabilized Gains</th>
<th>Stabilized Gains $m = 1$</th>
<th>Stabilized Gains $m = 4$</th>
<th>Stabilized Gains $m = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.3676</td>
<td>0.5469</td>
<td>0.2039</td>
<td>0.1673</td>
</tr>
<tr>
<td>16</td>
<td>0.1365</td>
<td>0.3039</td>
<td>0.1264</td>
<td>0.1000</td>
</tr>
<tr>
<td>32</td>
<td>0.0589</td>
<td>0.1952</td>
<td>0.0842</td>
<td>0.0604</td>
</tr>
<tr>
<td>64</td>
<td>0.0294</td>
<td>0.1297</td>
<td>0.0500</td>
<td>0.0323</td>
</tr>
<tr>
<td>128</td>
<td>0.0136</td>
<td>0.0844</td>
<td>0.0273</td>
<td>0.0154</td>
</tr>
<tr>
<td>256</td>
<td>0.0048</td>
<td>0.0527</td>
<td>0.0151</td>
<td>0.0072</td>
</tr>
</tbody>
</table>

Table 4.2: *L*-error: Unstabilized and Stabilized Gains
Figure 4.4: Epsilon = .01, m = 1: Unstabilized and Stabilized Gains
Figure 4.5: Epsilon = .01, m = 1: Unstabilized versus Stabilized Gains, n = 256

Figure 4.6: Epsilon = .01, m = 4: Stabilized Functional Gains
Figure 4.7: Epsilon = .01, m = 4: Unstabilized versus Stabilized Gains, n = 256

Figure 4.8: Epsilon = .01, m = 8: Stabilized Gains
Figure 4.9: Epsilon = .01, m = 8: Unstabilized versus Stabilized Gains, n = 256
4.1.3 Numerical Experiment 3: $\varepsilon = .001$

In this section we set $\varepsilon = .001$ so that the Peclet number is $Pe = \varepsilon^{-1} = 1000$. As observed in Figure 4.10 the unstabilized gains have large oscillations and these oscillations only diminish for very fine meshes. The oscillations are greatly reduced by stabilization if one sets $m = 4$. However, for $m = 4$ the additional numerical dissipation produces a significant error in the boundary layer as shown in Figure 4.11. If $\tau^n(m)$ is reduced by setting $m = 8$, then oscillations appear in the stabilized gains on coarse meshes as shown in Figure 4.12. However, these oscillations decay and essentially vanish for $n = 64$. Figure 4.13 compares the two gains for $m = 8$ and $n = 256$. Figures 4.14 and 4.15 show that by decreasing $\tau^n(m)$ to $\tau^n(16)$ the stabilized and unstabilized schemes both have oscillations on fine meshes. When one compares the oscillations for the stabilized gains in Figure 4.14 to the oscillations for the unstabilized scheme shown in Figure 4.10 one sees that stabilization greatly reduces the oscillations. Again, the relative $L^2$-errors are shown in Table 4.3.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Unstabilized Gains</th>
<th>Stabilized Gains</th>
<th>Stabilized Gains</th>
<th>Stabilized Gains</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$m = 4$</td>
<td>$m = 8$</td>
<td>$m = 16$</td>
</tr>
<tr>
<td>8</td>
<td>2.0369</td>
<td>.3189</td>
<td>.2898</td>
<td>.2905</td>
</tr>
<tr>
<td>16</td>
<td>1.6221</td>
<td>.2223</td>
<td>.1849</td>
<td>.2138</td>
</tr>
<tr>
<td>32</td>
<td>.6644</td>
<td>.1814</td>
<td>.1435</td>
<td>.1520</td>
</tr>
<tr>
<td>64</td>
<td>.2053</td>
<td>.1439</td>
<td>.1057</td>
<td>.0904</td>
</tr>
<tr>
<td>128</td>
<td>.0588</td>
<td>.1067</td>
<td>.0713</td>
<td>.0493</td>
</tr>
<tr>
<td>256</td>
<td>.0154</td>
<td>.0731</td>
<td>.0445</td>
<td>.0257</td>
</tr>
</tbody>
</table>

Table 4.3: $L^2$-error: Unstabilized and Stabilized Gains
Figure 4.10: Epsilon = .001, m = 4: Unstabilized and Stabilized Gains
Figure 4.11: Epsilon = .001, m = 4: Unstabilized versus Stabilized Gains, n = 256.

Figure 4.12: Epsilon = .001, m = 8: Stabilized Gains
Figure 4.13: Epsilon = .001, m = 8: Unstabilized versus Stabilized Gains, n = 256.

Figure 4.14: Epsilon = .001, m = 16: Stabilized Gains
Figure 4.15: Epsilon = .001, m = 16: Unstabilized versus Stabilized Gains, n = 256
4.1.4 Numerical Experiment 4: $\epsilon = .0001$

In this set of experiments we set $\epsilon = .0001$ so that the Peclet number is $Pe = \epsilon^{-1} = 10,000$ and this represents a convection dominated problem. As illustrated in Figure 4.16, the unstabilized gains are oscillating even for small mesh sizes (e.g. when $n = 128$). For $m = 4$ the stabilized scheme produces only slight oscillations on the coarse meshes. Of course, as illustrated in Figure 4.17, the numerical dissipation yields greater error in the boundary layer. As $m$ is increased from $m = 4$ to $m = 16$ we see the expected improvement in the boundary layer at the expense of oscillations appearing in the stabilized gains. This feature is clearly illustrated in the Figures 4.18, 4.19, 4.20 and 4.21. It is important to note that even with the slight oscillations produced by reducing $\tau^n(m)$, as shown in Table 4.4, the $L^2$-error is smaller for the stabilized gains.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Unstabilized Gains</th>
<th>Stabilized Gains $M = 4$</th>
<th>Stabilized Gains $M = 8$</th>
<th>Stabilized Gains $M = 16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>3.4750</td>
<td>.3746</td>
<td>.3500</td>
<td>.3415</td>
</tr>
<tr>
<td>16</td>
<td>3.8118</td>
<td>.2808</td>
<td>.2421</td>
<td>.2679</td>
</tr>
<tr>
<td>32</td>
<td>3.3550</td>
<td>.2412</td>
<td>.2004</td>
<td>.2229</td>
</tr>
<tr>
<td>64</td>
<td>1.8823</td>
<td>.2111</td>
<td>.1743</td>
<td>.1777</td>
</tr>
<tr>
<td>128</td>
<td>.6410</td>
<td>.1809</td>
<td>.1457</td>
<td>.1324</td>
</tr>
<tr>
<td>256</td>
<td>.2107</td>
<td>.1486</td>
<td>.1142</td>
<td>.0906</td>
</tr>
</tbody>
</table>

Table 4.4: $L^2$-error: Unstabilized and Stabilized Gains
Figure 4.16: Epsilon = .0001, m = 4: Unstabilized and Stabilized Gains
Figure 4.17: Epsilon = .0001, m = 4: Unstabilized versus Stabilized Gains, n = 256

Figure 4.18: Epsilon = .0001, m = 8: Stabilized Gains
Figure 4.19: Epsilon = .0001, m = 8: Unstabilized versus Stabilized Gains, n = 256

Figure 4.20: Epsilon = .0001, m = 16: Stabilized Gains
Figure 4.21: Epsilon = .0001, m = 16: Unstabilized versus Stabilized Gains, n = 256
4.1.5 Numerical Experiment 5: Limiting Case

We close with a few observations about the limiting control problem defined by the operator

\[ [A_0\varphi(\cdot)](x) = -\kappa \frac{d\varphi(x)}{dx}, \quad \text{for all} \quad \varphi(\cdot) \in D(A_0), \quad (4.17) \]

where

\[ D(A_0) = H^1_L(0, 1) \triangleq \{ \varphi(\cdot) \in H^1(0, 1) : \varphi(0) = 0 \}. \]

As indicated before, this system is used to guide the selection of the stabilization process. One can show that the LQR control problem for this system has a solution. It is tempting to use the GLS stabilization method to approximate this gain. One might expect that the limiting gain would look similar to the plots shown in Figure 4.22 where we set \( \epsilon = .0001 \) and \( n = 800 \). When \( \epsilon = 0.0 \), the unstabilized scheme fails to converge since the regular Galerkin finite element model does not satisfy POES as define by Banks and Kunisch in [8]. On the other hand, the stabilized GLS scheme converges. It seems reasonable that the limiting function in the bottom half of Figure 4.23 might be “close” to the functional gain for the control system defined by the convection operator (4.17) above. It would be interesting to study this problem in more detail. Finally, Figure 4.24 provides additional indication that the unstabilized gains are not converging.
Figure 4.22: Epsilon = .0001, m = 8: Unstabilized versus Stabilized Gains, n = 800
Figure 4.23: $\epsilon = 0$, $m = 4$: Unstabilized and Stabilized Gains
Figure 4.24: Epsilon = 0, m = 4: Unstabilized versus Stabilized Gains, n = 256
4.2 Conclusions and Directions for Future Research

In this thesis we investigated the application of the GLS stabilization method to the LQR control problem defined by convection diffusion equations. We conducted a careful numerical study of the impact that stabilization has on the convergence of the functional gains and the role that the stabilization parameter has on convergence and accuracy. The main findings and suggestions for further research may be summarized as follows:

1. In general, the GLS stabilized scheme produces much better approximations to the functional gains on coarse meshes. The positive effect of stabilization is more important as the Peclet number becomes large.

2. On fine meshes both schemes approach the true functional gain and the errors produced by the stabilized schemes mostly occur in the “boundary layer” where the functional gain has a large gradient. This is very similar to what occurs in the simulation problem due to the fact that the numerical dissipation may be too large.

3. If $Pe \gg 1$, then it becomes important to choose a “good” stabilization parameter. In many cases the “optimal” parameter suggested by the error analysis for the steady problem is not a good choice for the control problem. Also, we discovered that using the limiting convection problem as a guide to help select the stabilization parameter may not be appropriate for the control problem. Therefore, it would be worthwhile to investigate methods for computing $\tau^n(m)$ as part of an adaptive algorithm.

4. Since the stabilized GLS scheme produces much better approximations on coarse grids, the GLS method can be used to generate an initial estimate for iterative methods on fine grids. This idea needs to be investigated further.

5. Although the numerical results imply convergence of the functional gains for the stabilized GLS method, we did not provide a proof of this conjecture. In order to prove convergence one must deal with the problem of dual convergence (since the convection diffusion problem is not self-adjoint) and show that the scheme satisfies POES as defined by Banks and Kunisch in [8]. This is more difficult for 2D and 3D problems.
since, in these cases, the convection diffusion problem can not be transformed into a self-adjoint form.

6. Finally, more numerical experiments need to be done on 2D and 3D problems in order to see if stabilization might be useful for computing functional gains for flow control problems governed by linearized Navier-Stokes equations.
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