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(ABSTRACT)

In this dissertation, we present a novel foundational framework that lays out a theoretical underpinning for the emerging services science. The proposed framework provides disciplined and systematic support for efficient access to Web services’ functionalities. The key components of the proposed framework centers around a novel service model that provides a formal abstraction of the Web services within an application domain. A service calculus and a service algebra are defined to facilitate users in accessing services via declarative service queries. We provide the implementation of the service algebra. This enables the generation of Service Execution Plans (SEPs) that can be used by users to directly access services. We present an optimization algorithm to efficiently select the SEPs with the best QoWS. We then propose a multi-objective optimization approach that releases users from the tedious weight assigning process. We develop service skyline computation techniques that return a set of most interesting SEPs. The service skyline guarantees to include the user desired SEPs. We further explore a set of novel heuristics for computing service skylines over sets of services. This enables users to efficiently and optimally access multiple services simultaneously as an integrated service package. Finally, we consider the performance fluctuation of service providers due to the dynamic service environment. We propose an uncertain QoWS model and a novel concept called p-dominant service skyline. We develop new indexing structures and algorithms to efficiently compute the p-dominant service skyline. We derive analytical models and conduct extensive sets of experiments to evaluate the proposed framework and service query optimization algorithms.
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Chapter 1

Introduction

The Web is a distributed, dynamic, and large information repository. It has now evolved to encompass various information resources accessible worldwide. Organizations across all spectra have already moved their main operations to the Web, which has brought about a fast growth of various Web applications. This has dramatically increased the need to build a fundamental infrastructure for efficient deployment and access of the exponentially growing plethora of Web applications. The development of enabling technologies for such an infrastructure is expected to change the business paradigm on the Web. Web services have become de facto the most significant technological by-product. Simply put, a Web service is a piece of software application whose interface and binding can be defined, described, and discovered as XML artifacts [4]. It supports direct interactions with other software agents using XML-based messages exchanged via Internet-based protocols. Examples of Web services include online reservation, ticket purchase, stock trading, and auction. Standards are key enablers of Web services [79]. Major industry players took a lead to set up crucial standards. This has greatly facilitated the adoption and deployment of Web services [47]. Three key XML-based standards have been defined to support Web service deployment: SOAP [81], WSDL [83], and UDDI [55]. SOAP defines a communication protocol for Web services. WSDL enables service providers to describe their applications. UDDI offers a registry service that allows advertisement and discovery of Web services.

The fast increasing number of Web services is transforming the Web from a data-oriented repository to a service-oriented repository [62, 68]. In this anticipated framework, existing business logic will be wrapped as Web services that would be accessible on the Web via a Web service middleware [80]. Web services will work as self-contained entities to fulfill users’ requests. Cooperation among multiple Web services will additionally improve the quality
of answers by providing value-added services [53]. Web services are anticipated to form the underlying technology that will realize the envisioned “sea of services” [62].

1.1 Motivation

Web services have been so far mainly driven by standards. They have yet to have a solid theoretical underpinning. The foundational work is still in its infancy. Providing a solid framework for Web services aims at providing a powerful foundation much like the relational paradigm provided for the database field. In the context of Web services, scientific communities are expected to benefit from the ability to share resources on a large scale that will lead to further innovation, collaboration, and discovery. Governments would be able to better serve citizens and other constituencies by streamlining and combining their Web accessible resources. Businesses would be able to dynamically outsource their core functionalities and provide economies of scale. This would translate into better products at cheaper prices.

1.1.1 Web Service Foundation

Fully delivering on the potential of the next-generation Web services requires building a foundation that would provide a sound design framework for the entire life cycle of Web services, including efficiently developing, deploying, publishing, discovering, composing, monitoring, and optimizing access to Web services. The proposed Web service foundation will enable the deployment of Web Service Management Systems (WSMSs) that would be to Web services what DBMSs have been to data. We largely draw on the experience and lessons learned from designing the database foundation. The transition from the early file systems to databases is of particular interest. If one looks carefully at the history of relational databases, one can clearly observe a striking parallel with the current situation of Web services. Therefore, understanding the related transition processes and resulting foundational models will provide us with valuable insight and help in designing a sound foundational framework for Web services.

1.1.1.1 Historical Perspective

For the purpose of comparison, it is noteworthy to mention that the early file systems were developed for single users who had their own exclusive data space. In addition, because of the state of data storage technology back then, data sizes were very small. Computer
systems were more computation bound (CPU bound) as opposed to being data bound (I/O bound). More importantly, the growing deployment of computer systems was coupled with a tremendous growth in data volume and number of users sharing files. The new computing environment posed fundamental challenges in providing uniform data representation, efficient concurrent access to and recoverability of data, and ensuring correctness and consistency. As a result, the nascent database research focused on laying the foundation for the next-generation data management system to address these issues. Early work on the network and hierarchical models set the foundational work in motion with the early standardization-based models (e.g., DBTG model [2, 1]). The field of databases enjoyed widespread acceptance only after the relational model was proposed by Codd [27]. What made the relational model a success story is the sound mathematical foundation upon which it is built. The relational model is based on set theory and relational calculus (declarative). This simple, yet powerful paradigm was met with instant success in industry [5] and academia [73]. New concurrency control models were proposed. Optimization techniques based on algebraic principles were also proposed. This activity spurred and sustained the deployment of databases as ubiquitous tools for efficiently managing large amounts of data.

We observe that this historical perspective on managing data is quite similar with the evolution of Web services. Web services deliver complex functionalities over the Web. The early function libraries (e.g., DLL on Windows) were also designed to wrap certain functionalities and make them reusable. The libraries provide a set of APIs, upon which users can manually incorporate the functionalities into their programs. In addition, function libraries are only locally accessible. The emergence of computer networks present new requirements for functionalities sharing and reusing. There is a need to integrate applications within or across organizations. Middleware technologies (e.g., RPC, COM, and CORBA) took a first step to support intra-organization interoperability. Web services came as a result to address the inter-organization interoperability. They aim to provide users an integrated access to the functionalities available on the Web. The development of Web services has so far mostly been the result of standardization bodies usually operating on a consensus basis and driven by market considerations. In this context, innovation and long term market effects are not usually primary concerns. Because of the global nature of the Web, the standardization process has so far been very fragmented, leading to competing and potentially incompatible Web service infrastructures. Many companies have invested very heavily in Web services technologies (Microsoft’s .NET, IBM’s Websphere, SUN’s J2EE, to name a few). These efforts have resulted in a fast-growing number of Web services being made available. The envisioned business model is expected to include a whole community of Web service providers that will compete to provide Web services. It is important that this investment produces the
expected results. To maximize the benefits of this new technology, there is a need to provide a sound and clean methodology for specifying, selecting, optimizing, and composing Web services. This needs to take place within a secure environment. The underlying foundation will enable designers and developers to reason about Web services to produce efficient Web Service Management Systems.

1.1.1.2 Web Services vs. Data

Despite similarities in nature and history, Web services are different from data in many significant ways. First, data in traditional DBMSs are passive objects with a set of known properties, e.g., structure, value, functional dependencies, integrity constraints. On the other hand, Web services are active and autonomous entities that have a set of functions rather than values. Moreover, unlike data in DBMSs, Web services may exhibit some run-time behavior when they are invoked. Second, accessing a service on the Web is similar to accessing data from a distributed DBMS. For example, to access a Web service, the service requester must search in one or more service registries. However, Web services carry more complex information, which makes accessing services a more complicated process. This involves understanding the different services’ syntactic and semantic descriptions, selecting the services providing the requested functionality, understanding their communication protocols, and finally engaging in a sequence of message exchange with the selected services. Of significant importance are more complex scenarios where requests for services may require the composition of several Web services; various issues pertaining to individual Web services need to be reconciled before they can be combined.

1.1.2 Service Query Optimization

The ability to efficiently access Web services is necessary, in light of the large and widely geographically disparate service space. In addition, as Web services with similar functionality are expected to be provided by competing providers, a major challenge is devising optimization strategies for finding the “best” Web services or composition thereof with respect to the expected user-supplied quality.

Example 1. Consider a Map Web service that provides geographical information. Some typical operations offered by this services include:

\[
\text{op}_1: \text{GeoCode} \\
\text{Input : Address [String]}
\]
Output: Point [double lat, double long]

\[ \text{op}_2 : \text{GetMap} \]
Input: Point [double lat, double long]
Output: Map [URL]

\[ \text{op}_3 : \text{GetTraffic} \]
Input: Point [double lat, double long]
Output: TrafficReport [URL]

Assume that there are two service providers, \( S_1 \) and \( S_2 \) (e.g., Yahoo, Google), providing the same map service but with different user-centered quality that may include the response time, fee, and reputation (e.g., updating the delicacy of map). Suppose that a driver wants to view the map of the destination address she will drive to. She may first select \( \text{op}_2 \) to get the map. However, \( \text{op}_2 \) depends on \( \text{op}_1 \) to transform the user provided address to its required latitude and longitude. After the driver connects to \( S_1 \) and gets the map, she may find that the map is not up to date. In this case, she has to connect to \( S_2 \) to get a probably better map.

**Example 2.** Suppose a user wants to do a trip planning. Typical Web services that need to be accessed include TripPlanner, the Map service mentioned in Example 1, and some other services, like Weather. TripPlanner provides basic trip information, such as airlines, hotels, and things to do at destination. Other than this, users may also be interested to see the city map, local attractions, etc, by accessing the Map service. The weather condition during the travel days is another important factor that makes the Weather service a primary interest.

From the above two examples, we note that efficient and optimal access to Web services’ functionalities usually goes beyond simple operation invocation via sending and receiving messages. In addition to following the dependency constraints (e.g., \( \text{op}_2 \) depends on \( \text{op}_1 \) in Example 1) to access service operations, users typically want to get access to a service provider with their desired quality from multiple competing ones (like \( S_1 \) and \( S_2 \) in Example 1). However, this usually requires a series of trial-run processes and would be very painstaking if the number of competing providers is large. Things may become more complicated if users need to access multiple services at the same time, like the trip planning in Example 2. To get a desired trip package, users need to give a holistic consideration with respect to the quality of the service package, such as the overall response time, fee, and reputation. The possible combinations of providers for each service will far exceed the range for a manual selection by the users. Therefore, disciplined optimization strategies are required for finding the “best” Web services or composition thereof with respect to the Quality of Web services (QoWS).
1.2 Research Statement

The proliferation of Web services is forming a large service space, which still keeps growing. However, there is no holistic view about how to organize, manipulate, and access the large number of services. This triggers the need for an integrated infrastructure that can provide a systematic support on Web services. The existing enabling technologies for Web services are still not sufficient to fulfill the above requirement. For example, current Web service search engines or service registries mainly support simple keyword-based search on Web services. However, this keyword search paradigm may not be sufficient for locating Web services partially because of the rich semantics embodied in these services. Things may become more challenging when services are programmatically integrated into more complex applications (e.g., travel package, navigation system) through service composition. Since service operations with the same input-output types may provide totally different functionalities [32], more precise and reliable search mechanisms are required to locate the right services and ensure that the composed services can provide the desired functionality. Furthermore, even the desired services are successfully located, invoking services may not be that straightforward. There may be implicit dependency constraints between different service operations. The constraints may require that the invocation of some service operations occur only after their dependent operations have been successfully invoked. Users may have to browse the entire service description to explore these constraints before being able to invoke the service operations.

The ability to locate, compose, and invoke services only partially addresses the issues. The growing number of Web services gives users more options because multiple service providers may compete to offer the same functionality. However, it also brings users another problem: selecting a proper provider with the desired quality of service. Typically, users have to go through a series of trial-run processes. It would be even more painstaking if users want to target the providers that best suit their preference. Therefore, the user may want to include the quality requirement into the search criteria. In this case, it is necessary to differentiate competing Web services based on user expected QoWS.

The objective of this research is to provide a formal framework for enabling Web service query optimization. We focus on giving Web services a solid theoretical foundation. This will serve as a key block for building tomorrow’s WSMS.
1.2.1 Research Issues

We summarize the challenging issues that need to be dealt with while building the foundational framework for service query optimization.

R1: *Web services modeling.* In traditional relational database systems, data schema is used to describe and organize a large amount of data instances, which allows efficient and systematic query on the data space. As a pre-requisite to query Web services, there is a need to provide an efficient and “meaningful” framework to organize Web services. This is especially important and desirable due to the large and heterogeneous service space. Web services should be modeled in a way that can capture their key features to filter interactions and accelerate service searches. The service model can also provide the language constructs for the service queries.

R2: *Querying Web services.* Service queries are different from the traditional data queries because the first class objects retrieved are no longer the simple data items. Instead, a service query would help users retrieve services based on their functionalities. Users’ requirements on non-functional properties (i.e., QoWS) of the services must also be captured by the service queries. In addition, dependency constraints may exist between different service operations. These constraints should be referred to when a service query retrieves the service operations that are dependent on other operations. For example, the output of some service operations might serve as the input of another service operation. Therefore, the latter service operation would depend on the execution of the former service operation. Thus, when the latter service operation is retrieved by a service query, the first one should be automatically retrieved because of this dependency relationship. Users should be able to formulate declarative service queries by only specifying the required functionality and quality without worrying about the internal dependency constraints.

R3: *QoWS aware service query optimization.* Traditional query optimization technologies are mainly “performance centered”, aiming to produce efficient query plans. However, having an efficient query plan is still not sufficient in optimizing Web service queries. The query plan could retrieve multiple service execution plans, which are equivalent in terms of functionality and behavior. For example, an efficient query plan may return many service execution plans that fulfill Mary’s requirements in terms of functionality and behavior. However, they may provide different quality of service, such as fees, reliability, and reputation etc. Since Mary may have special requirement on the quality of service, she still needs to manually select the one with the best quality. Therefore, the
service query optimization should be able to efficiently process the query and generate the service execution plan with the best QoWS at the same time.

**R4:** *Dealing with multiple and conflicting quality parameters.* Existing service optimization approaches usually select services based on a predefined objective function [56, 90]. They require users to express their preference over different (and sometimes conflicting) quality parameters as numeric *weights*. The objective function assigns a scalar value to each service provider based on the quality values and the weights given by the service user. The provider gaining the highest value from the objective function will be selected and returned to the user. Implementing such an optimization strategy may pose two major issues: (i) Transforming personal preferences to numeric weights is a rather demanding task for users. (ii) Users may lose the flexibility to select their desired providers by themselves.

**R5:** *Service Query Optimization over Uncertain QoWS.* Current service optimization approaches assume that the quality delivered by service providers do not change over time. In addition, the QoWS values may not precisely reflect the actual performance of a service provider. First, the performance of a service provider may fluctuate due to the dynamic service environment. For example, the response time may vary due to the quality of the network. Second, service providers may not always deliver according to their “promised” quality because of “intentional” deceptions. Therefore, the actual QoWS delivered by service providers is inherently uncertain. Selecting service providers based on the advertised QoWS values does not capture the inherent uncertainty of the actual QoWS.

**1.2.2 Summary of Contributions**

We present a novel foundational framework that lays out a theoretical underpinning for the emerging services science. The proposed framework provides disciplined support that enables users to efficiently access services with their best desired quality in a transparent manner. It systematically addresses each of the above research issues. More precisely, the major contributions are summarized as follows:

**C1:** *Foundational service framework.* We develop a foundational service framework that is expected to layout a theoretical underpinning for the deployment of Web Service Management Systems (WSMSs). The key components of this framework centers around a
formal service model that captures the three key features of Web services: functionality, behavior, and quality. Functionality is specified by the operations offered by a Web service. Behavior reflects how the service operations can be invoked. It is decided by the dependency constraints between service operations. Quality determines the non-functional properties of a Web service. We propose a service calculus based on the service model. Service queries can be declaratively specified as calculus expressions. We propose a service algebra consisting of a set of algebraic operators. A calculus service query can be transformed into an equivalent algebraic expression. A set of algebraic equivalent rules is also derived to transform user provided algebraic expression into the ones that can be more efficiently processed by the query processor. We develop a set of algorithms to efficiently implement the algebraic operators. The physical implementation of these operators enables to generate Service Execution Plans (SEPs) that can be directly used by users to access services.

C2: QoS aware service query optimization. The traditional data query optimization techniques are usually system-centered with the major focus on improving the performance. The service query optimization problem poses new challenges. Due to the competition between a possibly large number of service providers, multiple SEPs can be generated from a service query. These SEPs all satisfy the functional requirement of the user but are different from each other in terms of QoS. Since users may have specific preferences over different quality aspects, they still need to go through a series of trial-run process to get their desired SEP. We develop an algorithm which directly extends the dynamic programming approach for database query optimization. We then propose a divide-and-conquer algorithm, which is empowered by a greedy local search strategy that greatly improves the performance and also guarantees the quality of the obtained SEP.

C3: Multi-objective service query optimization. We propose the approach of multi-objective service query optimization through skyline computation. A skyline of SEPs (called service skyline) consists of a set of SEPs that are not dominated by others. For example, SEP $\phi$ dominates SEP $\mu$ if $\phi$ is better than $\mu$ in at least one quality aspect and as good as or better than $\mu$ in all other aspects. We develop two algorithms for computing the service skyline: BBS4SEP and OGI. The former extends an efficient database skyline algorithm whereas the latter is based on a novel indexing structure constructed directly upon SEPs. Analytical and experimental results justify that OGI outperforms BBS4SEP under various parameter settings.
C4: Skyline computation over sets of services. Service users may want to access sets of services as an integrated service package (e.g., a travel package). However, computing a service skyline over sets of services (referred to as multi-service skyline) in a brute force manner incurs prohibitive computation cost. This is because the size of the SEP space increases exponentially with the number of services. We propose a set of heuristics to prune a large number of SEPs. We develop efficient algorithms that can scale to a large number of services.

C5: Computing service skyline from uncertain QoWS. We introduce the notion of p-dominant service skyline as an effective tool that facilitates service users in selecting their desired service providers with the presence of uncertainty in their QoWS. Specifically, a provider $S$ belongs to the p-dominant service skyline if the chance that $S$ is dominated by any other provider is less than $p$, where $p \in [0, 1]$, is a probability threshold. By setting an appropriate probability threshold $p$, service users will gain a corresponding level of confidence (in terms of probability) that a selected provider “actually” belongs to the service skyline. Thus, computing service skylines from uncertain QoWS provides a more meaningful and practical solution for the service optimization problem. We present a p-R-tree indexing structure and a dual-pruning scheme to efficiently compute the p-dominant service skyline.

We summarize in Table 1.1 how our contributions address each of the above research issues. We also list the chapters in this dissertation that cover the corresponding research contributions.

<table>
<thead>
<tr>
<th>Contributions</th>
<th>Research issues</th>
<th>Chapters</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>R1, R2</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>C2</td>
<td>R3</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>C3</td>
<td>R4</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>C4</td>
<td>R4</td>
<td>Chapter 5</td>
</tr>
<tr>
<td>C5</td>
<td>R5</td>
<td>Chapter 6</td>
</tr>
</tbody>
</table>

1.3 Dissertation Organization

The remainder of this dissertation is organized as follows.
In Chapter 2, we present an in-depth study of the enabling technologies for deploying and managing Web services. We propose a framework that identifies a set of dimensions to study and compare these technologies. We propose the architecture of the expected WSMS and investigate how each of these technologies can fit into this architecture. This also helps illustrate the role of the proposed service query optimization framework in enabling the deployment of the WSMS.

In Chapter 3, we present the foundational service framework. We elaborate on each of the key components in this framework, which consists of the service model, the service calculus, the service algebra, and the service query optimizer. An QoWS aware optimization algorithm is developed that extends the dynamic programming approach to efficiently select the SEPs with the best user-desired quality.

In Chapter 4, we present a multi-objective service query optimization approach that releases service users from weight assignment during the optimization process. We propose a novel concept, called service skyline, that consists of a set of most interesting SEPs. The service skyline guarantees to include the user desired SEPs. We develop two algorithms to compute the service skyline.

In Chapter 5, we present efficient and scalable algorithms to compute service skylines over sets of services. This is motivated by the fact that a straightforward application of skyline algorithms in Chapter 3 to a large number of service will incur prohibitive computation cost. We first present a one pass algorithm based on the observation that a multi-service skyline is completely determined by the single service skylines. The skyline can be returned after a complete enumeration on a significantly reduced candidate space. We then develop a dual progressive algorithm that is completely pipelineable and able to progressively report the skyline. We extend the dual progressive algorithm through an early pruning strategy and develop a scalable bottom up approach that performs with a nearly optimal time complexity.

In Chapter 6, we present a novel concept, called p-dominant service skyline to deal with the uncertainty in the QoWS. A provider $S$ belongs to the p-dominant skyline if the chance that $S$ is dominated by any other provider is less than $p$. We present a p-R-tree indexing structure and a dual-pruning scheme to efficiently compute the p-dominant skyline.

In Chapter 7, we present the related works that are most related to our research. This helps differentiate the proposed research with existing efforts from service computing and database research.

In Chapter 8, we provide concluding remarks and discuss directions for future research.
Towards a WSMS: The State of the Art

A variety of definitions about Web services are given by different industry leaders, research groups, and Web service consortia. For example, the W3C consortium defines a Web service as “a software system designed to support interoperable machine-to-machine interaction over a network. It has an interface described in a machine-processable format (specifically WSDL). Other systems interact with the Web service in a manner prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-related standards” [84]. IBM defines Web services as “self-describing, self-contained, modular applications that can be mixed and matched with other Web services to create innovative products, processes, and value chains. Web services are Internet applications that fulfill a specific task or a set of tasks that work with many other web services in a manner to carry out their part of a complex workflow or a business transaction”. According to Microsoft, “A Web Service is a unit of application logic providing data and services to other applications. Applications access Web Services via ubiquitous Web protocols and data formats such as HTTP, XML, and SOAP, with no need to worry about how each Web Service is implemented”. HP defines Web services as “modular and reusable software components that are created by wrapping a business application inside a Web service interface. Web services communicate directly with other web services via standards-based technologies”. SUN perceives a Web service as an “application functionality made available on the World Wide Web. A Web service consists of a network-accessible service, plus a formal description of how to connect to and use the service”.

The aforementioned definitions give a high-level description of the major objective and supporting technologies of Web services. Interoperation among machines is the major design goal of Web services. As the supporting standards, WSDL enables XML service description
of Web services and SOAP defines a communication protocol for Web services. These definitions give an outside view of Web services. In this section, we go a step further by setting up a comprehensive WSMS framework to support the entire Web service life cycle, including developing, deploying, publishing, discovering, composing, monitoring, and optimizing access to Web services. The remainder of this chapter is organized as follows. We first describe a scenario that will be used as an running example throughout this chapter in Section 2.1. We then present the Web service reference model in Section 2.2. We elaborate on the three key players in this model. We also identify different layers that enable the interaction in the Web service model in Section 2.3. We define a collection of dimensions across these layers in Section 2.4. The major components of the proposed WSMS are devised based on these dimensions. Each component provides functionalities that address the issues specified by the corresponding dimension. Finally, we present the architecture of the proposed WSMS in Section 2.5.

Figure 2.1: A Travel Arrangement Scenario

2.1 Scenario

We consider a travel agency, named TravelAgency, providing the travel arrangement (e.g., transportation, itinerary, and accommodations) for its clients (Figure 2.1). Assume a university professor, Joan, wants to attend an international conference in Sydney, Australia.
Typical services needed by Joan might include airlines, ground-transportation (e.g., taxi and car rental), accommodation (e.g., hotels and inns), and other entertainment services (e.g., restaurant and opera house). Joan needs to first search for the services that provide travel packages. The search can be conducted in some well-known service registry. We assume that TravelAgency is located by Joan. Joan would then send her request to it. To offer a complete tour package, TravelAgency needs support from its business partners (e.g., AirCompany, Hotel, Restaurant, CarRental, and OperaHouse) to arrange flights, hotels, cars, and other entertainment facilities. These companies all define the service description for their Web services and publish them on a well-known service registry, whereby TravelAgency can search and locate them. TravelAgency needs to outsource services from these business partners to provide the entire travel package. Since Web services with similar functionalities might be provided by competing business partners, there is a need to optimize access those Web services or composition thereof with respect to the expected quality. In addition, the Web services need to be accessed in a reliable and secure manner. This example articulates a typical Web service usage scenario. It will serve as a running example to illustrate various Web service concepts.

2.2 Web Service Reference Model

Three types of participants cooperate to set up a Web service model (see Figure 2.2), including: service provider, service client, and service registry. Web services interact in three primary modes: service publishing, finding, and binding. Interactions depend on the Web service artifacts, which include the service implementation and the service description.

- **Participants** in a Web services model are categorized into three types:
  - *Service provider* is the owner of the Web services. It holds the implementation of the service application and makes it accessible via the Web.
  - *Service client* represents a human or a software agent that intends to make use of some services to achieve a certain goal.
  - *Service registry* is a searchable registry providing service descriptions. It implements a set of mechanisms to facilitate service providers to publish their service descriptions. Meanwhile, it also enables service clients to locate services and get the binding information.

- **Interactions** with a Web service take place in three modes:
– *Service publication* is to make the service description available in the registry so that the service client can find it.

– *Service lookup* is to query the registry for a certain type of service and then retrieve the service description.

– *Service binding* is to locate, contact, and invoke the service based on the binding information in the service description.

• *Artifacts* encompass the service implementation and description:

  – *Service implementation* is a network accessible software module realized by the service provider. It could be invoked by a service client or act as a service client to interact with another service provider.

  – *Service description* could contain the syntactic and semantic information of the Web services. The syntactic information describes the input/output of the operations, the binding information, the data types, and so on. The semantic information encompasses the domain of interests, business functionalities, QoWS issues, and so on.

![Figure 2.2: W3C Web Services Reference Model](image)

2.3 Web Service Stack

The Web service stack contains five key layers: communications, messaging, descriptions, discovery, and processes, which are shown along the vertical direction in Figure 2.3. It
is an extension of the W3C service stack [84]. Similar to the W3C service stack, each stack layer provides certain functionality to support interoperation between Web services and service clients or among Web services. However, we categorize interoperability into two dimensions: syntactic and semantic (see Section 2.4 for details). Therefore, our service stack is distinguished from the W3C stack by further identifying the syntactic and semantic interoperability offered by all layers above the messaging layer.

• **Communications:** The underpinning of the Web services stack is the network, where the underlying communications take place. A set of network protocols help realize the network accessibility of Web services. The wide adoption of HTTP makes it the first choice of standard network protocol for Internet available Web services. Other network protocols could also be supported, such as SMTP.

• **Messaging:** The messaging layer provides a document-based messaging model for the interaction with Web services. The messaging model works with a wide variety of network protocols. For example, the messaging model can be combined with HTTP to traverse firewalls. In another case, combination with SMTP enables the interaction with Web services that support asynchronous message exchanges.

• **Description:** The description (or representation) layer is for describing Web services. It wraps Web services and specifies their functionalities, operations, data types, and binding information using a service interface. The WS discovery will rely on the WS representation to locate appropriate Web services.

• **Discovery:** The discovery layer is for locating and publishing Web services. It enables the usage of Web services in a much wider scale. Service providers can store the service descriptions in a service registry via the publication functionalities provided by WS discovery. Meanwhile, service requestors can query the service registry and look for interested services based on the stored service descriptions.

• **Processes:** The processes layer supports more complex interactions between Web services, which enables Web service interoperation. It relies on the basic interaction functionalities provided by the technologies at lower layers in the Web service stack. For example, it needs Web service discovery and representation for querying and locating Web services based on their descriptions. The selected Web services are used to construct the process, which consists of a sequence of coordinated Web services.
2.4 Key Dimensions for Building a WSMS

The variety of the Web service technologies constitutes a rich solution space of Web services. Each technology has specific design requirements depending on the usage scenarios. Therefore, it is important to determine the relevant requirements for deploying and managing Web services. In this section, we identify a set of dimensions to evaluate Web service technologies. These dimensions are in line with the key requirements for deploying and managing Web services. We take the Web service stack as a starting point and extend it to address the developing trends of Web service technologies. The dimensions are defined according to the vertical layers of the Web service stack (see Figure 2.3). They include interoperability, security & privacy, Quality of Web Services (QoWS), and management.

**Interoperability** – This dimension refers to the extent to which participant Web services would cooperate to accomplish a common objective. For example, in the aforementioned scenario, TravelAgency needs to interoperate with AirCompany and Hotel to serve its clients. The common objective of the three parties is to provide satisfactory services for travelers. Good interoperability is a must for them to achieve this goal. Web services are designed to bring together applications from geographically distributed and heterogeneous environments and provide interoperability among them [69]. Interoperability could be achieved via three main approaches: standards, ontology, and mediation. A standard is a specification or format that has been approved by a recognized standardization organization or is accepted as a de facto standard by the industry. Several standardization efforts in Web services have been
initiated by a focused group of companies, and have then been adopted by different organizations such as OASIS (Organization for the Advancement of Structured Standards) and W3C. These consortia aim at standardizing the different aspects of Web service interactions (e.g., message format, interaction protocols) [4]. An ontology is a formal and explicit specification of a shared conceptualization [30]. “Conceptualization” refers to an abstraction of a domain that identifies the relevant concepts in that domain. “Shared” means that an ontology captures consensual knowledge. The development of ontologies is often a cooperative process involving different entities possibly at different locations (e.g., businesses, government agencies). All entities that agree on using a given ontology commit themselves to the concepts and definitions within that ontology. “Explicit” means that the concepts used in an ontology and the constraints on their use are explicitly defined. “Formal” intends that the ontology should be machine understandable and describe using a well-defined model or language called ontology language. Mediators provide an integrated view or mediated schema over multiple heterogeneous and autonomous services [37]. This schema represents generally a synthesized view over a specific application domain. Users access the integrated view through a uniform interface. Each service is connected to a wrapper that enables its participation in the system. It translates between the services concepts and those at the mediator level.

Interoperability is the core functionality that Web services endeavors to achieve. Interoperation occurs at two levels: syntactic and semantic.

- **Syntactic interoperability** is concerned with the syntactic features of Web services. Examples of syntactic features include the number of parameters defining a message and the data types of those parameters. XML helps achieve syntactic interoperability by encoding syntactic information into XML documents. Additionally, XML provides platform and language independence, vendor neutrality, and extensibility, which are all crucial to interoperability.

- **Semantic interoperability** is the most challenging issue for achieving the truly seamless interoperation. It deals with semantic properties of Web services. Examples of semantic features include the domain of interest of a Web service and the functionality provided by an operation. The envisioned Semantic Web is is gaining momentum as the potential silver bullet for empowering Web services with semantics.

Interoperability could be achieved at different layers as depicted in Figure 2.3 [51]. The communication layer provides protocols for exchanging messages among remotely located partners (e.g., HTTP, SOAP). It is possible that partners use different proprietary communication protocols. In this case, gateways should be used to translate messages between
heterogeneous protocols. The objective of interoperability at this layer is to achieve a seamless integration of the communication protocols. The content (description) layer provides languages and models to describe and organize information in such a way that it can be understood and used. Content interoperability requires that the involved systems understand the semantics of content and types of business documents. For instance, if a Web service receives a message that contains a document, it must determine whether the document represents a purchase order or request for quotation. Information translation, transformation, data mediators, and integration capabilities are needed to provide for reconciliation among disparate representations, vocabularies, and semantics. The objective of interoperability at this layer is to achieve a seamless integration of data formats, data models, and languages. The process layer is concerned with the conversational interactions (i.e., joint business process) among services. Before engaging in a transaction, service providers need to agree on the procedures of their joint business process. The semantics of interactions among partners must be well defined, such that there is no ambiguity as to what a message may mean, what actions are allowed, what responses are expected, etc. The objective of interoperability at this layer is to allow autonomous and heterogeneous partners to come online, advertise their terms and capabilities, and engage in peer-to-peer interactions with any other partners. Examples of concepts for enabling process interoperability include process wrappers and application adapters [17, 9].

Security & Privacy – Security is an important issue for deploying Web services. Web services enable interoperation at the risk of letting outside intruders attack the internal applications and databases since they open up the network to give access to outside users to these resources [34]. Web service security needs to be concerned with the following aspects: authentication, authorization, confidentiality, and integrity. Authentication is used to verify a claimed identity while authorization is to check whether a user is authorized to perform a requested action. Confidentiality is to ensure that information is disclosed only to authorized recipients by, for example encrypting the message. Lastly, integrity refers to the protection of the information from being tampered with by, for example putting digital signatures on the messages. Privacy is another major concern of Web service deployment [64]. During service interactions, personal data or business secrets (e.g., billing information, shipping address, or product preference) might be unintentionally released [3]. Conventional privacy protection mainly relies on law enforcement and restriction of social values. Emerging technologies for preserving privacy in Web services include digital privacy credentials, data filters, and mobile privacy preserving agents [64].

QoWS – The proliferation of Web services is expected to introduce competition among large numbers of Web services that offer similar functionalities. The concept of QoWS is
considered as a key feature in distinguishing between competing Web services [80]. QoWS encompasses different quality parameters that characterize the behavior of a Web service in delivering its functionalities. These parameters can be categorized into two major quality classes: runtime quality and business quality. Quality parameters in these two classes can be further extended to include more quality aspects of Web services to fulfill the requirements of different application domains, such as Accessibility, Integrity, and Regulatory.

Management – Web service management refers to the control and monitoring of Web service qualities and usage. Web service management mechanisms are highly coupled with QoWS of a Web service. We identify two types of management: control and monitoring management.

- **Control management** aims to improve the service quality through a set of control mechanisms. Typical control mechanisms include Web service transaction, Web service change management, and Web service optimization. Transactions help improve the reliability and fault-tolerance of Web services. Change management deals with highly dynamic environment of Web services. It takes a series of actions to identify the changes, notifying the coupled entities, and adopting appropriate operations to response the change. Web service optimization helps users identify Web services and/or their combinations to best fulfill their requirements.

- **Monitoring management** rates the behavior of Web services in delivering its functionalities in terms of each QoWS parameter. Monitoring Web service behavior would be crucial in either calculating QoWS parameter values or assessing a Web service claim in terms of promised QoWS.

Control and monitoring management might sometimes work cooperatively. For instance, the Web service optimization would need the monitoring process to get the QoWS parameter values of different Web services and/or their combinations. These values would guide the optimization process to return the optimized solutions that best fulfill users' requirements.

### 2.5 The WSMS Architecture

In this section, we present the WSMS architecture. The design of the WSMS architecture leverages the research result in DBMSs. Web services will be treated and manipulated as first-class object in the proposed WSMS. The key components in this architecture are modeled
after those in DBMSs. The functionality of each component aims to address the issues raised by the key dimensions. The interoperation framework consists of six subcomponents: communication, WS messaging, WS discovery, service registry, WS representation, and WS processes. The collaboration of these subcomponents provides mechanisms to efficient access and interoperation with Web services. The security/privacy component guarantees that the access and interoperation can be conducted in a secure and controlled manner. The QoWS component lays out a set of quality metrics that can be used to advertise and discover Web services. Some of the metrics can also be used to specify quality level agreement, such as payment, price, etc. The management component offers monitoring, transaction, change management, and optimization functionalities. The proposed WSMS provides value added features to enable reliable and optimized deployment of Web services. The architecture also reflects the relationship among different components. In what follows, we give a detailed description of the major functionality of each component.

The WS Interoperation Framework – The interoperation framework is at the core of the WSMS architecture. It addresses the interoperability issue of Web services through the collaboration of its six subcomponents. WS-messaging combines with an underlying communication protocol (e.g., HTTP and SMTP) to enable the basic interaction with Web
services. A Web service takes the incoming message as the input to one of its methods and responds with the output of the method as a returning message. WS-representation defines the Web service interface containing a set of supported methods. It specifies the signature of each method, which is similar to IDL in the middleware systems. However, WS-representation goes beyond the IDL-like syntactic service description. It incorporates more expressive language constructs (e.g., ontologies) for describing the properties and capabilities of Web services in an unambiguous and computer-interpretable manner. Other information could also be specified in WS-representation, such as quality of service parameters, security and transaction requirements, etc. The semantic service description caters for the loosely-coupled interoperation between Web services. It helps Web services determine the functionality, requirement, and quality of their interoperation partners. Descriptions of Web services are stored at service registries. WS discovery provides the query and publication functionalities for locating and publishing Web services in a service registry. Interaction with the registry is through WS messaging. WS processes rely on the basic functionalities provided by the discovery, presentation, and messaging components to support the complex interactions between Web services. The processes involve the invocation of a sequence of Web services. Service coordination defines the external interaction protocols for a WS process whereas service composition defines the schemas for its internal implementation.

The WS Security/Privacy Component – The security/privacy component ensures that interactions with Web services are conducted in a secure fashion while sensitive information can be preserved as required. The security mechanisms need to be applied to all aspects of Web services, including messaging, query, publication, coordination, composition, control, and monitoring. Typical security functionalities that can be implemented by the security module are auditing, authentication, access control, and data encryption. Privacy is usually expressed by policies that reflect that the habits, behaviors, actions or other rights of the service users must be protected. Instead of relying on laws and social values, the privacy module enforces the policies from a technological perspective.

The QoWS Component – The QoWS component records the quality aspects of a Web service. It reflects the runtime and business requirements of Web services, such as response time, availability, reliability, cost, and reputation. Because it is anticipated that there will be multiple competitors to provide similar functionalities, the WS query process uses QoWS as a major criteria to select the “best” Web services. The QoWS component provides functionalities to define appropriate metrics to characterize QoWS and devise techniques to use it in optimizing service-based queries.

The WS Management Component – The WS management component is for monitoring
and controlling the interactions with Web services. The monitoring module examines the behavior of the underlying communication, WS messaging, and WS processes and reports the runtime and business properties of Web services to the QoWS component. The control module provides transaction, optimization, and change management mechanisms to deliver the functionalities of Web services in a reliable, adaptive, and optimal fashion.

Figure 2.5 describes the proposed WSMS architecture using the W3C concept map model [84]. In this figure, rectangles represent concepts and lines with arrows represent relationships. The key components in the WSMS architecture are represented by the concepts. In addition to these key components, the concept map also includes the Web service (represented by WS) concept. The functionalities of each component are reflected by its relationships with the WS concept or other components.

![Figure 2.5: A Concept-map Description of the WSMS Architecture](image)

The proposed WSMS provides a foundational framework for Web services. It formalizes the steps in the entire Web service life cycle. The design of each component in the WSMS architecture follows key research issues (called dimensions) in Web service environments. Since Web services are designed to achieve seamless interoperability, the interoperation framework stays at the core of the WSMS architecture. The framework is composed of several horizontally separated layers, each layer contains components that provide corresponding interoperation functionalities. The security/privacy, QoWS, and management components offer supplementary support (e.g., security, privacy, control, and monitoring) for the interoperation framework. These functionalities are orthogonal to the horizontal layers in the
interoperation framework; they can be applied across these layers. This is different from the Extended Service Oriented Architecture (ESOA) [58]. ESOA contains three horizontal layers: basic service, service composition, and management layers. The separation of different layers is based on the advancement of their functionalities. The basic service layer provides simple functionalities such as messaging, description, and discovery. The composition layer provides the functionalities for the consolidation of multiple service into a single composite service. The management layer provides advanced administration capacities for managing critical Web service based applications. Additionally, ESOA extends the Service Oriented Architecture (SOA) by addressing the new requirements introduced by Web services. The layers added in ESOA provide functionalities that overlap with existing SOA layers. However, the WSMS architecture is not developed by adding layers to an existing architecture. We take consideration of the key research issues of Web service when designing the WSMS architecture. Therefore, there is a clear functionality separation of different components in a WSMS.

In [59], Web service management approaches have been investigated to support production-quality Web service applications. The Web service management framework relies on a manageability information model and management infrastructure services to make Web services measurable and manageable. Specifically, the manageability information model describes the manageability information of Web services. Management infrastructure services define standard interfaces for the management functionalities, such as metering, monitoring, mediation, etc. We take an integrated approach and a broader scope to present the WSMS architecture. Management approaches investigated in [59] are complementary to those covered in the management component and fit into the the proposed WSMS architecture. There are some other research effort underway to provide architectural support for Web services such as Web Service Management Framework (WSMF) [33], Web Service Architecture (WSA) [84], Web Services Conceptual Architecture (WSCA) [42], Semantic Web enabled Web Services architecture (SWWS) [18], Service Bus [48], and Web Service Interoperability framework (WS-I) [86]. These architectures have addressed several similar components covered in our WSMS architecture. These components are designed to address the key research issues in the entire Web service life cycle. Unlike these architectures that present the components in an isolated manner, we take an integrated approach to investigate the functionalities of each component in the proposed WSMS architecture. We further examine the relationship between these components and how they could collaborate to set up the WSMS to enable the entire Web service life cycle including developing, deploying, publishing, discovering, composing, monitoring, and optimizing access to Web services.
Chapter 3

A Foundational Service Framework

We propose a framework to address some fundamental research issues on Web services [43, 70]. Despite the proliferation of Web services, the field of service research is still in its infancy, where there has been little foundational work to date. One major focus of this work is to build a foundational framework for service query optimization. We propose an integrated service optimization framework that enables users to achieve an optimal Service Execution Plan (SEP) by submitting declarative service queries. Figure 3.1 shows the overall architecture of the service query optimization framework. At the bottom, we have the service space for a given application domain that consists of the actual service providers, a.k.a., service instances. The integration layer helps resolve the discrepancy of the service schemas and provides a uniformed view of the service space. It can achieve this by applying the existing data integration techniques [39], which are not the focus of this work. The QoWS manager deals with the collection of quality related information from the service instances. The quality data will be used by the query optimizer to make selection from the competing service providers. The service model captures a set of key features of Web services that lay out a foundation for service query specification, processing, and optimization. The service calculus enables users to use declarative service queries to locate Web services, which is more precise and reliable than the keyword based search. The query processor generates SEPs which can be used by the users to invoke services.

The remainder of this chapter is organized as follows. In Section 3.1, we describe a scenario that will be used as a running example through this chapter. In Section 3.2, we present the formal service model. In Section 3.3 and 3.4 we describe the service calculus and the service algebra, respectively. In Section 3.5, we present the implementation of the algebraic operators. In Section 3.6, we propose a QoWS model, which serves as the cost estimation
criteria in the QoWS optimization. Based on the model, we propose two optimization algorithms. We present an analytical model in Section 3.7 and conduct experimental studies in Section 3.8.

3.1 Case Study: Car Brokerage

As a way to illustrate this work, we use an application from the car brokerage domain (see Figure 3.2). A typical scenario would be of a customer, say Mary, planning to buy a used car having a specific model, make, and mileage. She naturally wants to get the best deal. Assume that Mary has access to a Web service infrastructure where the different entities that play a role in the car purchase are represented by Web services. Examples of Web services that need to be accessed include Car Purchase (CP), Car Insurance (CI), and Financing (FI). A single Web service may provide multiple operations. Different operations may also have dependency relationships. For example, the paymentHistory and financingQuote operations are both offered by the financing service. The latter operation depends on the former operation, i.e., the payment history decides the financing quote. We also anticipate that there will be multiple competitors to provide each of the services mentioned above. It is important that the users’ quality requirements be reflected in the service query as criteria for service selection. To purchase an entire car package, Mary would first like to know the price quote of the selected car and the vehicle history report. She then needs to get the insurance quote. Finally, since Mary needs the financing assistance, she also wants to know the financing quote. In addition, Mary may have special requirements on the quality of the service operations. For example, she wants to spend less than 20 dollars to get the vehicle history report.
The proposed service query optimization framework is designed to help Mary with her car package purchase. Mary can specify her car package through a declarative service query. The service query is formed based on the service model. The declarative service query is a service calculus expression. It specifies the functionalities that the user wants to retrieve in terms of service operations. There is no need for the user to have the knowledge of the dependency constraints between service operations. In addition, the service query also allows the user to specify the requirements on the quality of the service operations. The service query is then transformed into the service algebra, which consists of a set of algebraic operators. The algebraic optimization is responsible for achieving the most efficient algebra expression. Service execution plans can then be generated from the retrieved service instances. The QoWS optimization is responsible for optimizing the execution plans based on quality.

### 3.2 Service Query Model

We present our service model in this section. The service model proposes and formally describes two key concepts: service schema and service relation. The service schema is defined to capture the key features of all Web services across an application domain. It provides a fixed vocabulary and enables the definition of the service query languages. A set of service instances that conform to a service schema form a service relation.
Finite State Machines (FSMs) and Petri-net have previously been proposed to model Web services [12, 40]. However, these models are mainly designed for automating the composition of Web services [63]. Our proposed service model is different from these existing service models by providing foundational support for service query optimization. It is worth to note that the objective of this work is not to define a completely new model. Instead, we are inspired by the standard relational model and make some key extensions to it that enables service users to efficiently access services with their best desired quality. The benefit of presenting such a model is twofold. First, we can use this model to capture the rich semantics of Web services, including functionality, behavior, and quality. These features are of primary interests for users to access services, which also makes them fundamental for specifying service queries. In the proposed two-level service model, the graph-based service schema is used to capture the functionalities of Web services in terms of the operations they offer. It also captures the dependency relationships between the operations, which determine how these operations can be accessed (called behavior of the service). The service relation is used to capture the quality of the service providers. Second, we can leverage the existing technologies developed for the standard relational databases. For example, we can store our service relation in a relational database and use some relational operators to help implement the proposed service algebra (refer to Section 5 for details). In what follows, we first formally define several important concepts about the service schema. We then give the definition of the service relation.

**Definition 1. (Service Schema)** A service schema is defined as a tuple

\[ S = (SG_1, SG_2, ..., SG_n, D), \]

with

\[ SG_i = (V_i, E_i, \epsilon_i), \quad i = 1, ..., n \]

is a directed acyclic graph (DAG), called service graph where

- \( V_i = \{op_{ij}|1 \leq j \leq m\} \) represents a set of service operations.

- \( \epsilon_i \) is the root of the service graph. It represents the entry point, through which all other operations in the service graph can be accessed. \( \epsilon_i \) can also be regarded as a special service operation, denoted by \( op_{i0} \). A service graph has only one root.

- \( E_i = \{e_{ij}|1 \leq j \leq l\} \), represents the dependencies between two service operations from the same service graph, denoted by \( \prec_{ii} \). \( e_{ij} = (op, op') \) is an edge, where \( op \in V_i, op' \in V_i, \) and \( op \neq op' \).

- \( D = \{D_{ij}|1 \leq i \leq n \land 1 \leq j \leq n \land i \neq j\} \), represents the dependencies between two non-root operations from different service graphs, denoted by \( \prec_{ij} \). \( D_{ij} = \{e_{ij}^k|1 \leq k \leq l\} \)
The dependency between two service operations is modeled as $op \prec op'$, where $\prec \in \{\prec_{ii}, \prec_{ij}\}$. $\prec_{ii}$ refers to the intra-service dependency, which can only be satisfied by invoking the two service operations by the specified order in the service graph. $\prec_{ij}$ refers to the inter-service dependency. It should be satisfied when multiple services are accessed. We assume in Definition 1 that there is no dependency between the roots of different service graphs. We also assume that multiple dependency constraints on a single operation have an "And" relationship. For example, there are two dependency constraints on $op_k$, one with $op_i$ and the other with $op_j$. In this case, both $op_i$ and $op_j$ should be accessed before $op_k$. It is also worth to note that when there is only one service graph in the service schema $S$, i.e., $n = 1$ in Definition 1, $S$ becomes a single-graph service schema.

Example 3. Figure 3.4 shows the service schema for the car brokerage service base. The service schema contains three service graphs, representing the Car Purchase (CP), Car Insurance (CI), and Financing (FI) services. For example, in CI, there is a set of service operations, such as drivingHistory and insuranceQuote. These operations collectively represent the functionality of the CI Web service. The dependencies between service operations are captured by the edges in the service graph. For example, drivingHistory $\prec_{ii}$ insuranceQuote means that the execution of insuranceQuote depends on the result of drivingHistory. Service operations from different Web services could have an inter-service dependency. For example, there is a dependency between carQuote and insuranceQuote. It is denoted as carQuote $\prec_{ij}$ insuranceQuote.
In what follows, we define a set of key concepts derived from the service schema, including service path, operation graph, and operation set graph. We focus on identifying the important properties they offer that are fundamental to specifying and processing service queries.

**Definition 2. (Service Path)** For a service graph \( SG = (V, E, \epsilon) \), we defined a service path \( P_i = (\{op_{i1}, ..., op_{ij}, ..., op_{ik}\}, E', \epsilon) \) where \( \epsilon \) is the root of \( SG \), \( E' \subseteq E \), and \( k \geq 1 \); \( op_{ij} \in V \) for \( 1 \leq j \leq k \); and for each \( op_{ij} \), \( 0 \leq j \leq (k - 1), \exists e_j \in E' : e_j = (op_{ij}, op_{i(j+1)}) \) (note that when \( j = 0 \), \( op_{ij} \) becomes \( \epsilon \)). \( P_i \) is an induced subgraph of service graph \( SG \).

**Lemma 1.** For any service operation \( op \in SG \), there must be at least one service path \( P \) that can reach \( op \) from \( \epsilon \).

**Proof:** This directly follows the definition of \( \epsilon \). Since \( \epsilon \) is the entry point to access any other operation (including \( op \)) in the service graph, there must be at least one path from it to \( op \).

**Definition 3. (Operation Graph)** For a service graph \( SG = (V, E, \epsilon) \), an operation graph \( G(op) \) is the union of all the service paths in \( SG \) that lead to operation \( op \), \( G(op) = \bigcup P_i \), where \( P_i = (\{op_{i1}, ..., op_{ij}, ..., op_{ik}\}, E_i, \epsilon) \). \( G(op) \) is an induced subgraph of the service graph \( SG \). Figure 3.5 shows an operation graph \( G(d) \), which is formed from \( SG \) by the union of two service paths, \( P_1 \) and \( P_2 \), that both lead to the service operation \( d \).

**Definition 4. (Operation Set Graph)** For a service graph \( SG = (V, E, \epsilon) \), we define an operation set graph \( G(\bar{o}p) = \bigcup_{i=1}^{k} G(op_i) \), where \( \bar{o}p = \{op_i \mid 1 \leq i \leq k\} \). \( G(\bar{o}p) \) is an induced subgraph of service graph \( SG \). For example, in Figure 3.5, the operation set graph for \( \{a, d, f\} \) is \( SG \) itself, i.e., \( G(\{a, d, f\}) = SG \).
Operation graph and operation set graph are central to service query specification and processing. We identify their key properties by using the concepts of accessible operation and accessible graph. It is worth noting that the root of a service graph is accessible because the root is defined as the entry point of a service. The formal definitions are given as follows.

**Definition 5. (Accessible Operation)** op is an operation in a service graph SG and a general graph G is a subgraph of SG. op is an accessible operation of G if the following two conditions are satisfied:

(i) op $\in$ G;

(ii) $\forall$op$, (op', op)$ $\in$ SG $\Rightarrow$ op$'$ is an accessible operation of G.

**Lemma 2.** An operation op is an accessible operation of G iff op and all of its preceding nodes in the service graph are included in G.

**Proof:** This directly follows from Definition 5.

**Definition 6. (Accessible Graph)** G is an accessible graph if each operation in G is an accessible operation of G.

**Theorem 1.** An operation graph G(op) is a minimal accessible graph for op.

**Proof:** We use two steps to prove this theorem. First, we prove that G(op) is an accessible graph. Second, we prove its minimality.

We can prove G(op) is an accessible graph by proving that op is an accessible operation of G(op). Assume that op is not an accessible operation of G(op). Since op $\in$ G(op), there exists an operation op$'$ where op$'$ is a preceding node of op in SG and op$'$ is not a node of G(op) (Lemma 2). Let $P_1$ be the path from op$'$ to op. From Lemma 1, there is a path from $\epsilon$ to op$'$, which is denoted by $P_2$. Connecting $P_1$ and $P_2$, we get a new path $P_3$ from $\epsilon$ to op, which is not included in G(op). This contradicts Definition 3. Therefore, no such op$'$ exists. We can conclude that G(op) is an accessible graph.
Assume that $G(op)$ is an accessible graph but not minimal for $op$. Therefore, there exists a graph $G'(op) = G(op) - op'$, where $op' \neq op$, such that $G'(op)$ is still an accessible graph and $op$ is its accessible operation. From Definition 3, there is a path to $op$ which passes through $op'$ in $SG$. Therefore, $op'$ is a preceding node of $op$ in $SG$. Since $op$ is an accessible operation of $G'(op)$, from Lemma 2, we can get $op' \in G'(op)$. This contradicts the fact that $op'$ is removed from $G'(op)$. Therefore, $G(op)$ is a accessible graph and minimal for $op$. ■

**Theorem 2.** An operation set graph $G(\vec{op})$ is a minimal accessible graph for $\vec{op}$.

**Proof:** This directly follows from Definition 4 and Theorem 1. ■

**Remark 1.** In a service query, users only need to specify the operation(s) they want to access (i.e., in a declarative way). An operation(set) graph will be generated when the query is processed. For example, a user wants `financingQuote` and formulates a service query to access it. An operation graph $G($financingQuote$)$ will be generated. The query processor will use the operation(set) graph as the single-graph service schema to generate service execution plans (i.e., SEPs). Since an operation(set) graph is an accessible graph, it guarantees that the operations specified in the service query are accessible through the generated SEPs. In addition, the minimality of the graph also guarantees that only minimum number of service operations (i.e., the ones that the operations in the query depends on) are included in the SEPs. ■

We have now defined the service schema related concepts and identified the key properties they offer for querying service. The service relation defines a set of service instances that conform to the service schema. The service instances offer the operations and follow the dependency constraints defined in the service graphs. However, since the service instances are provided by different service providers, they may have different quality properties. In what follows, we first define a QoWS model to capture the quality features of services. We then give the definition of a service relation.

**Definition 7. (QoWS Model)** The QoWS model formally defines a set of quality parameters for Web services (see Table 3.1). It divides the quality parameters into two categories: runtime quality and business quality.

- **Runtime quality**: It represents the measurement of properties that are related to the execution of an operation $op$. We identify three runtime quality parameters: latency, reliability, and availability. The latency measures the expected delay between the moment when $op$ is initiated and the time $op$ sends the results. The reliability of $op$ is the ability of the operation to be executed within the maximum expected time frame. The
Table 3.1: QoWS Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Domain</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency</td>
<td>$\text{Time}<em>{\text{process}}(op) + \text{Time}</em>{\text{results}}(op)$ where $\text{Time}<em>{\text{process}}$ is the time to process op and $\text{Time}</em>{\text{results}}$ is the time to transmit/receive the results</td>
<td>number</td>
<td>1</td>
</tr>
<tr>
<td>Reliability</td>
<td>$\frac{N_{\text{success}}(op)}{N_{\text{invoked}}(op)}$ where $N_{\text{success}}$ is the number of times that op has been successfully executed and $N_{\text{invoked}}$ is the total number of invocations</td>
<td>number</td>
<td>2</td>
</tr>
<tr>
<td>Availability</td>
<td>$\frac{\text{UpTime}(op)}{\text{TotalTime}(op)}$ where UpTime is the time op was accessible during the total measurement time TotalTime</td>
<td>number</td>
<td>3</td>
</tr>
<tr>
<td>Fee</td>
<td>Dollar amount to execute the operation</td>
<td>number</td>
<td>4</td>
</tr>
<tr>
<td>Reputation</td>
<td>$\sum_{u=1}^{n} \text{Ranking}_u(op)/n$, $1 \leq \text{Reputation} \leq 10$ where Ranking$_u$ is the ranking by user u and n is the number of the times op has been ranked</td>
<td>number</td>
<td>5</td>
</tr>
</tbody>
</table>

availability is the probability that the operation is accessible. Service providers could publish runtime qualities of their Web service operations in the service description or offer mechanisms to query them.

- **Business quality:** It allows the assessment of an operation op from a business perspective. We identify two business quality parameters: fee and reputation. The fee gives the dollar amount required to execute op. The reputation of op is a measure of the operation’s trustworthiness. It mainly depends on the ratio to which the actual provision of the service is compliant with its promised one. The fee quality can be obtained based on the service providers’ advertisement in the service description whereas the reputation is based on the ranking of the end-users.

The values of the parameters defined in the QoWS model are from the number domain, which consists of integer, float, and double. The proposed QoS model can be extended by adding other quality parameters. The index number given in Table 3.1 will be used by the labeling function defined in the service relation.

**Definition 8. (Service Relation)** A service relation $SR$ with a service graph $SG = (V, E, \epsilon)$ is defined as a set of service instances $\mathcal{I} = \{(sid, op_1, ..., op_n)\}$, where

- sid is the unique service id;
- op is a service operation and defined as a pair $op = (\text{opid}, \lambda(op))$, where opid is the operation id and $\lambda$ is a labeling function that assign to each service operation op a set of values to its QoWS parameters, denoted by $Q = \bigcup_{i=1}^{k} Q_i$. $op \xrightarrow{\lambda} Q$ gives the quality parameter values for op. $\lambda_i(op) = Q_i$ specifies the $i^{th}$ quality parameter for op, where $i$ is the index for the quality parameter. Table 3.1 specifies the indices for all the QoWS
### Car Insurance (CI)

<table>
<thead>
<tr>
<th>sid</th>
<th>drivingHistory</th>
<th>insuranceQuote</th>
<th>updatePolicy</th>
<th>changeAddress</th>
<th>...</th>
<th>OPn</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>op11,(20,0.8,0.9,25,4)</td>
<td>op12,(20,0.6,0.9,8,0.4)</td>
<td>op13,(25,0.6,0.9,0,4)</td>
<td>op14,(15,0.6,0.6,0,4)</td>
<td>...</td>
<td>op1n,(20,0.7,0.9,0,4)</td>
</tr>
<tr>
<td>2</td>
<td>op21,(30,1.0,0.9,15,3)</td>
<td>op22,(30,0.5,0.9,5,3)</td>
<td>op23,(25,0.6,0.7,0,3)</td>
<td>op24,(30,0.6,0.9,0,3)</td>
<td>...</td>
<td>op2n,(15,0.8,0.8,0,4)</td>
</tr>
<tr>
<td>3</td>
<td>op31,(10,1.0,0.9,30,5)</td>
<td>op32,(10,0.9,0.9,10,5)</td>
<td>op33,(20,0.8,0.8,0.5)</td>
<td>op34,(10,0.9,0.9,0,5)</td>
<td>...</td>
<td>op3n,(40,0.8,0.9,0,5)</td>
</tr>
<tr>
<td>4</td>
<td>op41,(50,0.8,0.9,10,2)</td>
<td>op42,(40,0.3,0.4,10,2)</td>
<td>op43,(80,0.4,0.5,0.2)</td>
<td>op44,(50,0.3,0.5,0.2)</td>
<td>...</td>
<td>op4n,(25,0.4,0.7,0.2)</td>
</tr>
<tr>
<td>5</td>
<td>op51,(15,0.8,0.9,20,3)</td>
<td>op52,(30,0.6,0.5,5,3)</td>
<td>op53,(30,0.6,0.7,20,3)</td>
<td>op54,(20,0.6,0.9,10,3)</td>
<td>...</td>
<td>op5n,(45,0.5,0.8,10,3)</td>
</tr>
</tbody>
</table>

Figure 3.6: An Example of CI Service Relation

parameters. We will use these indices to refer to the different QoWS parameters in later sections.

- Each service instance $I$ in $SR$ conforms to the service graph $SG$, i.e., operations in $I$ are defined in $SG$ and the operations follow the dependency constraints specified by $SG$.

We define the domain of $\lambda(op)$ as $\text{dom}(\lambda(op)) = \{\text{dom}(\lambda_i(op))|1 \leq i \leq m\}$, where $m$ is the number of QoWS parameters that can be applied to $op$. Therefore, we can further define $\text{dom}(op) = \{\text{dom}(opid), \text{dom}(\lambda_i(op))\}$.

Based on the domain definition, we can restate the above definition of a service relation as follows. A service relation $SR$ is a $(n+1)$-degree relation on the domains of $\text{dom}(sid)$, $\text{dom}(op_1)$, $\text{dom}(op_2)$, ..., $\text{dom}(op_n)$, where $op_i \in SG$ for $i = 1,\ldots,n$,

$$r(SG) \subseteq (\text{dom}(sid) \times \text{dom}(op_1) \times \ldots \times \text{dom}(op_n))$$

Figure 3.6 shows an example of CI service relation. The service relation contains 5 service instances (a.k.a. service tuples) and has $(n+1)$ fields, which correspond to the $sid$ and $n$ service operations offered by the service instances.

The functionality, behavior, and quality parameters of the Web service are captured in the service model. This provides fundamental support for querying services. Since the functionality of a Web service is offered through a set of service operations, the vertices in $V$ collectively represent the functionality of the Web service. The behavior of the service is reflected by the operation graphs (or operation set graph), which contain a set of service operations and the dependency relationship between them. The quality parameters can be attached to the service operations to evaluate QoWS parameters of operations from service instances.
3.3 Service Calculus

We propose a service calculus that enables a declarative specification of service queries. We first give the formal definition of the proposed service calculus. We use our running example to illustrate how the service calculus can help users to get their desired services.

Definition 9. (Service Query) A service query is a service calculus expression taking the following form: \{s | \psi(s)\}, where s is a service tuple variable representing some service instance in a service relation SR. \psi is a formula of the service calculus. Formulas are defined recursively from atoms, which can take one of the following formats:

- \( x \theta_q y \), where (i) \( \theta_q \) is a QoWS parameter comparison operator taken from \{=, >, \geq, <, \leq, \neq\}; (ii) \( x \) and \( y \) can be QoWS parameters or constants.

- \( s.\text{op} \equiv t.\text{op} \), where (i) \( s.\text{op} \) denotes the service operations of service tuple \( s \) and \( t.\text{op} \) denotes the service operations of service tuple \( t \); (ii) \( s.\text{op} \equiv t.\text{op} \) takes a True value if \( s \) and \( t \) have the same (i.e., the signatures are the same) set of service operations whereas it takes a False value if otherwise.

- \( SR(s) \), where (i) \( SR \) is a service relation; (ii) \( s \) is a service tuple variable; (iii) \( SR(s) \) takes a True value if \( s \) belongs to \( SR \) whereas the atom takes a False value if otherwise.

Formulas are defined recursively from atoms using conjunction (\&), disjunction (\lor), negation (\neg), universal quantification (\forall), and existential quantification (\exists). A variable is bound if it is introduced by using (\forall u) or (\exists u) whereas it is free if otherwise. \( s \) is the only free variable in \( \psi \). More specifically, formulas are defined in three forms: (i) Every atom is a formula. (ii) \( \psi_1 \lor \psi_2, \psi_1 \land \psi_2, \) and \( \neg \psi \) are formulas if \( \psi_1, \psi_2, \) and \( \psi \) are formulas. (iii) (\forall s)(\psi) and (\exists s)(\psi) are formulas if \( \psi_1 \) and \( \psi_2 \) are formulas.

We use two examples to illustrate the usage of service queries.

Example 4. Suppose that a user wants to get a vehicle history report with less than 20 dollars. The service query can be expressed as follows:

\[
Q_1 = \{s.sid, s[G(historyReport)] | CP(s) \land fee(s.historyReport) \leq 20\}
\]

where,
• $G(\text{historyReport})$ is an operation graph. Recall that in Theorem 1, we proved that an operation graph $G(op)$ is a minimum accessible graph for $op$. $G(\text{historyReport})$ consists of all the necessary operations that make $\text{historyReport}$ accessible. It also specifies the dependency constraints for accessing these operations. Therefore, $G(\text{historyReport})$ is the schema (i.e., $G_s$) for the retrieved service relation.

• The $[\ ]$ operator in $s[G(\text{historyReport})]$ selects the operations in $G(\text{historyReport})$ from $s$, including two operations: $\text{carQuote}$, $\text{historyReport}$.

• $\text{fee}(s.\text{historyReport})$ refers to the fee of the $\text{historyReport}$ operation in $s$.

Example 5. Suppose that the user also wants to get the insurance quote for free. Since vehicle history report and insurance quote are from car purchase service and insurance service respectively, there is a need to compose these two services. The service query can be expressed as follows:

$$ Q_2 = \{s.sid, s[G(op_1) \circ G(op_2)] | (\exists s_1)(\exists s_2)(\text{CP}(s_1) \land \text{fee}(s_1.op_1) \leq 20 \land \text{CI}(s_2) \land \text{fee}(s_2.op_2) = 0 \land s.op == s_1.op \circ s_2.op) \} $$

where,

• $s.sid$ is a new service id for the combined service tuple.

• $G(op_1) \circ G(op_2)$ represents graph concatenation (see Definition 1 for details), where $op_1$ and $op_2$ are $\text{historyReport}$ and $\text{insuranceQuote}$ service operations respectively. Similar to Example 4, the resultant graph from the concatenation is the schema (i.e., $G_s$) for the retrieved service relation.

• $s_1.op \circ s_2.op$ represents service tuple concatenation. If $s_1$ and $s_2$ have $m$ and $n$ service operations respectively, the result of service tuple concatenation will be an operation set with $(m + n)$ service operations, with the first $m$ operations from $s_1$ and the following $n$ operations from $s_2$.

The service calculus enables a service user to formulate a query by specifying the required functionality in terms of service operations. It also allows the user to specify quality requirements on specific operation (e.g., $\text{historyReport}$ in Example 4). The calculus service query retrieves a service relation $SR$ that consists of the service instances satisfying the query predicates. An intermediate service graph, $G_s$, will also be generated that serves as the schema for the retrieved service instances. $G_s$ is actually an operation (set) graph (e.g., $G(\text{historyReport})$ in Example 4) or the concatenation of multiple operation (set)
graphs (e.g., \(G(op_1) \circ G(op_2)\) in Example 5) if a service query needs to access multiple services. The operation (set) comes from the operation(s) that the user wants to access (e.g., \(\text{historyReport}\) in Example 4) through the service query.

**Remark 2.** In the above two examples, the service calculus enables a service user to formulate a query by specifying the required functionality in terms of service operations. It also allows the user to specify quality requirements on specific operation (e.g., \(\text{historyReport}\) in Example 4). The calculus service query retrieves a service relation that consists of the service instances satisfying the query predicates. An intermediate service graph, \(G_s\), will also be generated that serves as the schema for the retrieved service instances. \(G_s\) is actually an operation (set) graph (e.g., \(G(\text{historyReport})\) in Example 4) or the concatenation of multiple operation (set) graphs (e.g., \(G(op_1) \circ G(op_2)\) in Example 5) if a service query needs to access multiple services. The operation (set) comes from the operation(s) that the user wants to access (e.g., \(\text{historyReport}\) in Example 4) through the service query.

### 3.4 Service Query Algebra

We define a service query algebra that enables the specification of algebraic service queries. The proposed service algebra contains three major operators that help service users query their desired services:

- **Functional map (F-map):** It facilitates users to locate and invoke their desired functionalities in terms of service operations by making use of the key properties provided by the operation (set) graphs.

- **Quality-based selection (Q-select):** It allows users to locate service instances (i.e., service providers) with their desired quality.

- **Composition (Compose):** It enables service composition when users need to access multiple services.

Service users can use the algebraic operators to access one or multiple services with their desired functionality and quality. A service query is typically specified with the combination of the above three operators (More detailed definition for each of these operators are given in Section 4.1). Querying services is an integrated process that requires to query both the service graphs defined in the service schema and the service relation. Processing an algebraic service query will result in a service relation \(SR'\) and a service graph, \(G_s\), that serves as
the schema for the retrieved service relation. $G_s$ is constructed based on the operations specified in the service query (i.e., the functionalities a user wants to access). $G_s$ consists of the operations in the service query and all their dependent operations. It also specifies the dependency constraints between these operations. In this section, we first present the service query algebra. We then present a set of algebraic equivalent rules that enable the query optimizer to rewrite the algebraic expressions.

### 3.4.1 Algebraic Operators

The service algebra consists of three major operators: F-map ($\chi$), Q-select ($\delta$), and Compose ($\oplus$). The algebra operators are applied to a service relation and produce a new service relation.

#### 3.4.1.1 F-map

The F-map operator, denoted by $\chi$, is used to map a service relation $SR$ onto a subset of (user selected) service operations and result in a service relation $SR'$. The service schema of $SR'$ is a service graph $G_s$, which is an operation set graph built upon the user specified operations and the service graph of $SR$. The F-map operator is also called functional map because users can choose their desired functionality (in terms of service operations) using this operator. F-map is formally defined as follows:

$$\chi_{op}(SR) = \{s.sid, s[G(op)]|SR(s)\}$$

where

- $op$ is the set of service operations that a user wants to select to achieve the desired functionality.

- $G(op)$ is an operation set graph. It contains the service operations specified by the service query and all their dependent operations. Recall that in Theorem 1, we proved that an operation graph is a minimum accessible graph for $op$. It consists of all the necessary operations that make the operation specified in the service query accessible. It also specifies the dependency constraints for accessing these operations. Therefore, the operation (set) graph can be regarded as the schema (i.e., $G_s$) for the retrieved service relation.
• The \[ \] operator selects the operations from s with respect to G(op), i.e., the retrieved service tuple only contains all the operations of G(op).

**Example 6.** An algebraic service query that retrieves the \texttt{insuranceQuote} operation from the CI service relation is interpreted as follows:

\[
\chi\{\text{insuranceQuote}\} (\text{CI}) = \{s.\text{id}, s[G\{\text{insuranceQuote}\}]|CI(s)\}
\]

### 3.4.1.2 Q-Select

The \texttt{Q-select} operator, denoted by \(\delta\), is used to select a subset of service tuples from service relation \(SR\) that satisfy some \textit{quality requirement}. The selected tuples form a service relation \(SR'\), which has the same service schema as \(SR\). \texttt{Q-select} is also called \texttt{quality select}. The quality requirement is specified by the \textit{select quality predicate} \(p_s\). \texttt{Q-select} is formally defined as follows:

\[
\delta_{p_s}(SR) = \{s|SR(s) \land p_s(s)\}
\]

where

• \(SR\) is a general service algebra expression which results in a service relation; \(SR(s)\) takes \textit{True} if \(s\) belongs to the generated service relation, \textit{False} otherwise.

• \(p_s\) is a select quality predicate, which connects a set of \textit{clauses} using the boolean operators: conjunction (\(\land\)), disjunction (\(\lor\)), and negation (\(\neg\)). A clause has the form of \(x \theta_q c\) and returns a boolean, where (i) \(\theta_q\) is a QoWS parameter comparison operator taken from \(\{=, >, \geq, <, \leq\}\); (ii) \(x\) is a QoWS parameter and \(c\) is a constant.

**Example 7.** An algebraic service query that retrieves the CI service instances with a vehicle history report cost less than 20 dollars can be interpreted as follows:

\[
\delta_{\lambda_4(\text{drivingHistory}) \leq 20}(CI) = \{s|CI(s) \land \lambda_4(s.\text{drivingHistory}) \leq 20\}
\]

The following algebra expression combines the \texttt{F-map} and the \texttt{Q-select} operators:

\[
\chi(\text{insuranceQuote})(\delta_{\lambda_5(\text{insuranceQuote}) \geq 3}(CI))
= \{s.\text{id}, s[G(\text{insuranceQuote})]|CI(s) \land \lambda_5(s.\text{insuranceQuote}) \geq 3\}
\]

\[\square\]
### 3.4.1.3 Compose

The **Compose** operator, denoted by $\oplus$, combines two service relations $SR_1$ and $SR_2$ into a single service relation $SR'$. The service schema of $SR'$ is the concatenation of the service graphs of $SR_1$ and $SR_2$, i.e., $G_s = G_1 \circ G_2$. It is used to address the complex service queries that require the cooperation of multiple services. Users can specify their quality requirement over multiple services by using the **compose quality predicate** $p_c$. These requirements will be used to select service tuples from the combined service relation. **Compose** is formally defined as follows:

$$SR_1 \oplus_{p_c} SR_2 = \{s.sid, s\left[G_1 \circ G_2\right] \left(\exists s_1 \left(\exists s_2\right) SR_1(s_1) \land SR_2(s_2) \land s.\text{op} == (s_1.\text{op} \circ s_2.\text{op}) \land p_c(s)\}\}$$

where

- $G_1$ and $G_2$ are the service graphs of $SR_1$ and $SR_2$ respectively. $G_1 \circ G_2$ represents graph concatenation (see Definition 1 for details).

- $p_c$ is a **quality predicate**, which connects a set of clauses using the conjunction ($\land$) operator. Each clause takes the form of $x \theta_y$, where $x$ is a QoWS parameter of a service operation from $SR_1$ and $y$ is a QoWS parameter of a service operation from $SR_2$.

- $s.\text{op} == t.\text{op}$ takes a *True* value if $s$ and $t$ have the same set of service operations (i.e., the signatures are the same) whereas it takes a *False* value otherwise, where $s.\text{op}$ denotes the service operations of service tuple $s$ and $t.\text{op}$ denotes the service operations of service tuple $t$.

- $s_1.\text{op} \circ s_2.\text{op}$ represents service tuple concatenation. If $s_1$ and $s_2$ have $m$ and $n$ service operations respectively, the result of service tuple concatenation will be an operation set with $(m + n)$ service operations\(^1\), with the first $m$ operations from $s_1$ and the following $n$ operations from $s_2$.

**Example 8.** The following algebraic expression applies to two service relations, $CP$ and $CI$. It retrieves the combined tuples, in which the **insuranceQuote** operation has a higher availability than the **carQuote** operation.

$$\chi_{(op_1,op_2)}(CP \oplus_{\lambda_3(op_1) < \lambda_3(op_2)} CI) = \{s.sid, s\left[G(op_1) \circ G(op_2)\right] \left(\exists cp \left(\exists ci\right) \left(CP(cp) \land CI(ci) \land s.\text{op} == (cp.\text{op} \circ ci.\text{op}) \land \lambda_3(cp.\text{op}_1) < \lambda_3(ci.\text{op}_2)\}\right)\}$$

\(^1\)The service schema is designed to have different service graphs with different functionalities (i.e., different set of operations). In this regards, the set of operations for two service graphs are disjoint.
Table 3.2: Algebraic Equivalent Rules

<table>
<thead>
<tr>
<th>Rule Description</th>
<th>Mathematical Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Associative rule</td>
<td>$SR_1Ω(SR_2ΩSR_3) = (SR_1ΩSR_2)ΩSR_3, \forall Ω ∈ {⊕, ⊗}$</td>
</tr>
<tr>
<td>2. Communicative rule</td>
<td>$SR_1ΩSR_2 = SR_2ΩSR_1, \forall Ω ∈ {⊕, ⊗}$</td>
</tr>
<tr>
<td>3. Cascading rule</td>
<td>$3.1. \chi_{op_1}(\chi_{op_2}(...(\chi_{op_n}(SR)))) = \chi_{op_1}∪<em>{op_2}...∪</em>{op_n}(SR)$</td>
</tr>
<tr>
<td>4. Swapping rule</td>
<td>$4.1. \delta_{p_1}(\delta_{p_2}(...(\delta_{p_n}(SR)))) = \delta_{p_1}∧<em>{p_2}...∧</em>{p_n}(SR)$</td>
</tr>
</tbody>
</table>

where $op_1$ and $op_2$ represent the service operations `carQuote` and `insuranceQuote` respectively.

The query combines the `Compose` operator and the `F-map` operator. The schema of the resulted service relation $SR'$ is the concatenation of two operation (set) graphs, i.e., $G_s = G(op_1) ◦ G(op_2)$.

If a user does not specify any quality predicate, $p_c$ becomes empty. We define a `Compose` operator with empty quality predicate as `Crossover`, denoted as $⊗$. `Crossover` is interpreted the same way as `Compose` by only removing the $p_c$ part.

3.4.2 Algebraic Equivalent Rules

We present a set of algebraic equivalent rules in this section. Algebraic rewriting can be performed based on these rules. This enables algebraic optimization to generate efficient Service Query Plans (SQPs). Table 3.2 gives the details of each of these algebraic equivalent rules.

The correctness of the algebraic rules can be proved directly from the definition of our service algebra. These rules lay out a foundation for algebraic rewriting. We now present our heuristic rules for finding efficient SQPs. We assume that the internal form of a service query is implemented using a parse tree.

1. Split the Q-select with multi-clause predicates into a set of cascading Q-selects with
single-clause predicates by using cascading rule 3.2.

2. Move Q-selects towards the leaves of the parse tree by using swapping rules, 4.1, 4.3, and 4.4.

3. Split the F-map with multiple sets of operations into a set of cascading F-maps with single set of operations by using cascading rule 3.1.

4. Move F-maps towards the leaves of the parse tree by using swapping rules, 4.2, 4.3, and 4.4.

5. Combine cascading Q-selects and F-maps into a single Q-select, a single F-map, or a Q-select followed by a F-map by using cascading rules, 3.1, 3.2, and swapping rule 4.1.

3.5 Implementing the Algebraic Operators

We present the implementation of the algebraic operators in this section. This enables the generation of SEPs that can be directly used by service users to access services. In relational databases, there is a strong correspondence between algebraic operators and the low-level primitives of the physical system [67]. This correspondence comes from the mapping between relations and files, and tuples and records [74]. In our service query framework, the service execution plan depends on both the service instances and the shape of the service graph. The service instances are offered by the actual service providers. The service graph serves as the schema of the service instances. It specifies the dependency constraints of accessing the service operations in the service instances.

3.5.1 Storing the Service Relations

We leverage the relational database approach to store service instances. A service relation can be mapped to a set of database relations and stored in a relational database. Service relations allow nonatomic attributes. For example, a service operation is a composite attribute, which consists of an operation id (opid) and a set of QoWS values ($\lambda(op)$). This makes a service relation a nested relation. Therefore, a service relation contradicts with the First Normal Form (1NF) of relational databases. To normalize service relations into 1NF, we need to remove the nested relation attributes into new relations and propagate the primary key into it. A service relation
SR(sid, \{op_1(opid, \lambda(op_1))\}, ..., \{op_n(opid, \lambda(op_n))\})

is decomposed into \((m + 1)\) database relations:

\[
\begin{align*}
opid(SR)(sid, opid(op_1), \ldots, opid(op_n)) \\
\lambda_1(SR)(sid, \lambda_1(op_1), \ldots, \lambda_1(op_n)) \\
\vdots \\
\lambda_m(SR)(sid, \lambda_m(op_1), \ldots, \lambda_m(op_n))
\end{align*}
\]

Figure 3.7 illustrates the normalization process. SR is a service relation (see Figure 3.7(a)). The \(op_i\) attribute is multivalued, which contradicts with 1NF. The normalization decomposes SR into \((m + 1)\) 1NF relations, as shown in Figure 3.7(b). Normalization transforms a service relation into a set of database relations. Service relations can thus be stored in relational databases.

3.5.2 Implementing the Service Algebra

New service graphs might need to be generated when processing the algebraic service queries. Generating a new service graph is usually not as straightforward as generating a new relational data schema. Among the three algebraic operators, F-map and Compose require the generation of new service graphs. Therefore, implementation of these two operators consists of two major tasks: generating the service graph and retrieving service instances. The Q-select operator does not involve any update of the service graph. It only retrieves the service instances based on the quality requirement.
3.5.2.1 F-map

**Service Graph Generation:** The F-map operator employs an algorithm called $OSG_{gen}$ (i.e., Operation-Set-Graph generation) to output an operation set graph given a set of service operations and a service graph. The resultant operation set graph will be the schema for the new service relation generated by the F-map operator. Algorithm 1 illustrates the Operation-set-graph generation process.

**Service Instance Retrieval:** The F-map operator performs database projections on each of the quality value relations and the service id relation, i.e., $\Pi_{opid(Gop_1),...,opid(Gop_k)}(opid(SR))$, $\Pi_{\lambda_1(Gop_1),...,\lambda_1(Gop_k)}(\lambda_1(SR))$, ..., and $\Pi_{\lambda_m(Gop_1),...,\lambda_m(Gop_k)}(\lambda_m(SR))$, where $Gop_1$, ..., and $Gop_k$ are the operations from service graph $G$.

3.5.2.2 Q-select

**Service Instance Retrieval:** The Q-select operator uses five steps to retrieve service instances:

1. Divide the selection predicate $p(\lambda_1, \lambda_2, ..., \lambda_k)$ into $k$ subpredicates $p(\lambda_1)$, $p(\lambda_2)$, ..., $p(\lambda_k)$, where $k$ is the number of distinct quality parameters in the selection predicate.

2. Use the subpredicates to perform database selection, $\sigma_{p(\lambda_1)}(\lambda_1(SR))$, $\sigma_{p(\lambda_2)}(\lambda_2(SR))$, ..., and $\sigma_{p(\lambda_k)}(\lambda_k(SR))$.

3. Perform database projection on the resultant relations from step 2 to retrieve the service id, $sid_{\lambda_1} = \Pi_{sid}(\sigma_{p(\lambda_1)}(\lambda_1(SR)))$, $sid_{\lambda_2} = \Pi_{sid}(\sigma_{p(\lambda_2)}(\lambda_2(SR)))$, ..., and $sid_{\lambda_k} = \Pi_{sid}(\sigma_{p(\lambda_k)}(\lambda_k(SR)))$.

4. Combine $sid_{\lambda_1}$, $sid_{\lambda_2}$, ..., $sid_{\lambda_k}$ to generate the relation SID, which contains all the sids to be retrieved. The combination process is performed based on the boolean operators used to connect different quality parameter clauses in $p(\lambda_1, \lambda_2, ..., \lambda_k)$. The boolean operator can take one of the following two forms: $\lor$ and $\land$. For example, if $p = c(\lambda_1) \land c(\lambda_2)$, $SID = sid_{\lambda_1} \cap sid_{\lambda_2}$; if $p = c(\lambda_1) \lor c(\lambda_2)$, $SID = sid_{\lambda_1} \cup sid_{\lambda_2}$

5. Perform database natural join, $opid(SR) \bowtie SID$, $\lambda_1(SR) \bowtie SID$, ..., and $\lambda_k(SR) \bowtie SID$ to retrieve the operation id and quality values for the retrieved service instances.
3.5.2.3 Compose

**Service Graph Generation:** The Compose operator employs an algorithm called $G_{con}$ (i.e., Graph concatenation) to output a new service graph given two service graphs and a set of edges representing inter-service dependencies. The resultant service graph will be the schema for the new service relation generated by the Compose operator. Algorithm 2 illustrates the graph concatenation process.

**Service Instance Retrieval:** The Compose operator uses five steps to retrieve service instances:

1. Divide the selection predicate $p$ into a set of subpredicates, each of which contains a single clause.

2. Perform database $\theta$-join, $\lambda_i(SR_1) \bowtie_{p(\lambda_i, \lambda_j)} \lambda_j(SR_2)$, where $p(\lambda_i, \lambda_j)$ is a subpredicate containing $\lambda_i$ and $\lambda_j$ and $\lambda_i \neq \lambda_j$. $\lambda_j$ can refer to the same quality parameter, for example, $p = \lambda_3(carQuote) < \lambda_3(insuranceQuote)$.

3. Perform database projection on the resultant relations from step 2 to retrieve the service id, $sid_{\lambda_i, \lambda_j} = \Pi_{\text{sid}_i, \text{sid}_j}(\lambda_i(SR_1) \bowtie_{p(\lambda_i, \lambda_j)} \lambda_j(SR_2))$.

4. Combine $sid_{\lambda_i, \lambda_j}$ to generate the relation SID, which contains all the sids to be retrieved. The combination process is similar to step 4 of the Q-select operator.

5. Perform database natural join, $(\text{opid}(SR_1) \bowtie SID) \bowtie (\text{opid}(SR_2)$, $(\lambda_1(SR_1) \bowtie SID) \bowtie \lambda_1(SR_2)$, ..., and $(\lambda_k(SR_1) \bowtie SID) \bowtie \lambda_k(SR_2)$ to retrieve the operation id and quality values for the retrieved service instances.
Algorithm 1 Operation Set Graph Generation ($OSG_{con}$)

Input: A set of service operations $\vec{op} = \{op_1, ..., op_n\}$, a service graph $SG$
Output: An operation set graph $OSG$

1: $OSG = \phi$
2: for all $op \in \vec{op}$ do
3: $OG = OG_{gen}(SG, op)$
4: $OSG = OSG \cup OG$
5: end for

Function $OG_{gen}(SG, op)$
7: $OG.E = \phi$, $OG.V = \phi$
8: $OG.V = OG.V \cup \{op\}$
9: for all $e \in SG.E$ do
10: if $e.to == op$ then
11: $OG.E = OG.E \cup \{e\}$
12: $op' = e.from$
13: end if
14: end for
15: $OG' = OG_{gen}(OG, op')$
16: $OG = OG \cup OG'$

Algorithm 2 Service Graph Concatenation Algorithm ($G_{con}$)

Input: Two service graphs $SG_1$, $SG_2$, an edge set $E_D = \{e_1, e_2, ..., e_n\}$
Output: A service graph $SG$
1: $SG.V = \phi$, $SG.E = \phi$
2: $SG.V = SG_1.V \cup SG_2.V$
3: $SG.E = SG_1.E \cup SG_2.E \cup E_D$
4: $SG = SG - \{SG_1.\epsilon, SG_2.\epsilon\}$
5: $SG.\epsilon = \epsilon_0$
6: for all $op \in SG.V$ do
7: if $op$ does not have any incoming edge then
8: $e' = \{\epsilon, op\}$
9: $SG.E = SG.E \cup \{e'\}$
10: end if
11: end for

3.5.3 Complexity of Service Algebraic Operators

We analyze the complexity of the service algebraic operators in this section. The complexity is defined with respect to the cardinalities of the service relations that are independent of the physical implementation details. We assume the cardinality of the original service relations is $t$. Table 3.3 summarizes the complexity of each service algebraic operator.

**F-map** – The F-map operator first generates a new service graph by applying $OSG_{gen}$ that has a complexity of $O(n \times (V + E))$. It then retrieves the service instances by performing
projection on each relation, include the operation id relation and the \( m \) quality value relation. This requires a complexity of \( O(m \times t) \). Therefore, the overall complexity is \( O(n \times (V + E) + m \times t) \).

**Q-select** – The **Q-select** operator uses five major steps for retrieving service instances. We analyze the complexity of each step and derive the total complexity in the end.

1. Step 1 divides a complex selection predicate into \( k \) subpredicates. It requires one pass of the \( k \) subpredicates and has a complexity of \( O(k) \).

2. Step 2 performs selection using the \( k \) subpredicates on \( k \) quality value relations respectively. The complexity is \( O(k \times t) \).

3. Step 3 projects the resultant quality value relation onto the \( sid \) attribute. We assume that the average selection factor in Step 2 is \( s_F \). Therefore, the complexity of step 3 is \( O(k \times t \times s_F) \).

4. Step 4 uses the set operators (i.e., \( \cap \) and \( \cup \)) to get the final sids. To eliminate duplicates, we assume that the set operators usually need to sort the relations on the sids and then compare the sids from both relations. Therefore, the complexity is \( O((k - 1) \times t \times s_F \times \log (t \times s_F)) \).

5. Step 5 joins the final sids with the operation id relation and all the \( m \) quality value relation. We assume that natural join also needs to sort the relations on sids. Therefore, the complexity is \( O(m \times t \times \log t) \).

We can derive the overall complexity of the **Q-select** operator as:

\[
O(k + k \times t + k \times t \times s_F + (k - 1) \times t \times s_F \times \log t \times s_F + m \times t \times \log t)
= O((k + m) \times t \times s_F \times \log t)
\]

**Compose** – The **Compose** operator first applies the \( G_{com} \) to generate a new service graph that requires a complexity of \( O(V + E) \). It then uses five major steps for retrieving service instances. We analyze the complexity of each step and derive the overall complexity in the end.

1. Step 1 divides a complex project predicate into \( k \) subpredicates. It requires one pass of the \( k \) subpredicates and has a complexity of \( O(k) \).
Table 3.3: Complexity of Service Algebraic Operators

<table>
<thead>
<tr>
<th>Algebraic operator</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-map</td>
<td>$O(n \times (V + E) + m \times t)$</td>
</tr>
<tr>
<td>Q-select</td>
<td>$O((k + m) \times t \times s_F \times \log t)$</td>
</tr>
<tr>
<td>Compose</td>
<td>$O((V + E) + (k \times t + m) \times t \times \log t)$</td>
</tr>
<tr>
<td>Crossover</td>
<td>$O((V + E) + (m + 1) \times t^2)$</td>
</tr>
</tbody>
</table>

2. Step 2 performs $\theta$-join using the $k$ subpredicates respectively. The complexity is $O(k \times t \times \log t)$.

3. Step 3 projects the resultant quality value relation onto the $sid$ attribute. We assume that the average selection factor in Step 2 is $s'_F$. Therefore, the complexity of step 3 is $O(k \times t^2 \times s'_F)$.

4. Step 4 uses the set operators (i.e., $\cap$ and $\cup$) to get the final sids. To eliminate duplicates, we assume that the set operators usually need to sort the relations on the sids and then compare the sids from both relations. Therefore, the complexity is $O((k - 1) \times t^2 \times s'_F \times \log (t^2 \times s'_F))$.

5. Step 5 performs $(opid(SR_1) \bowtie SID) \bowtie (opid(SR_2), (\lambda_1(SR_1) \bowtie SID) \bowtie \lambda_1(SR_2),..., (\lambda_m(SR_1) \bowtie SID) \bowtie \lambda_k(SR_2))$ to retrieve the operation id and quality values for the retrieved service instances. Since SID has been sorted in Step 4, the complexity is $O(m \times t \times \log t)$.

We can derive the overall complexity of the Compose operator as:

$$O((V + E) + k + k \times t \times \log t + k \times t^2 \times s'_F + (k - 1) \times t^2 \times s'_F \times \log (t^2 \times s'_F) + m \times t \times \log t)$$

$$= O((V + E) + (k \times t + m) \times t \times s'_F \times \log t)$$

**Crossover** — The Crossover first applies the $G_{con}$ to generate a new service graph that requires a complexity of $O(V + E)$. It then applies to the operation id relation and the $m$ quality value relation. Therefore, they have a complexity of $O((V + E) + (m + 1) \times t^2)$. 

3.5.4 Generating SEPs

The retrieved service relation conforms to the service graphs that define the service operations and their dependency constraints for the service instances in the retrieved service relation. We investigate in this section how to generate SEPs from the retrieved service instances based on the service graphs. The service graphs could be generated during query processing (e.g., if F-map and Compose are involved) or originally defined by the service schema. We propose an algorithm that generates a service execution path from a service graph. The service execution path arranges all operations in the service graph into a sequence with respect to all the dependency constraints. A service execution path is non-executable because operations in the path are at the schema level, i.e., these operations are not from any particular service instances. SEPs can be generated by instantiating the service execution path with the operations from the service instances. A SEP is executable in that it is formed by the operations from service instances that correspond to the actual service providers.

Remark 3. A Service Execution Plan (SEP) is different from a Service Query Plan (SQP) from two major aspects:

1. A SEP consists of a set of service operations from the retrieved service instances. A SQP, on the other hand, is composed of algebraic operators and service relations. It is used for retrieving service instances.

2. A SEP specifies the order to execute the service operations. A SQP, on the other hand, specifies the order of the algebraic operators and service relations for retrieving service instances.
Algorithm 3 Service Execution Path Generation

**Input:** A Service Graph G  
**Output:** A Service Execution Path \( P = (\epsilon, op_1, ..., op_n) \)

1: for all \( op \in G \) do  
2: \( op\).order=-1;  
3: end for  
4: for all \( e \in G \) do  
5: \( e\).color=red;  
6: end for  
7: current_order=0;  
8: \( P[current\_order]=\epsilon \);  
9: \( \epsilon\).order=current\_order+1;  
10: current\_order=current\_order+1;  
11: for all \( \epsilon\)'s outgoing edge \( e \) do  
12: \( e\).color=green;  
13: end for  
14: for all \( \epsilon\)'s next operation \( op \) do  
15: Depth_First_Traversal(G, op, P, current\_order);  
16: end for  
17: for all operation \( op' \) do  
18: if \( op'\).order==-1 then  
19: Depth_First_Traversal(G, op', P, current\_order);  
20: end if  
21: end for

Algorithm 4 Depth_First_Traversal

**Input:** \( G, op, P, order \)

1: executable=true;  
2: for all \( op'\)'s incoming edge \( e \) do  
3: if \( e\).color==red then  
4: executable=false;  
5: break;  
6: end if  
7: end for  
8: if executable==false then  
9: return;  
10: end if  
11: \( P[current\_order]=op \);  
12: \( op\).order=current\_order+1;  
13: current\_order=current\_order+1;  
14: for all \( op\)'s outgoing edge \( e \) do  
15: \( e\).color=green;  
16: end for  
17: for all \( op\)'s next operation \( op' \) do  
18: Depth_First_Traversal(G, op', P, current\_order);  
19: end for

Algorithm 3 illustrates the algorithm of generating a service execution path from a service
The produced service execution path is an ordered list of service operations. This algorithm has two major features: *edge coloring* and *depth-first traversal*. First, the orders among operations need to conform to the dependency constraints. Therefore, an operation can be executed only after all of its depending operations have been executed. To fulfill this requirement, we color the edges of the graph as green and red. An edge is initially colored as red (line 4-6). Once a service operation is visited, all of its outgoing edges are colored as green (line 11-13). Only the operations with all green incoming edges will be visited. Edge coloring guarantees that service operations can be executed in the order that conforms to dependencies. Second, we use the recursive call to achieve a graph depth-first traversal (shown in Algorithm 4). The graph depth-first traversal will put service operations that come from the same service paths (e.g., `paymentHistory` and `financingQuote`) close to one another in the service execution path. This enables users to continuously perform a set of related operations.

**Theorem 3.** *The execution path generation algorithm has the complexity of* $O|V + E|$.

**Proof:** This algorithm is a graph depth-first traversal algorithm. Therefore, it has the complexity of $O|V + E|$. ■

### 3.6 Service Query Optimization

The retrieved service relation usually contains more than one service instances. Therefore, multiple SEPs can be generated from the service relation. All these SEPs satisfy the functional and quality requirement specified by the query. However, users may have special preference for some QoWS parameters over others. For example, Mary wants to use the SEP with the highest reputation, i.e., she prefers to buy the car package from the most reputable providers. The preference is on the *entire* SEP that usually contains multiple operations. It is different from the quality requirement in the service query that is on some *individual* operations (e.g., get the history report for less than 20 dollars). The QoWS aware query optimization is a “user centered” optimization. It is to find the SEP with the best quality based on user preference over the entire SEP. In this regard, the service query optimization performs a *global selection* as opposed to *local search* that is performed by the query processor. In this section, we first present a set of aggregation functions to compute the QoWS for SEPs. They combine the QoWS parameters from multiple service operations. An score function is then presented to evaluate the entire SEPs. Finally, we present two optimization algorithms to find the best SEPs.
Table 3.4: QoS for a Service Execution Plan

<table>
<thead>
<tr>
<th>QoS parameter</th>
<th>Aggregation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency</td>
<td>(\sum_{i=1}^{n} latency(op_i))</td>
</tr>
<tr>
<td>Reliability</td>
<td>(\prod_{i=1}^{n} rel(op_i))</td>
</tr>
<tr>
<td>Availability</td>
<td>(\prod_{i=1}^{n} av(op_i))</td>
</tr>
<tr>
<td>Fee</td>
<td>(\sum_{i=1}^{n} fee(op_i))</td>
</tr>
<tr>
<td>Reputation</td>
<td>(\frac{1}{n} \sum_{i=1}^{n} rep(op_i))</td>
</tr>
</tbody>
</table>

3.6.1 QoS for SEPs

We need now to compute the QoS parameters for the entire service execution plan that may contain multiple service operations. Based on the meaning of QoS, we define a set of aggregation functions to compute QoS of service execution plans, as shown in Table 3.4. The quality of a SEP can thus be characterized as a vector of QoS,

\[
\text{Quality}(SEP_i) = (lat(SEP_i), rel(SEP_i), av(SEP_i), fee(SEP_i), rep(SEP_i)).
\]

\(lat\) (latency) and \(fee\) (usage fee) take scalar values (\(\mathbb{R}^+\)). \(av\) (availability), and \(rel\) (reliability) represent probability values (a real value between 0 and 1). Finally, \(rep\) (reputation) ranges over the interval \([0,5]\).

3.6.2 Score Function

We define a score function to compute a scalar value out of the QoS vector of the SEPs. This can facilitate the comparison of the quality of the SEPs. Since users may have preferences over how their queries are answered, they may specify the relative importance of QoS parameters. We assign weights, ranging from 0 to 1, to each QoS parameter to reflect the level of importance. Default values are otherwise used.

We use the following score function \(F\) to evaluate the quality of the service execution plans. By using the score function, the QoS optimization is to find the execution plan with the maximum score.

\[
F = \left( \sum_{Q_i \in Neg} W_i \frac{Q_i^{max} - Q_i}{Q_i^{max} - Q_i^{min}} \right) + \sum_{Q_i \in Pos} W_i \frac{Q_i - Q_i^{min}}{Q_i^{max} - Q_i^{min}}
\]
where $Neg$ and $Pos$ are the sets of negative and positive $QoWS$ respectively. In negative (resp. positive) parameters, the higher (resp. lower) the value, the worse is the quality. $W_i$ are weights assigned by users to each parameter. $Q_i$ is the value of the $i^{th}$ $QoWS$ of the service execution plan obtained through the aggregate functions from Table 3.4. $Q_{i}^{\text{max}}$ is the maximum value for the $i^{th}$ $QoWS$ parameter for all potential service execution plans and $Q_{i}^{\text{min}}$ is the minimum. These two values can be computed by considering the operations from service instances with the highest and lowest values for the $i^{th}$ $QoWS$.

### 3.6.3 Optimization Algorithms

The algebraic optimization depends on the “predicate pushdown” rules to perform $\text{Compose}$ and $\text{Crossover}$ as late as possible. Since the service algebraic rules also include associative and communicative rules for $\text{Compose}$ and $\text{Crossover}$, many equivalent expressions can still be produced after the algebraic optimization. As the number of $\text{Compose}$ or $\text{Crossover}$ in a service query increases, the number of different composition orders may grow rapidly. The objective of service query optimization is to select the most efficient composition order to form a fast SQP. It then selects the SEP with the best user desired quality from the multiple candidates resulted from the SQP.
Algorithm 5 DP Plan Optimization

1: for all \( i \in [1,k] \) do
2: \hspace{1em} find the best query plan \( \text{bestSQP} \{ \{ SR_i \} \} \) for \( SR_i \);
3: end for
4: for all \( i \in [2,k] \) do
5: \hspace{1em} for all \( PR \subseteq \{ SR_1, ..., SR_k \} \) s.t. \( ||PR|| = i \) do
6: \hspace{2em} // \( PR \) is a set with \( i \) service relations
7: \hspace{2em} bestSQP = a system generated SQP with \( +\infty \) cost;
8: \hspace{2em} for all pair \( PR_j, SR_j \) s.t. \( PR = \{ SR_j \} \cup PR_j \) and \( SR_j \notin PR_j \) do
9: \hspace{3em} // \( PR_j \) is a set with \( (i-1) \) service relations
10: \hspace{3em} tempSQP = composePlan(bestSQP(\( PR \)), \( SR_j \));
11: \hspace{3em} if tempSQP.cost < bestSQP.cost then
12: \hspace{4em} bestSQP = tempSQP;
13: end if
14: end for
15: end for
16: end for
17: \{ SEP_1, ..., SEP_m \} = execute(bestSQP(\{ SR_1, ..., SR_k \}));
18: bestSEP = a system generated SEP with \( -\infty \) score;
19: for all \( i \in [1,m] \) do
20: \hspace{1em} SEP_i.score = F(\( SEP_i \));
21: \hspace{1em} if SEP_i.score < bestSEP.score then
22: \hspace{2em} bestSEP = SEP_i;
23: end if
24: end for
25: return bestSEP;

Join ordering optimization has been intensively investigated in database research [24, 67]. One of the most adopted approaches is the System-R bottom-up dynamic programming query optimization [67]. A straightforward solution for our service query optimization is to extend the DP optimization approach. Figure 5 shows the extended DP based plan optimization algorithm. It consists of two major phases. The first phase depends on dynamic programming to select the most efficient query plan (line 1-17). The query plan is then executed in the second phase (line 18), which results in a set of SEPs. The second phase then proceeds to select the SEP with the best quality (i.e., the maximum score) (line 19-26). It is worth noting that multiple query plans may coexist even if they share the same join order in the first phase of the algorithm. This is because some query plan may place the service tuples in interesting orders that can be beneficial to subsequent algebraic operators [67].

DP optimization performs all Crossovers as late in the join sequence as possible [67]. This implies that in composing service relations \( SR_1, SR_2, ..., SR_n \) only those orderings \( SR_{i1}, SR_{i2}, ..., SR_{in} \) are examined in which for all \( j \), where \( j = 2, ..., n \), either
Figure 3.8: Properties of Crossover

1. \( SR_{ij} \) has at least one join predicate with some relation \( SR_{ik} \), where \( k < j \), or

2. \( \forall k > j, SR_{ik} \) has no compose quality predicate with \( SR_{i1}, ..., SR_{i(j-1)} \)

All query plans that satisfy the above composition ordering requirement can generate relatively smaller number of intermediate results than other query plans. Therefore, they can be performed more efficiently to generate the SEPs. Since service query optimization aims to select the best SEP, it will be necessary if a query plan can return a subset of the SEPs where the optimal solution is in it. This can effectively reduce the enumeration space. Therefore, we can further improve the DP optimization. The challenge is how to ensure that the optimal solution is included in the subset of SEPs. This is addressed by a special treatment on the Crossover operator.

A Divide-And-Conquer Query Optimization Strategy

Crossover is an expensive algebraic operator. The number of service tuples returned is exponential to the number of service relations that are involved. In this section, we propose an approach to deal with the Crossover operator. This approach enables the optimization process to consider only a small subset of the service execution plans. It guarantees that the subset encompasses the (semi) optimal solution. This greatly improves the system performance while preserving the quality of the selected SEP.

We first investigate some important properties of the Crossover operator. Figure 3.8 helps illustrate these properties. Service relation \( SR_{j-1} \) is the result of a sequence of compositions. The service relations (e.g., \( SR_1 \) and \( SR_2 \)) under the Compose operator are “partially connected” based on the compose quality predicate. By “partially connected”, we mean that only a subset of service tuples from \( SR_1 \) and \( SR_2 \) are selected and combined to form the composed relation (see the connections between \( SR_1 \) and \( SR_2 \) in Figure 3.8). The number
of service generated is \( \text{card}(SR_1) \times \text{card}(SR_2) \times SF_j(SR_1, SR_2, p) \), where \( SF_j(SR_1, SR_2, p) \) is the join selectivity factor. The selectivity factor depends on service relations and the compose quality predicate. It takes a real value between 0 and 1. After the sequence of compositions are performed, service relation \( SR_{j-1} \) is combined with \( SR_j \) to generate the final result using the \textit{Crossover} operator. Since there is no compose predicate, \( SR_{j-1} \) is “fully connected” with \( SR_j \) to perform the \textit{Crossover} (see the connections between \( SR_{j-1} \) and \( SR_j \) in Figure 3.8). This results in \( \text{card}(SR_{j-1}) \times \text{card}(SR_j) \) service tuples. The searching space would be greatly increased by the \textit{Crossover} operator.

We adopt a \textit{divide-and-conquer} strategy to deal with \textit{Crossover}. The strategy generates a set of (sub) optimal partial SEPs through local search. It then combines these partial SEPs to form the final SEP. Before going into the details, we first introduce some approximation functions which will be used in this strategy. Two aggregation functions (i.e., the functions for reliability and availability) presented in Table 3.4 do not combine QoS parameters from multiple service operations in a linear manner. We propose two linear functions to approximate the original functions for aggregation purpose. Specifically,

\[
\text{Reliability} = \sum_{i=1}^{n} \log(\text{rel}(op_i)), \quad \text{Availability} = \sum_{i=1}^{n} \log(\text{av}(op_i))
\]

These enable to express the score of the final SEP as a linear combination of the scores from the partial SEPs. In the example shown in Figure 3.8, the score of the final SEP is the sum of those from its partial SEPs, i.e., \( \text{score}(SEP_{i,k}) = \text{score}(SEP_{i-1}^j) + \text{score}(SEP_k^j) \).

\( SR_{j-1} \) is fully connected with \( SR_j \) through the \textit{Crossover} operator. There must be a connection between the best partial plan in \( \{SEP\}_{j-1} \) and the best partial plan in \( \{SEP\}_j \). The aggregation of these two partial plans forms the best service execution plan. This is because \( \text{best}(\{SEP\}).\text{score} = \text{best}(\{SEP\}_{j-1}).\text{score} + \text{best}(\{SEP\}_j).\text{score} \). Therefore, the optimization algorithm can perform the sequence of joins and query a single (or a set of) service relation(s) separately. This enables to achieve the (semi) final optimal solution through a set of local search without the need to really perform the \textit{Crossover}. We call this optimization strategy the \textit{Divide-And-Conquer-DP (DAC-DP) optimization}. The best partial SEPs can finally be combined to form the (semi) optimal solution. For the case shown in Figure 3.8, only \( (\text{card}(SR_{j-1}) + \text{card}(SR_j)) \) service tuples are returned instead of \( (\text{card}(SR_{j-1}) \times \text{card}(SR_j)) \). Figure 6 shows the DAC-DP service query optimization algorithm. The algorithm first perform the sequence of compositions on the first \( t \) service relations and generate \( m \) partial SEPs (line 18). It then selects the best partial SEP (line 20-25). The algorithm then proceeds to query each of the remaining service relations that need to be combined using the \textit{Crossover} operator. It selects the best partial SEP from
the query result of each service relation (line 27-34). All the best partial SEPs are then combined to form the final SEP (line 35).

Algorithm 6 DAC-DP Plan Optimization

1: for all $i \in [1, k]$ do \\
2: $\quad$ find the best query plan $\text{bestSQP}({SR_i})$ for $SR_i$; \\
3: $\quad$ end for \\
4: for all $i \in [2, k]$ do \\
5: $\quad$ for all $PR \subseteq \{SR_1, ..., SR_k\}$ s.t. $||PR|| = i$ do \\
6: $\quad\quad$ $\text{// } PR \text{ is a set with } i \text{ service relations} \\
7: $\quad\quad$ $\text{bestSQP} = \text{a system generated SQP with } +\infty \text{ cost} ;$ \\
8: $\quad\quad$ for all pair $PR_j, SR_j$ s.t. $PR = \{SR_j\} \cup PR_j$ and $SR_j \notin PR_j$ do \\
9: $\quad\quad\quad$ $\text{// } PR_j \text{ is a set with } (i - 1) \text{ service relations}$ \\
10: $\quad\quad\quad$ tempSQP = composePlan($\text{bestSQP}(PR_j), SR_j$) ; \\
11: $\quad\quad\quad$ if tempSQP.cost $< \text{bestSQP}.cost$ then \\
12: $\quad\quad\quad\quad$ bestSQP = tempSQP; \\
13: $\quad\quad$ end if \\
14: $\quad$ end for \\
15: $\quad$ bestSQP($PR$) = bestSQP; \\
16: $\quad$ end for \\
17: $\text{end for} \\
18: \{SEP_1, ..., SEP_m\} = \text{execute}($\text{bestSQP}({SR_1, ..., SR_t})$) ; \\
19: bestSEP = $\text{a system generated SEP with } -\infty \text{ score} ;$ \\
20: for all $i \in [1, m]$ do \\
21: $\quad$ $SEP_i$.score = $F(SEP_i)$ ; \\
22: $\quad$ if $SEP_i$.score $< \text{bestSEP}.score$ then \\
23: $\quad\quad$ bestSEP = $SEP_i$ ; \\
24: $\quad$ end if \\
25: $\quad$ end for \\
26: for all $i \in [(t+1), k]$ do \\
27: $\quad\{SEP_{1,t}, ..., SEP_{m,t}\} = \text{execute}($\text{bestSQP}(SR_t)$) ; \\
28: $\quad$ bestSEP$_t$ = $\text{a system generated SEP with } -\infty \text{ score}$ ; \\
29: $\quad$ for all $j \in [1, m^t]$ do \\
30: $\quad\quad$ $SEP_{j,t}$.score = $F(SEP_{j,t})$ ; \\
31: $\quad\quad$ if $SEP_{j,t}$.score $< \text{bestSEP}_{t}.score$ then \\
32: $\quad\quad\quad$ bestSEP = $SEP_{j,t}$ ; \\
33: $\quad\quad$ end if \\
34: $\quad$ end for \\
35: $\quad$ bestSEP = bestSEP $\otimes$ bestSEP$_t$ ; \\
36: $\quad$ end for \\
37: return bestSEP;

3.7 Analytical Model

In this section, we present the analytical model for the above optimization algorithms. We analyze the complexity of the DP-based optimization algorithm and the DAC-DP algorithm.
Table 3.5: Symbols and Parameters

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{SR}$</td>
<td>Total number of service relations</td>
</tr>
<tr>
<td>$N_{SR}^J$</td>
<td>Number of service relations under join</td>
</tr>
<tr>
<td>$N_{SR}^C$</td>
<td>Number of service relations under Cartesian product</td>
</tr>
<tr>
<td>$N_{IO}$</td>
<td>Total number of interesting orders</td>
</tr>
<tr>
<td>$N_{SI}^i$</td>
<td>Number of service instances in the $i$th service relation</td>
</tr>
<tr>
<td>$SF_J(SR_i, SR_{i+1})$</td>
<td>Join selectivity factor between $SR_i, SR_{i+1}$</td>
</tr>
</tbody>
</table>

Table 3.5 defines the parameters and the symbols used in this section.

### 3.7.1 DP-based Query Optimization

We start by studying the complexity of the DP-based optimization algorithm. There are two major phases in this algorithm. The first phase is to select the most efficient query plan whereas the second phase is to generate the best service execution plan. In the first phase, the DP optimization algorithm uses two heuristics to reduce the enumeration space. First, it eliminates the permutations that involve Cartesian products. Second, the commutatively equivalent strategies with the highest cost are also eliminated. Therefore, these heuristics help reduce the size of the enumeration space from $N_{SR}!$ to $2^{N_{SR}}$. The algorithm also considers interesting orders, hence the complexity of the first phase is:

$$O(2^{N_{SR}} \times N_{IO})$$  \hspace{1cm} (3.1)

The second phase enumerates the space of SEPs. The size of the SEP space is determined by the number of service relations, number of service instances per service relation, and the join selectivity factor. The join selectivity factor for Cartesian products takes the value of 1 whereas the selectivity factor for the normal join operators takes a value between 0 and 1. The complexity of the second phase is:

$$O\left( \prod_{i=1}^{N_{SR}} N_{SI}^i \times \prod_{i=1}^{N_{SR}-1} SF_J(SR_i, SR_{i+1}) \right)$$  \hspace{1cm} (3.2)

Therefore, the complexity of the entire DP-based optimization algorithm is:

$$O(2^{N_{SR}} \times N_{IO} + \prod_{i=1}^{N_{SR}} N_{SI}^i \times \prod_{i=1}^{N_{SR}-1} SF_J(SR_i, SR_{i+1}))$$  \hspace{1cm} (3.3)
Table 3.6: Parameter Settings

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CP</th>
<th>CI</th>
<th>FI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>carQuote</td>
<td>historyReport</td>
<td>paymentHistory</td>
</tr>
<tr>
<td>latency</td>
<td>0-300(s)</td>
<td>0-300(s)</td>
<td>0-300(s)</td>
</tr>
<tr>
<td>reliability</td>
<td>0.5-1.0</td>
<td>0.5-1.0</td>
<td>0.5-1.0</td>
</tr>
<tr>
<td>availability</td>
<td>0.7-1.0</td>
<td>0.7-1.0</td>
<td>0.7-1.0</td>
</tr>
<tr>
<td>fee</td>
<td>0-30($)</td>
<td>0-30($)</td>
<td>0-30($)</td>
</tr>
<tr>
<td>reputation</td>
<td>0-5</td>
<td>0-5</td>
<td>0-5</td>
</tr>
</tbody>
</table>

3.7.2 DAC-DP Query Optimization

The DAC-DP optimization algorithm consists of two similar phases as the DP-based optimization algorithm. It relies on the divide-and-conquer strategy to reduce the enumeration space in both phases. We assume that there are $N_{SR}^J$ service relations to be combined using join. Therefore, the complexity of the first phase is:

$$O(2^{N_{SR}^J} \times N_{IO})$$  \hspace{1cm} (3.4)

The second phase selects a set of best partial SEPs and then combines them to form the final optimal SEP. Based on our analysis in Section 3.6.3, we can derive the complexity of the second phase is:

$$O\left(\prod_{i=1}^{N_{SR}^J} N_{SI}^i \times \prod_{i=1}^{N_{SR}^J-1} SF_J(SR_i, SR_{i+1}) + \sum_{i=N_{SR}^J+1}^{N_{SR}^J} N_{SI}^i\right)$$  \hspace{1cm} (3.5)

Therefore, the complexity of the entire DAC-DP optimization algorithm is:

$$O(2^{N_{SR}^J} \times N_{IO} + \prod_{i=1}^{N_{SR}^J} N_{SI}^i \times \prod_{i=1}^{N_{SR}^J-1} SF_J(SR_i, SR_{i+1}) + \sum_{i=N_{SR}^J+1}^{N_{SR}^J} N_{SI}^i)$$  \hspace{1cm} (3.6)

3.8 Experimental Study

We conducted a set of experiments to assess the performance of the proposed approach. We use the car brokerage scenario as our testing environment to setup the experiment parameters. The purpose is to demonstrate how our approach can help Mary select the best deal. The Web services are developed on Systinet WASP Server, which is a complete platform for
development, deployment, and management of Web service based applications [75]. We run our experiments on a cluster of Sun Enterprise Ultra 10 workstations under Solaris operating system.

We create a service schema containing three services, which is similar to the one shown in Figure 3.4. For simplicity, we omit the unnecessary service operations. Each service contains two operations: CP (carQuote, historyReport), CI (drivingHistory, insuranceQuote), and FI (paymentHistory, financingQuote). We create three service relations, which conform to the service schema. The number of service instances in each service relation varies from 10 to 60. We use five QoWS parameters to evaluate service operations: latency, reliability, availability, fee, and reputation. The values of these parameters are generated within a range based on uniform distribution. The user’s role is to give the weights for these parameters. Table 5.2 summarizes the potential values for the QoWS parameters for each service operation.

We consider a service query that helps Mary get an entire car package, including the price quote and history report of a used car, insurance quote, and financing quote. The service query can be expressed as a service algebraic expression as follows:

\[ Q : \chi_{\{op_1, op_2, op_3, op_4\}}[\delta_{\lambda_4(op_2)\leq 20}(CP) \oplus \lambda_3(op_1) < \lambda_3(op_4) \delta_{\lambda_4(op_3)\leq 20}(CI) \otimes FI] \] (3.7)

where \( op_1, op_2, op_3, op_4 \) represent service operations carQuote, historyReport, insuranceQuote, and financingQuote respectively.
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**Performance measure:** We measure the performance of the optimization approaches using computational time and score function value. We use the formulae defined in Section 3.6.2 to compute the score of SEPs. We compare the scores of the best SEPs generated by the two query optimization algorithm. Since both query optimization algorithms both have two phases, we study and compare the computational time for each phase and the entire algorithm. We also investigate and compare the number of SEPs generated by each algorithm.
Figure 3.9 shows the optimization time resulting from the experiments. DP-DAC is much more efficient than DP due to the divide-and-conquer strategy. The chart on the left compares the optimization time for the first phase, where the most efficient service query plans (SQPs) are selected. The chart in the middle compares the optimization time for the second phase, where the best service execution plans (SEPs) are generated. DP-DAC outperforms DP in both cases. The right-hand-side chart compares the total optimization time.

Figure 3.10 (a) shows the number of SEPs generated by performing the most efficient SQP selected in the first phase. DP-DAC generates much less SEPs than DP. This also justifies why DP-DAC is more efficient in its second phase than DP. Figure 3.10 (b) shows the scores of the best SEPs generated by DP and DAC-DP. In two cases (number of instances 10 and 60), DP and DAC-DP output the best SEPs with the same score. In the other four cases, the scores of DAC-DP are slightly lower (less than three percent) than those of DP. The difference comes from the two approximation functions used by DAC-DP to aggregate QoWS parameters. We have conducted a set of additional experiments to further evaluate the scalability of the DAC-DP algorithm. We increase the number of instance per service relation with two orders of magnitude and test of the performance of DAC-DP with the number of service instances varying from 1000 to 5000. Experiment results (presented in Figure 3.10 (c)) show that DAC-DP can still perform very efficiently (using less than 1 second
to query three service relations, each of which has 5000 service instances) on large number
of service instances.

**Compare with the analytical model:** We further compare the experiment results with
the results from the analytical model presented in Section 3.7. Although the analytical model
only predicts the upper bound of the time complexity, we can still perform an approximate
comparison. This is to justify that the experiment results follow the same trends as predicted
by the analytical model. We focus on the improvement (in terms of optimization time)
achieved by DAC-DP over DP. We define a variable DP/DAC-DP (i.e., the time used by
DP divided by the time used by DAC-DP) to demonstrate the improvement. Figure 3.11
illustrates the detailed comparison results.

The chart on the left-hand-side shows the improvement for the first optimization phase. The
complexity of this phase is mainly decided by the number of service relations under join. In
our experiment settings, the DP approach needs to join three service relations whereas the
DAC-DP only needs to join two service relations (the divide-and-conquer strategy removes
the service relation FI from the join list by considering it separately). Therefore, in the
analytical model, DP/DAC-DP should take an approximate value of \( \frac{2 \times N_{IO}^{DP}}{N_{IO}^{DAC-DP}} \),
where \( N_{IO}^{DP} \) and \( N_{IO}^{DAC-DP} \) represent the number of interesting orders considered by DP
and DAC-DP in the first optimization phase. Since the number of interested orders are un-
known, they are not reflected by the analytical result in the chart (that is why the analytical
result curve is a horizontal straight line). The actual experiment result curve stays above
the analytical one. This is because DP joins one more service relations than DAC-DP, it
naturally needs to consider more interesting orders, i.e., \( \frac{N_{IO}^{DP}}{N_{IO}^{DAC-DP}} > 1 \). This makes
\( \frac{2 \times N_{IO}^{DP}}{N_{IO}^{DAC-DP}} > 2 \).

The middle chart in Figure 3.11 shows the improvement in the second optimization phase.
To calculate DP/DAC-DP for the analytical model, we use formulae (2) and (5) defined in
Section 3.7. If we neglect the last item in formula (5) (i.e., \( \sum_{i=N_{SR}+1}^{N_{SR}} N_{SI} \)), we can derive that
DP/DAC-DP takes an approximate value of \( N_{SR}^3 \), i.e., the number of service instances in the
third service relation FI. Therefore, the analytical curve is an 45-degree straight line. The
experiment curve has a very similar trends. It stays below the analytical curve because we
neglect the last item in the denominator for the analytical curve. Since the total optimization
time is dominated by the second phase, the total optimization time has a very similar trends
as the second phase. The right-hand-side chart shows the result of the total optimization
time.
Chapter 4

Multi-objective Service Query Optimization

Existing service optimization approaches usually select services based on a predefined objective function [56, 90]. They require users to express their preference over different (and sometimes conflicting) quality parameters as numeric weights. The objective function assigns a scalar value to each service provider based on the quality values and the weights given by the service user. The provider gaining the highest value from the objective function will be selected and returned to the user. Implementing such an optimization strategy may pose several challenges:

- Transforming personal preferences to numeric weights is a rather demanding task for users. Sometimes it is even impossible if the preference is still vague before the user is presented with the actual service providers. Users may miss their desired providers because of an imprecise specification of the weights, which would be very common in real-world scenarios.

- Users may lose the flexibility to select their desired providers by themselves. For example, a service user may choose a service provider that has a good reputation within a price range she can tolerate although price is a very important factor she considers. In this case, the relationship between reputation and price is subtle and the choice from different users may vary significantly. Therefore, it would be wise to give users the flexibility to make their own selections from a small set of candidate providers.

Presenting users with all SEPs that meet the requirements in the service query may make users overloaded with too much information. Manually selecting the most suitable SEP
from a large SEP space requires a painstaking and time-consuming process, which is also error prone. A promising direction is to present users with only interesting SEPs that both shrink the SEP space and guarantee that the user desired SEP will be included. A possible solution to tackle this problem is to use top-k queries. Instead of returning a single SEP, the top-k queries retrieve the best $k$ SEPs. This greatly reduces the decision space and also gives users certain flexibility to make their own choice among the $k$ SEPs. Top-k queries have been intensively investigated in the database community. Typical techniques include PREFER [41] and Onion [23] that rely respectively on pre-materialization and convex hulls. However, top-k queries are usually based on some specific preference function. Using top-k queries is not able to free users from assigning weight to different QoWS parameters. Therefore, they cannot completely address the above two issues.

We propose to use multi-objective service query optimization to deal with the above issues. We adopt a skyline computation approach to achieve multi-objective optimization. The remainder of this chapter is organized as follows. In Section 4.1, we present the concept of service skylines. In Section 4.2, we give an overview of the existing database skyline algorithms. In Section 4.3, we discuss the challenges for computing service skylines. We present the service skyline algorithms in Section 4.4. We experimentally evaluate and compare the proposed algorithms under different settings in Section 4.5.

### 4.1 The Service Skyline

A key observation is that the weighting mechanism is used for calculating a single objective function. Thus, we can free users from the weight assignment task if we do not use a single objective function to combine multiple QoWS parameters. In this case, we need to consider each user interested QoWS parameter individually and select the SEPs that are good at all these quality aspects. This turns out to be a multi-objective optimization problem. A natural solution is to incorporate the skyline operator in the proposed service query algebra. The skyline operator is coined in the database community [14]. Simply put, skyline consists of a set of objects that are not dominated by other objects. Object $a$ dominates object $b$ if $a$ is better than $b$ in at least one dimension and as good as or better than $b$ in all other dimensions.

We use an example to illustrate how skyline can help resolve the issues of service query optimization. Suppose that Mary is interested in the economic and efficient SEPs., i.e., she wants the SEPs with minimum price and latency. All the points in Figure 4.1 represent the entire SEP space. The highlighted points, $\{a, b, c, d, e, f\}$, form the skyline of SEPs, which is
also referred to as the service skyline. With the minimum condition, we can see that these SEPs are not dominated by any other SEP in the entire space. Therefore, they are preferable to other SEPs according to any scoring function that is monotone on all dimensions. For example, the skyline SEP d is better than the non-skyline SEP n because it is more efficient and cheaper. It is worth to note that this comparison is totally independent of the relative importance (i.e., weights) of the price and latency QoWS parameters. We further summarize the benefit offered by the skyline operator as follows:

- It completely frees users from the weight assignment task since the selection of SEPs is totally independent of the relative importance of different QoWS parameters.
- The skyline constitutes the SEP set that a service user is most interested in since all the non-skyline SEPs are dominated by the skyline ones.
- It gives users the flexibility to select their desired SEP from a relatively small decision space because the non-skyline SEPs (that usually constitute a large portion of the SEP space) will be eliminated by the skyline operator.

### 4.2 Computing Database Skylines: An overview

Before investigating how to find SEP skylines, we first give an overview of several existing approaches for computing database skylines. Typical algorithms include Block Nested Loops [14], Divide-and-Conquer [14], Bitmap [76], Index [76], and Nearest Neighbor [46, 57].
4.2.1 Block Nested Loops Algorithms

The block nested loops algorithm adopts a straightforward approach to tackle the skyline computation. It assumes no index structures (e.g., B-tree, R-tree, etc) of the data records. The skyline is computed iteratively through the direct comparison between data records. The algorithm keeps a set of candidate (i.e., incomparable) data records, called window, in the main memory. It then continuously loads the subsequent data record, say $p$, and compare it with the candidate records. There are three comparison results:

- If $p$ is dominated by any record in the candidate window, it will be discarded immediately with no need to compare with any other candidate records or considered in future iterations.
- If some candidate records are dominated by $p$, all these records will be removed from the window and $p$ will be inserted into the window.
- If $p$ is incomparable with any record in the window, it will be inserted into the window.

As more data records are inserted into the candidate window, the size of the window may become larger than the main memory. In this case, the algorithm stores the extra incompatible data records into a temporary file. At the end of an iteration, all the data record inserted into the window before the creation of the temporary file are output as part of the skyline. The remaining data records in the window and the temporary file will go into the next iteration. This process continues until there are no remaining data records.

4.2.2 Divide-and-Conquer Algorithm

The divide-and-conquer algorithm takes full consideration of the limited capacity of the memory. The rationale is similar to the sort-merge algorithm that is used to sort large data files. The algorithm takes three major steps: split, compute, and merge.

- *Split* the entire dataset into $k$ subsets, $P_1, ..., P_k$, along some dimension $d$ so that each subset can fit into the memory.
- *Compute* the skyline of each subset using any main-memory algorithm and result in $k$ sub-skylines $S_1, ..., S_k$.
- *Merge* the $k$ sub-skylines into the final skyline.
Since the merged result may become larger than the memory, the split-compute-merge process may be applied in the merge step recursively. Each time this procedure is invoked, a different dimension will be selected to split the input dataset. The algorithm also avoids some unnecessary merges of sub-skylines because they are inherently incomparable due to the subset they reside in.

4.2.3 Bitmap Algorithm

The bitmap algorithm is proposed for progressively constructing the skylines. It uses a bitmap data structure to store all the necessary information to determine whether a record belongs to the skyline or not. The algorithm involves three major tasks: create bit vectors, transform bit vectors into bit-slices, and compute skylines. Bit-slices need only to be created once and then they can be used to calculate skylines for various queries.

- **Create bit vectors:** A $d$ dimensional data record $x = (x_1, ..., x_d)$ is transformed as a $m$-bit vector. $m$ equals the total number of distinct values over all the $d$ dimensions, i.e., $m = \sum_{i=1}^{d} k_i$, where $k_i$ is the number of distinct values in the $i$th dimension. Therefore, we have $x = (k_1 \text{ bits}, ..., k_d \text{ bits})$. Now, we investigate how to represent $x_i$ with the $k_i$ bits. Assume $x_i$ is the $j_i$th distinct value on the $i$th dimension. Then in the $k_i$ bits for $x_i$, the most significant $j_i - 1$ bits (i.e., bit 1 to $j_i - 1$) are set to 0 and the remaining bits are set to 1.

- **Transform bit vectors into bit-slices:** Instead of storing these bit vectors individually, the algorithm transposes all the transformed bit vectors into an array of so called bit-slices. The size of the array is $m$.

- **Compute skylines:** The algorithm uses bit-slices for efficient skyline computation. Consider a data record $x = (x_1, ..., x_d)$, where $x_i$ is the $j_i$th distinct value on the $i$th dimension. The algorithm computes $C = BS_{1j_1} \& ... \& BS_{dj_d}$, where $\&$ is the bitwise "and" operation. $BS_{ij}$ represents the bit-slice for the $j_i$th distinct value of the $i$th dimension. $BS_{ij}$ has $n$ bits, where $n$ is the total number of data records. The $k$th bit of $BS_{ij}$ is 1 if the $k$th data record ranks higher than or equal to $j_i$ (which is the rank of $x$) on the $i$th dimension and it is 0 if otherwise. After the computation, the algorithm enumerates the number of '1's in $C$. If there is more than one '1' (which means except for itself, there are still other data records that are better than $x$ in all the $d$ dimensions, i.e., $x$ is dominated by others), $x$ is not in the skyline.
4.2.4 Index-based Algorithm

The index structures (e.g., B-tree, hash table, etc) on the data records can be used to facilitate the skyline computation. The first index-based algorithm is presented in [14]. The algorithm is based on B-tree and can be applied if there is an index for each dimension of the data records. Specifically, the computation proceeds as follows:

- **Locate the first skyline record**: The algorithm scan all the indexes in parallel until it locates the first data record that appears in all the dimensions. Since this data record is definitely in the skyline, it is immediately returned by the algorithm.

- **Remove the non-skyline records**: Take the index of the first dimension and scan the rest of the index entries after the entry of the returned data record. For a data record, if its index entries on all dimensions appear after the corresponding entries of the returned data record, this data record is not part of the skyline and should be removed.

- **Compute skyline for all other records**: For all other data records that have some index entries above the returned data records and the others below it, an existing skyline computation algorithm is applied to output other skyline records from them.

An improved version is presented in [76] that is able to progressively and more efficiently output the skyline. The key idea of this algorithm is to map a multi-dimensional data record into a single-dimensional data record. Consider a data record $x = (x_1, \ldots, x_d)$ and $x_i$ has the minimum value among all dimensions. Then $x$ will take value $x_i$ and be assigned to a list, say $l_i$. There would be $d$ such lists. Each list corresponds to one dimension because a value from any dimension could take a minimum value over the other dimensions for a data record. For each list, the algorithm sorts the data records in ascending order of the value in the corresponding dimension. Such an arrangement helps put the interesting data records near the top position of each list. A fast initial response time can thus be achieved. In addition, it also facilitates the elimination of a large body of non-skyline records. Specifically, if the maximum value across all dimensions of a data record is even smaller than the minimum value across all dimension of another data records, the latter should be eliminated.

4.2.5 Nearest Neighbor Algorithm

The nearest neighbor algorithm adopts a divide-and-conquer strategy to tackle the skyline computation. The key idea is to recursively apply nearest neighbor search to find the data
record with the minimum distance from an imagined optimal data record (which is usually the beginning of the axes, i.e., the original point). Consider a set of two dimensional data records. The algorithm maintains a to-do list that stores the candidate data records. Initially, the to-do list contains the entire data space. The algorithm recursively uses the nearest neighbor search to compute the skyline and updates the to-do list. It terminates until the to-do list is empty. We elaborate on this process with the help of Figure 4.2.

1. Compute the near neighbor of data record $(0,0)$. The output data record is definitely part of the skyline and can be immediately returned to the user.

2. Divide the data space into different partitions. The region between NN and $(0,0)$ should be empty because otherwise NN will not be output as the nearest neighbor to $(0,0)$. There are three partitions that need to be considered. As we can see from Figure 4.2, all the data records fallen into partition 3 are all dominated by NN. Therefore, the entire partition 3 can be pruned away. Partition 1 and partition 2 will be regarded as two new sub data spaces and inserted into the to-do list.

3. For each partition in the to-do list, recursively apply Step 1 and 2, until the to-do list is empty.

The center of the nearest neighbor algorithm is to find the data record that has the minimum distance from an imagined optimal data record within a region (such as partition 1 and 2). The algorithm needs to rely on the R-tree based index structures [66, 8] for efficient computation of the nearest neighbor data record for a given region.
4.3 Challenges of Computing the SEP Skyline

A close investigation of the above database skyline algorithms helps achieve some interesting observations. This also identifies the inherent difference between database skylines and SEP skyline and highlights the challenges for computing the skyline of SEPs.

We summarize in Table 4.1 the underlying strategies adopted by each of the above algorithms for computing the database skylines. Each algorithm may have its own advantages and disadvantages. For example, algorithm 1 is usually most inefficient. However, it has the most widely applicability. Some of the algorithms also share key similarities. As we can see from Table 4.1, algorithms 2, 4, and 5 are able to leverage the index structure of the original data space to achieve more efficient computation of skylines. Among them, the index-based algorithms directly use B-tree (or B+-tree) to compute the skylines. The nearest neighbor algorithms use R-tree based index to efficiently perform the nearest neighbor search that indirectly accelerates the skyline computation process. For the divide-and-conquer algorithm, since it relies on sorting to partition the data space, an index structure can greatly improve its performance. Algorithm 3 relies on the bitmap structure to efficiently and progressively compute the skyline. Although bitmap is different from indexes (such as B-tree and R-tree), both of them are essentially data structures pre-computed from the original dataset. They just need to be constructed once (updates are sometimes required) and then can be applied to help efficiently resolve various types of skyline queries. Therefore, an interesting observation is that except for the Block Nested Loop algorithm, all the other skyline algorithms rely on some pre-computed data structures (i.e., bitmap, B-tree, R-tree) to achieve their efficiency of skyline computation.

The pre-computed data structures are tightly bounded with the original dataset. They capture the underlying characteristics of the original dataset in certain aspects that can be leveraged for efficiently compute the skylines. Although building these data structures are
usually computationally expensive, the relative static property of the dataset enables the one-time construction, i.e., once the data structures are generated, they can be applied to almost all types of skyline queries. However, the static property does not hold for the SEP space any more. This poses a set of new challenges for computing SEP skylines:

1. In contrast to having single static SEP space, a new set of SEPs (i.e., a new SEP space) will be dynamically generated for any service query.

2. A SEP usually contains a set of member service operations. Different member service operations are selected for different service queries. More importantly, some member service operations may even not appear in the service queries. They are selected and put in the SEP based on the dependency constraints. Since service query optimization is based on user’s preference on the entire SEP, the optimization of SEPs cannot be performed based on the information carried by the service queries. Instead, the optimization needs to be carried out only after the SEPs have been generated.

3. The attributes of a SEP are aggregates of the corresponding attributes from its member service operations. Indices on the attributes of service relations (i.e., service operations) are usually not able to directly be applied to the aggregate attributes in the SEPs. Answering aggregate queries remains to be a challenging task in traditional database systems. It is usually addressed by leveraging materialized views [28, 38, 71]. However, view materialization may not be suitable for the highly dynamic service query optimization.

**Example 9.** Consider a service query that helps a user get a free insurance quote and a vehicle history report for less than 20 dollars. The service query needs to access both CP and CI and combine them to generate the final SEPs. We can use an algebraic expression to specify the query as follows:

\[
\chi_{\{op_1, op_2\}}(\delta_{\lambda_4(op_1) \leq 20(CP)} \otimes \delta_{\lambda_4(op_2) = 0(CI)})
\]

where \(op_1\) and \(op_2\) represent the service operations **historyReport** and **insuranceQuote** respectively. The service relation retrieved by the service query may consist of multiple service instances. Therefore, a corresponding number of SEPs will also be generated. Suppose there are \(K_1\) CP service providers offering vehicle report for less than 20 dollars and \(K_2\) CI service providers offering insurance quote for free. Thus, a total number of \(K_1 \times K_2\) SEPs will be generated. ■
Example 9 highlights several important facts about service query optimization that helps understand the above research issues:

1. A SEP space (e.g., $K_1 \times K_2$ SEPs in Example 9) will be dynamically generated for each service query. Different service queries will have different SEP spaces.

2. A SEP may contain service operations that are not covered by the service query. For example, the service query only specifies historyReport and insuranceQuote since the service user is only interested in getting these functionalities. The query processor will automatically include drivingHistory and carQuote into the SEP based on the dependency constraints between these service operations. The service query optimization should consider all of the four service operations instead of only considering historyReport and insuranceQuote specified by the service query.

3. The quality attributes (e.g., latency, fee, etc) of a SEP are in fact the aggregate of the corresponding attributes of its member service operations. Table 3.4 gives the aggregation functions for calculating the quality of a SEP from the quality of service operations. For instance, in Example 9, the fee of a SEP is the sum of the fees of all the four service operations.

### 4.4 SEP Skyline Computation

We present a set of algorithms for computing SEP skylines in this section. Our first attempt is to extend the existing database skyline algorithms. These algorithms are based on the index structures (B+-tree, R-tree, etc) built upon the service relations. We identify the problems with these algorithms and propose a new indexing mechanism for service relations. We then continue to present a SEP skyline algorithm based on this new indexing structure.

Example 10. Consider a service query that helps users get insurance quote from car insurance services. The service query is specified as:

\[
Q = \{s.sid, s[G(insuranceQuote)]||CI(s)\}
\]

The resultant SEP in fact contains two service operations: drivingHistory, insuranceQuote (denoted by op₁ and op₂ respectively). drivingHistory is included due to the dependency constraints. The service user wants a SEP with the lowest fee and quickest response time (i.e., min(fee) and min(latency)).
We define a set of notations that will be used for explaining the algorithms:

- **Aggregation (+):** We use + to uniformly represent the aggregation of service operations. For example, the aggregation of two service operations \( \text{op}_1 \) and \( \text{op}_2 \) is denoted by \( \text{op}_1 + \text{op}_2 \).

- **Domination (>):** The domination relationship between SEPs are denoted by \( > \), i.e., \( \text{sep}_1 > \text{sep}_2 \) means that \( \text{sep}_1 \) dominates \( \text{sep}_2 \). Suppose \( \text{sep}_1 \) has two service operations: \( \text{op}_1 \) and \( \text{op}_2 \). \( \text{sep}_1 >^{\text{op}_1} \text{sep}_2 \) means that \( \text{sep}_1 \) dominates \( \text{sep}_2 \) on \( \text{op}_1 \). Therefore, \( \text{sep}_1 > \text{sep}_2 \) can also be represented as \( \text{sep}_1 >^{\text{op}_1+\text{op}_2} \text{sep}_2 \), i.e., \( \text{sep}_1 \) dominates \( \text{sep}_2 \) on the aggregation of \( \text{op}_1 \) and \( \text{op}_2 \). The negated notion, \( \text{sep}_1 \nLeftarrow \text{sep}_2 \), means that \( \text{sep}_1 \) does not dominate \( \text{sep}_2 \). Similarly, \( \text{sep}_1 \nLeftarrow^{\text{op}_1} \text{sep}_2 \) means that \( \text{sep}_1 \) does not dominate \( \text{sep}_2 \) on \( \text{op}_1 \).

**Theorem 4.** For any two seps, \( \text{sep}_1 \) and \( \text{sep}_2 \), that contain \( k \) service operations \( \text{op}_1, \ldots, \text{op}_k \),

\[
(\text{sep}_1 >^{\text{op}_1} \text{sep}_2) \land \ldots \land (\text{sep}_1 >^{\text{op}_k} \text{sep}_2) \Rightarrow \text{sep}_1 > \text{sep}_2
\]

An intuitive interpretation of Theorem 4 is that if all the service operations of \( \text{sep}_1 \) are better than those from \( \text{sep}_2 \), \( \text{sep}_1 \) dominates \( \text{sep}_2 \). However, the domination of \( \text{sep}_1 \) over \( \text{sep}_2 \) does not necessarily mean that all operations from \( \text{sep}_1 \) are better than those of \( \text{sep}_2 \), i.e., \( \text{sep}_1 > \text{sep}_2 \not\Rightarrow (\text{sep}_1 >^{\text{op}_1} \text{sep}_2) \land \ldots \land (\text{sep}_1 >^{\text{op}_k} \text{sep}_2) \). Instead, it only guarantees that the aggregation of operations in \( \text{sep}_1 \) is better than the aggregation of those from \( \text{sep}_2 \). Theorem 4 enables us to eliminate dominated SEPs from the SEP space. The basic strategy is to examine all the service operations in the SEPs and the SEPs with all operations dominated by others will be removed.

### 4.4.1 Using B-trees

The most straightforward approach for computing SEP skylines is to extend the B-tree based approach [14]. A final SEP contains two service operations (\text{drivingHistory}, \text{insuranceQuote}) instead of only \text{insuranceQuote} specified by the service query. The user’s requirement (i.e., lowest fee and quickest response time) is applied on the entire SEPs by considering the two operations simultaneously. To achieve this, we can take the fee and latency from the two member services as four different attributes, i.e., \text{drivingHistory}.fee, \text{drivingHistory}.latency, \text{insuranceQuote}.fee, and \text{insuranceQuote}.latency. We assume
that these four attributes are all indexed using B-tree for efficient access. We can then scan the four indices simultaneously to find the first match of sid. All the service instances that are not inspected before the first match will be removed from further computation. The remained service instances will go through a second round selection to determine the final skyline. The second round selection needs to be conducted in a brute-force manner. The quality of a SEP (i.e., fee and latency, etc) will be calculated using the aggregate functions defined in Table 3.4. Then a non-index based approach (e.g., block nested loop, divide-and-conquer, etc) can be applied to compute the final skyline.

Figure 4.3 illustrates how to use the B-tree approach to compute the skyline of the example service query. The simultaneous scan identifies the first match, which is $S_8$. The uninspected seps are then eliminated. The scan process guarantees that, for any uninspected $sep_k$, $(sep_8 \succ^{op_1} sep_k) \land (sep_8 \succ^{op_2} sep_k)$ is true, where $op_1$ and $op_2$ are drivingHistory and insuranceQuote respectively. According to Theorem 4, $sep_8 \succ sep_k$ is true, i.e., $sep_8$ dominates $sep_k$. Therefore, $sep_k$ should be removed from further computation. The remaining seps (i.e., $S_2$, $S_{15}$,...,$S_8$) will go through the second round selection to generate the target skyline.

4.4.2 Nearest Neighbor Algorithm

We can also extend the nearest neighbor algorithm to compute skyline for service queries. We continue to use the sample service query to illustrate the computation process (see...
Figure 4.4: Computing SEP Skylines using Nearest Neighbor Search

1. Take the first member operation (i.e., drivingHistory) and compute the nearest neighbor of data record (0,0). Assume that the nearest neighbor we get is $S_{NN}^1$ and the set of seps dominated by $S_{NN}^1$ is $A$. We then take $S_{NN}^1$ and evaluate it on the second operation (i.e., insuranceQuote) and get the set of seps dominated by $S_{NN}^1$, which is $B$.

2. Compute the intersection of $A$ and $B$ and we get $C = A \cap B$. According to Theorem 4, all the seps in $C$ are dominated by $S_{NN}^1$ and therefore should be removed from further computation.

3. For partition 1 and 2 (see Figure 4.2), recursively apply Step 1 and 2 to further remove dominated seps.

4. For the remaining seps, reverse the order of member operations (i.e., find the nearest neighbor of insuranceQuote and evaluate it on drivingHistory), and apply the above three steps.

5. Use a brute-force approach (similar to the one described in the B-tree approach) to generate the skyline from the remaining seps.

The above algorithm requires a frequent computation of intersections between two sets. Computing set intersections could be very expensive especially for large sets. Assume that the cardinalities of set $A$ and $B$ are $k_1$ and $k_2$ respectively. To get the intersection $C$, we usually need to do a pairwise comparison between these two sets that requires $O(k_1 \times k_2)$ time complexity. When $k_1$ and $k_2$ are large, this will be prohibitive as a frequent executed
operation. Another approach is to sort the two sets and do a sequential pass simultaneously on them. This would require a time complexity of $O(k_1 \times \log k_1 + k_2 \times \log k_2)$.

We adopt the key-indexed search strategy to make this operation run in linear time. To achieve this efficiency, we need $O(n)$ additional space as a tradeoff. Suppose there are $n$ service instances with the car insurance service. We assign the id numbers of these instances from 0 to $n-1$, i.e., $sid \in [0, n-1]$. The id numbers are distinct from each other. We use an assistance array $T$ of size $n$ to record these $sids$. All the elements of the array are initialized to be 0. To compute the intersection of $A$ and $B$, we first pass set $A$ and add 1 the corresponding item of $T$ accordingly. For example, if $sid_k \in A$, then set $T[sid_k]$ to 1 (the initial $T[sid_k]$ is 0). We then continue to apply the same process using $B$. In the end, all the $sids$ that satisfy $T[sid] > 1$ fall into the intersection. Obviously, the time complexity of this approach is $O(n)$.

We can further reduce the space complexity by using bitmaps to implement the assistance array $T$. Specifically, we can use two $n$-bits vectors $V_1$ and $V_2$ to replace $T$. They will only use 1/16 of the space used by $T$. All the bits in $V_1$ and $V_2$ are initialized to 0. Similarly, we first pass $A$ and set the corresponding bits of $V_1$ to 1 accordingly, i.e., if $sid_k \in A$, then $V_1[sid_k] = 1$. When we pass $B$, we set the bits in $V_2$ according to $V_1$, i.e., if $(sid_k \in B) \land (V_1[sid_k] == 1)$, then $V_2[sid_k] = 1$. Finally, all the $sids$ that satisfy $V_2[sid] == 1$ fall into the intersection. We can use bitwise operators to implement the bit vectors. This enables to process bits in a batch mode that can also make it run more efficiently.

Figure 4.5: Computing Set Intersections Using Bitmap

Analysis

Theorem 4 offers us heuristics for pruning dominated $seps$. However, algorithms based on Theorem 4 may be far less efficient than an optimal algorithm. They have to use a brute-force approach on a usually large $sep$ space due to the limited prune power of the adopted heuristics. In this section, we conduct an analysis that gives an insight of this inherent
inefficiency.

We continue to use Example 10. For two seps, if \( \text{sep}_1 \) dominates \( \text{sep}_2 \), it can be represented as \( \text{sep}_1 \triangleright \text{sep}_2 \). Since there are two membership operations in the seps, \( \text{sep}_1 \triangleright \text{sep}_2 \) actually means \( \text{sep}_1 \triangleright^{\text{op}_1 + \text{op}_2} \text{sep}_2 \). There are four possible situations that lead to \( \text{sep}_1 \triangleright^{\text{op}_1 + \text{op}_2} \text{sep}_2 \):

1. \((\text{sep}_1 \triangleright^{\text{op}_1} \text{sep}_2) \land (\text{sep}_1 \triangleright^{\text{op}_2} \text{sep}_2)\)
2. \((\text{sep}_1 \triangleright^{\text{op}_1} \text{sep}_2) \land (\text{sep}_1 \not\triangleright^{\text{op}_2} \text{sep}_2)\)
3. \((\text{sep}_1 \not\triangleright^{\text{op}_1} \text{sep}_2) \land (\text{sep}_1 \triangleright^{\text{op}_2} \text{sep}_2)\)
4. \((\text{sep}_1 \not\triangleright^{\text{op}_1} \text{sep}_2) \land (\text{sep}_1 \not\triangleright^{\text{op}_2} \text{sep}_2)\)

Theorem 4 only covers the first situation, i.e., \((\text{sep}_1 \triangleright^{\text{op}_1} \text{sep}_2) \land (\text{sep}_1 \triangleright^{\text{op}_2} \text{sep}_2) \Rightarrow \text{sep}_1 \triangleright^{\text{op}_1 + \text{op}_2} \text{sep}_2\). We can directly eliminate \( \text{sep}_2 \) if the first situation is satisfied. However, for the remaining three situations, we have to postpone the decision until the aggregate attributes of the seps are actually computed and compared. Therefore, the heuristics derived from Theorem 4 only helps prune a (sometimes small) subset of seps. For a correlated service base, where some service instances that are good in one dimension are also good in the other dimensions, the heuristics may have a good prune capability because there may be few very good service instances that dominate others. However, for other service bases, (e.g., independent or anti-correlated) the prune power may be very limited.

Among all the above database skyline algorithms, the nearest neighbor algorithm outperforms others in terms of overall performance and general applicability independently of the dataset characteristics. The nearest neighbor search depends on a R-tree to gain its efficiency. BBS (branch and bound skyline) [57], which is another R-tree based approach, further improves the nearest neighbor algorithm. It is an optimal algorithm in terms of node accesses. Since the R-tree based algorithms are among the best skyline computation approaches, we take interest in extending these algorithms or building algorithms based on R-trees to efficiently compute the service skyline.

### 4.4.3 Extending BBS

BBS (branch and bound skyline) is a database skyline algorithm that leverages a priority queue (or a heap) and an in-memory R-tree to efficiently and progressively retrieve the skyline [57]. The heap helps determine the order of retrieving the data points whereas the in-memory R-tree is for dominance checking (i.e., removing the dominated data points).
We propose in this section an algorithm (called BBS4SEP) that extends BBS. By making several key changes on BBS, BBS4SEP is able to efficiently retrieve SEP skylines. Suppose that a service space is indexed by a R-tree. In Example 10, the SEPs can be regarded as having four dimensions (i.e., \( \text{op}_1\text{.fee}, \text{op}_1\text{.latency}, \text{op}_2\text{.fee}, \text{and} \text{op}_2\text{.latency} \)) and organized in a R-tree. The leaf nodes of the R-tree represent the SEPs. An intermediate node represents a minimum bounding rectangle (MBR) of each node at its lower level. The heap is constructed to efficiently output the node (intermediate or leaf node) that has the least \( \text{mindist} \). The \( \text{mindist} \) of a leaf node is the summation of all its coordinate values whereas the \( \text{mindist} \) of an intermediate node is the \( \text{mindist} \) of its lower-left corner point.

BBS4SEP works as follows (shown in Algorithm 7). It initially inserts all the entries in the root of the R-tree into the heap \( H \). It then iteratively expands these entries based on their \( \text{mindist} \). The expanded entry will be removed from the heap whereas its child entries will be inserted. When the first leaf node is returned, it will be inserted into the resultant skyline list \( L \). The in-memory R-tree \( IR \) will then be initialized using the first skyline point. It worth to note that BBS4SEP has a similar behavior as BBS up to this step. The \( IR \) has a different structure as that of BBS. Recall that if SEP\(_1\) dominates SEP\(_2\), it actually means SEP\(_1\)\(\preccurlyeq\)\(\text{op}_1\text{.fee}+\text{op}_2\text{.fee}\) SEP\(_2\). Since the \( IR \) is used for dominance checking, it should be able to prune SEPs based on the aggregate attributes of SEPs. Therefore, the \( IR \) will be dynamically constructed with two dimensions: SEP.fee and SEP.latency, where

\[
\begin{align*}
\text{SEP.fee} &= \text{op}_1\text{.fee} + \text{op}_2\text{.fee} \\
\text{SEP.latency} &= \text{op}_1\text{.latency} + \text{op}_2\text{.latency}
\end{align*}
\]

After the \( IR \) is constructed, the entries output from the heap will be checked against the \( IR \) for dominance. Specifically, if a top entry in the heap is dominated by some SEP in the \( IR \) tree, it can be directly pruned. Otherwise, 1) it will be expanded into several child entries if it is an intermediate node and these child entries will also be checked for dominance against the \( IR \) before inserting into the heap because the dominated entries can also be directly pruned; 2) it will inserted into \( L \) and \( IR \) if it is a leaf node.
Algorithm 7 BBS4SEP

**Input:** A R-tree \( RT \)

**Output:** A list of the SEP skyline points \( L \)

1: \( L = \phi, IR = \phi, H = \phi \)
2: while \( H \neq \phi \) do
3: \( e = H.extraction() \);
4: if \( IR \neq \phi \) then
5: map \( e \) to the dimensions of \( IR \) and check dominance;
6: if \( e \) is dominated then
7: prune \( e \);
8: else
9: if \( e \) is an intermediate node then
10: for each child entry \( e.c_i \) of \( e \) do
11: if \( e.c_i \) is not dominated by \( IR \) then
12: \( H.insert(e.c_i) \);
13: end if
14: end for
15: else
16: \( L.insert(e) \);
17: \( IR.insert(e) \);
18: end if
19: end if
20: else
21: if \( e \) is an intermediate node then
22: for each child entry \( e.c_i \) of \( e \) do
23: \( H.insert(e.c_i) \);
24: end for
25: else
26: \( L.insert(e) \);
27: initialize \( IR \) using \( e \);
28: end if
29: end if
30: end while

**Analysis**

The \( IR \) tree enables dominance checking on the aggregate attributes of SEPs. It determines the SEP skyline search region (SSR) that is the section of the data space containing the skyline SEPs [57]. By observing formulae (1) and (2), we find that the R-tree (denoted by \( RT \)) that is used to index the service space and the in-memory R-tree \( IR \) share the same mindist, i.e.,

\[
\text{mindist} = SEP.fee + SEP.latency = \]
\[
op_1.fee + op_2.fee + op_1.latency + op_2.latency
\]
Property 1. Given a R-tree (RT) that indexes the service space, BBS4SEP only accesses candidate entries in the R-tree that potentially contain skyline SEPs if RT and the in-memory R-tree (IR) share the same mindist function.

Proof: A candidate entry should intersect with the SSR. On the other hand, a non-candidate entry $e$ does not overlap with the SSR. This implies that there is a skyline SEP $\psi$ that can dominate the lower-left corner of $e$. $\psi$ must also have a mindist that is smaller than that of $e$ [57]. We use the notion mindist(IR) to denote the mindist calculated under the in-memory R-tree IR. Similarly, we use the notion mindist(RT) to denote the mindist calculated under RT. Recall that the heap enables that the entries in the RT are visited in ascending order of their mindists. If mindist(IR) equals to mindist(RT), it can be guaranteed that $\psi$ is processed before $e$ so that $e$ is pruned by $\psi$. In this manner, the non-candidate entries will be pruned and only candidate ones are accessed. 

Given Property 1, we can estimate the number of nodes accessed by BBS4SEP. Assume that the height of RT is $h$ and there are $cand_i$ candidate nodes in the $i$th level of the R-tree. The total number of node accesses can be represented as

$$NA = \sum_{i=0}^{h-1} cand_i$$ (4.3)

To further examine how $NA$ is related to the structure of the R-tree and the inherent characteristics of the data space, we further elaborate (6.17). Specifically, $h$ can be specified as $1 + \lceil \log_f(N/2) \rceil$, where $N$ is the cardinality of the data space and $f$ is the average fanout of a node in RT. Suppose there are $n_i$ nodes at level $i$ and the probability that a node at level $i$ intersects with SSR is $P_{\text{intersect(SSR)}}^i$. The candidate nodes at level $i$ can be described as [57]

$$cand_i = n_i \times P_{\text{intersect(SSR)}}^i$$ (4.4)

The number of node at level $i$ can be specified as $n_i = \frac{N}{f^{i+1}}$. $P_{\text{intersect(SSR)}}^i$ can be evaluated by using the node density $D_i(p)$ at level $i$, i.e.,

$$P_{\text{intersect(SSR)}}^i = \int_{p \in \text{SSR}} D_i(p) dp$$ (4.5)

A pessimistic upper bound for retrieving the entire skyline is given by [57], which is $|L| \times h$. It is decided by the cardinality of the skylines (i.e., $|L|$) and the height of RT. This upper bound corresponds to the situation that the algorithm needs to go through a complete path (i.e., the length of the path is $h$) to find each skyline point. However, multiple skyline points
may be grouped into a single node or belong to the same branch of the R-tree. In this regard, the R-tree can be viewed as a cluster mechanism that groups together the points with similar properties (e.g., similar coordinate values). Since the total number of node accesses is less than $|L| \times h$, we can have

$$NA = \alpha \times |L| \times h = \sum_{i=0}^{\log f(N_f)} \frac{N_f}{f_{i+1}} \times \int_{p \in SSR} D_i(p) dp$$  \hspace{1cm} (4.6)$$

where $\alpha \in (0, 1]$ is defined as a bounding factor. From (6.17), (6.18), and (6.19), we can see that $NA$ is determined by the cardinality of the data space, the node density of each level of the R-tree, and the fanout of the R-tree. Therefore, $\alpha$ is related to the structure of the R-tree and the inherent characteristics of the data space.

The above analysis helps us further investigate the performance of BBS4SEP. Although it has an upper bound of $|L| \times h$, it may not be an optimal solution for retrieving the SEP skylines (i.e., the bounding factor $\alpha$ of BBS4SEP may be large). The reason is that BBS4SEP is based on a R-tree (i.e., RT) that is constructed from the original service space. The service space is different from the SEP space whose coordinates are the aggregates of the service space. Therefore, (1) the SEP space may have different characteristics with the original service space; (2) a R-tree built from the SEP space (where we try to find the skylines) may have a different structure with a R-tree built from the original service space. We illustrate these two aspects by using two simple examples.

### 4.4.3.1 Characteristics of the data space

Let’s continue to use Example 10. Based on (2), the latency of a SEP is the sum of the latency from its member operations. We use $X$ and $Y$ to represent the latency of the two member operations and assume they are two independent continuous random variables with density functions $f_X(x)$ and $f_Y(y)$. The latency of the SEP is described as the sum of $X$ and $Y$, i.e., $Z = X + Y$. The density function of $Z$ is $f_Z(z)$ with $f_Z = f_X \ast f_Y$, where $\ast$ is the convolution operator. Specifically,

$$f_Z(z) = (f_X \ast f_Y)(z) = \int_{-\infty}^{+\infty} f_X(z-y)f_Y(y)dy$$

As an example to show how the distribution of $Z$ is different from $X$ and $Y$, we assume $X$ and $Y$ are randomly chosen variables from interval $[0,1]$ with uniform probability density. $Z = X + Y$ is the sum of these two variables. The density functions of $X$ and $Y$ are described...
The density function of $Z$ can be computed from the convolution of $f_X$ and $f_Y$:

$$f_Z(z) = \int_{-\infty}^{+\infty} f_X(z - y) f_Y(y) dy = \begin{cases} 
  z & \text{if } 0 \leq z \leq 1 \\
  2 - z & \text{if } 1 \leq z \leq 2 \\
  0 & \text{otherwise}
\end{cases}$$

We can see that $Z$ has a triangle distribution that is different from both $f_X$ and $f_Y$. We use this example just to show that how the characteristics of the SEP space may be different from the original service space.

### 4.4.3.2 Structure of the R-tree

The R-trees may organize service instances in different ways in the SEP space as compared to the original service space. Using Example 10, we assume that all the service instances provide the insurance quote for free (i.e., $op_2.fee=0$). This enables us to visualize the SEPs in the original service space (with three dimensions because the $op_2.fee$ dimension is collapsed into the origin). As we can see in Figure 4.6, the service space is represented using three coordinates: fee, $op_1.latency$, and $op_2.latency$. We select three representative SEPs, $a$, $b$, and $c$ to investigate how they could be organized differently in the original service space and the SEP space. In the service space, $a$ and $b$ are far from each other because they have quite different values for the latency on their two member operations, i.e., $a$ is much more efficient on performing $op_2$ whereas $b$ is much more efficient on performing $op_1$. Another SEP $c$ is much nearer to $a$ than $b$ although it is less efficient on performing both $op_1$ and $op_2$ than $a$. Therefore, $a$ and $c$ may be more likely to be “clustered” into the same MBR by a R-tree built from the original service space. However, in the SEP space (represented using two coordinates: fee and $op_1.latency+op_2.latency$ in Figure 4.6), $a$ is actually much closer to $b$.
than $c$. In this case, $a$ and $b$ may be more likely to be “clustered” into the same MBR by a R-tree built from the SEP space. If both $a$ and $b$ belong to the SEP skyline, they can be retrieved together. In contrast, retrieving $a$ and $b$ from the original service space may require more node accesses because they could be in different leaf nodes or even different branches of the R-tree.

4.4.3.3 Summary

BBS4SEP is based on an index structure (i.e., a R-tree) built from the original service space. The above analysis shows that: (1) the underlying characteristics (e.g., data distribution) of the service space and the SEP space are different; (2) a R-tree (say $R_1$) built from the service space may organize SEPs into different ways than a R-tree (say $R_2$) built from the SEP space. From (6.20) we observe that the number of node accesses is related to the cardinality of the data space, the fanout of the R-tree, and the node density of each level of the R-tree. Since the cardinality stays the same (i.e., the number of SEPs) and we can also make $R_1$ and $R_2$ have the same average fanout, the node density of each level of $R_1$ and $R_2$ will be different due to (1) and (2). This accounts for the performance difference (in terms of node access) of BBS4SEP.

4.4.4 Operation Graph based Indexing (OGI)

An effective improvement on BBS4SEP is to make it perform on a R-tree that is constructed directly from the SEP space. However, the challenge is that the SEP space is dynamically generated by each service query. This makes the SEP space inherently different from the original service space which is relatively static. Pre-computing an index structure for such a dynamic space seems to be infeasible.

In this section, we present an operation graph based indexing (OGI) approach to build indices for SEPs. Although different SEP spaces can be dynamically formed for different service queries, SEPs are not generated in an ad hoc manner. The dependency constraints between service operations only allow SEPs that conform to certain patterns to be generated. These patterns are like rules that define what kind of SEPs can be generated. If we know these patterns in advance, we can foresee the properties (i.e., the aggregate attributes) of the SEPs and construct index structures on them. Now the problem turns out to be whether such patterns exist or not and if yes, how to find such patterns. The proposed service model provides a natural solution for this problem.
Lemma 3. Consider a set of SEPs, \( SEP_1, \ldots, SEP_k \), that are generated from service relation \( SR \) with \( k \) service instances. Assume that these SEPs are used to access operation \( op \) specified by some service query. The operation graph \( G(op) \) and service relation \( SR \) carry enough information to construct the index for the SEPs.

Proof: Recall Theorem 1. The operation graph \( G(op) \) consists of a minimum number of necessary operations that make \( op \) accessible. Thus, \( G(op) \) identifies all the operations (i.e., \( op \) and all its dependent operations) in the SEPs. The service instances in \( SR \) store the QoWS parameters for each of these operations. Combining them, the aggregate QoWS parameters of SEPs can be computed using Table 3.4. Indices can thus be constructed from the QoWS parameters of SEPs.

Operation graph based indexing (OGI) enables us to pre-compute indices for SEPs. Algorithms built from OGI can thus use an index on the SEP space. This has two major advantages over BBS4SEP:

- OGI overcomes the “distortions” (e.g., the characteristics of data space and structure of the R-tree) introduced by using an index on the original service space.

- A R-tree index on the SEP space has lower dimensionality than a R-tree on the service space. The former has a dimensionality that equals to the number of user interested quality attributes while the dimensionality of the latter equals the number of user interested quality attributes times the service operations in a SEP.

4.5 Experimental Study

We conduct an extensive set of experiments to assess the effectiveness of the proposed service skyline computation algorithms. We run our experiments on a cluster of Sun Enterprise Ultra 10 workstations with 512 Mbytes Ram under Solaris operating system. The node capacity of the R-trees is 100. The QoWS attributes\(^1\) of service instances are generated in three different ways following the approach described in [14]: 1) Independent QoWS where all the QoWS attributes of service instances are uniformly distributed, 2) Anti-correlated QoWS where a service instance is good at one of the QoWS attributes but bad in one or all of the other

---

\(^1\) We use QoWS attributes instead of QoWS parameters in the experiment section to differentiate it from the term “experiment parameters” we use in this section.
QoS attributes, and 3) *Correlated QoS* where a service instance which is good at one of the QoS attributes is also good at the other QoS attributes.

We setup a set of experiment parameters to evaluate and compare the performance of BBS4SEP and OGI. These include the number of QoS attributes in the range of 2 to 5, the number of operations per SEP in the range of 2 to 5, and the cardinality of the service relations in the range of 100k to 500k (i.e., 100,000 to 500,000). We also study the performance of skyline computation over multiple services and investigate how the performance varies with different number of services in a SEP. By performance, we report both the node accesses (which is independent of hardware settings) and the actual running time on our experiment machines. Finally, we study the sizes of the SEP skylines and examine whether they are in a practical range for user selection.

### 4.5.1 Number of QoS Attributes

We study the effect of the number of QoS attributes in this section. We keep the cardinality as 100k, the number of operation per SEP as 2, and vary the number of attributes from 2 to 5. Figure 4.7 and 4.8 show how the number of node accesses and the actual running time vary with the number of attributes for both independent and anti-correlated QoS. OGI outperforms BBS4SEP on small number of attributes by almost an order of magnitude but the difference decreases as the number of attributes increases. The performance difference comes from two sources: 1) BBS4SEP works on a R-tree built from the original service space (as contrast to a R-tree built from the SEP space used by OGI); 2) The R-tree used by BBS4SEP has a dimensionality which is two times (since the number of operations per SEP is 2 in this case) of the one used by OGI. The difference becomes smaller with a larger number of attributes, which is due to that both algorithms are dominated by the poor performance of R-tree in high dimensions.

![Figure 4.7: Node accesses Vs. Number of attributes](image-url)
4.5.2 Number of Operations per SEP

We study the effect of the number of operations per SEP with Figure 4.9 and 4.10. We keep the cardinality as 100k, the number of QoWS attributes as 2, and vary the number of operations per SEP from 2 to 5. OGI is more efficient than BBS4SEP with several orders of magnitude and the difference increases with the number of operations. The performance degradation of BBS4SEP is mainly due to the dimensionality increment of the R-tree with the number of operations. A close investigation reveals that the performance of OGI is insensitive to the number of operations. By using the operation graph to index the SEPs, the same QoWS attributes from multiple operations (e.g., the fee of operations) are aggregated into a single QoWS attribute of the SEP (e.g., the fee of a SEP). Therefore, the dimensionality of the R-tree used by OGI equals to a constant (i.e., the number of different QoWS attributes which is 2 in this case) and will not increase with the number of operations.

4.5.3 Cardinality of Service Relations

We show the effect of cardinality in Figure 4.11 and 4.12. We keep the number of QoWS attributes as 2, the number of operations per SEP as 2, and vary the cardinality from
Figure 4.10: CPU time Vs. Number of operations

100k to 500k. OGI outperforms BBS4SEP by almost an order of magnitude due to similar reasons as described in Section 4.5.1. Both algorithms do not exhibit an obvious performance degradation with the increment of cardinality. For some cases, the algorithms even perform more efficiently with larger cardinality which is due to the positions of the skyline SEPs and the order they are retrieved [57].

Figure 4.11: Node accesses Vs. Cardinality

Figure 4.12: CPU time Vs. Cardinality

4.5.4 Sizes of the SEP Skylines

We finally examine how the sizes of SEP Skylines change with cardinality, number of operations per SEP, number of QoWS attributes, and number of services. Figure 4.13 presents
some interesting effects of these parameters on the sizes of SEP skylines. First of all, the skylines generated from anti-correlated QoWS have larger sizes than those generated from independent and correlated QoWS, which is just as expected. Second, cardinality and number of operations per SEP have no obvious effect on the sizes of SEP skylines. As the cardinality varies from 100k to 500k, the sizes of skylines for independent and correlated QoWS vary from 5 to 20 whereas those for anti-correlated QoWS vary from 30 to 40. The sizes of skylines stay in a similar range respectively when we vary the number of operations per SEP from 2 to 5. Interestingly, the sizes of skylines for anti-correlated QoWS have a trend to decrease with the number of operations. This may be due to that the aggregation of QoWS attributes from multiple operations compromises the anti-correlated effect. Third, the sizes of skylines clearly increase with the number of QoWS attributes and the number of services. However, in most practical usage scenarios where the number of QoWS attributes and the number of services are less than three, the sizes of the skylines are still within a practical range for user selection.
In this chapter, we study a more general and challenging problem: **computing service skylines over sets of services**. Following Example 2 described in Chapter 1, a complex service package (like a trip package) is formed by combining services from different providers (e.g., TripPlanner, Map, and Weather). The possible combinations of service providers will increase exponentially with the number of services involved. Suppose that there are \( n_1, \ldots, n_m \) providers for each of the \( m \) services in a service package. To find the skyline for the service package, \( \prod_{i=1}^{m} n_i \) number of candidates need to be evaluated. The computational cost would be prohibitive if the following conditions are true: (\( C_1 \)) the number of services in a service package is large, i.e., \( m \) is large; (\( C_2 \)) the number of providers for each service is large, i.e., \( n_i \) is large.

An intuitive solution that addresses the above challenge is to compute the multi-service skylines from single service skylines. This solution is valid due to two observations: (\( O_1 \)) a multi-service skyline point can only be formed by a set of single service skyline points; (\( O_2 \)) the sizes of skylines are usually much smaller than the sizes of the service space (i.e., the number of providers). In this case, only \( \mathcal{N} = \prod_{i=1}^{m} k_i \) maximum number of candidates need to be evaluated due to \( O_1 \), where \( k_i \) is the size of the \( i \)th service skyline and we expect that \( k_i \ll n_i \) due to \( O_2 \). Thus, the computational cost can be reduced with several orders of magnitude. However, \( \mathcal{N} \) can still be large as more services are involved in the service package. In this chapter, we present a progressive and pipelineable approach for computing multi-service skylines, which also has a nearly optimal time complexity. The major contributions are summarized as follows:
• We first develop a baseline algorithm (referred to as **one pass algorithm** or OPA), which performs a single pass on the \( N \) candidates and outputs the skyline when the pass is complete. It employs a special enumeration mechanism to effectively reduce the number of false positive skyline points during skyline computation.

• We present a **dual progressive algorithm** (referred to as DPA) that is completely pipelinable and able to progressively report the skyline. It leverages an expansion tree and a parent table to ensure the efficiency and progressiveness.

• We develop a **bottom-up approach** (referred to as BUA) that extends DPA through an early pruning strategy. BUA is able to compute the skyline with a nearly optimal time complexity. With early pruning, BUA also exhibits a good scalability with the increment of the number of services.

• We perform a rigorous analytical study and conduct an extensive set of experiments to evaluate the proposed multi-service skyline computation algorithms.

The remainder of this chapter is organized as follows. We formally define the multi-service skyline computation problem in Section 5.1. We present one pass algorithm, dual progressive algorithm, and the bottom-up approach in Sections 5.2, 5.3, and 5.4, respectively. We present the experimental results in Section 5.5.

## 5.1 Preliminaries

A complex service package (e.g., a travel package) typically requires access to a set of operations across multiple services. As stated in the beginning of this chapter, computing a SEP skyline for such a service package would incur intensive computational overhead. We present our approaches to efficiently compute service skylines over sets of services. For clarity, we use the term SEP to specifically refer to the service execution plan for a single service and the SEP skyline refers to the skyline for a single service. We use the term MEP to refer to the service execution plan for sets of services. Therefore, we study the problem of **efficiently computing the MEP skylines** in this section. Table 6.2 summarizes the terminologies used throughout the chapter.

Problem Definition. Given \( m \) services with \( d \) user interested QoWS attributes, where the \( i \)th service has \( n_i \) different providers, the problem of MEP **skyline computation** is to compute the service skyline \( MS \) over the \( m \) services.
Table 5.1: Terminologies

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEP</td>
<td>service execution plan for a single service</td>
</tr>
<tr>
<td>MEP</td>
<td>service execution plan for sets of services</td>
</tr>
<tr>
<td>$SK_i$</td>
<td>the $i$th SEP skyline</td>
</tr>
<tr>
<td>$k_i$</td>
<td>size of the $i$th SEP skyline</td>
</tr>
<tr>
<td>score</td>
<td>the sum of the QoWS attributes of a MEP(SEP)</td>
</tr>
<tr>
<td>$\mathcal{MS}$</td>
<td>the MEP skyline</td>
</tr>
<tr>
<td>$A \triangleright B$</td>
<td>$A$ dominates $B$</td>
</tr>
<tr>
<td>$\mathcal{N}$</td>
<td>size of the MEP space</td>
</tr>
<tr>
<td>$m$</td>
<td>number of services</td>
</tr>
<tr>
<td>$d$</td>
<td>number of QoWS attributes</td>
</tr>
</tbody>
</table>

Computing the MEP skyline in a brute force manner is computationally intensive. The following observation helps improve the computation efficiency directly.

**Lemma 4.** Given $m$ services $S_1, \ldots, S_m$ and the set of SEP skylines $SK_1, \ldots, SK_m$, computed for each of them, the MEP skyline $\mathcal{MS}$ over $S_1, \ldots, S_m$ can be completely decided by $SK_1, \ldots, SK_m$.

Lemma 4 enables us to compute the MEP skylines by only considering the SEP skylines. We develop a one pass algorithm based on this. It performs a single pass on the MEP space with a size of $\mathcal{N} = \prod_{i=1}^{m} k_i$ to compute the MEP skyline.

### 5.2 One Pass Algorithm

We present a **One Pass Algorithm** (OPA) in this section. During the single pass of the MEP space, OPA enumerates the candidate MEPs one by one and only stores the potential skyline MEPs. It outputs the skyline after all the candidate MEPs have been evaluated. OPA requires that all the SEP skylines are sorted according to the scores of the SEPs. OPA works as follows (shown in Algorithm 8). It starts by evaluating the first MEP (referred to as MEP$_1$) that is formed by combining the top SEPs from each SEP skyline. It is guaranteed that MEP$_1 \in \mathcal{MS}$ because MEP$_1$ has the minimum score in the MEP space so that no other MEPs can dominate it. With the minimum score, MEP$_1$ is expected to have a very good pruning capacity. Thus, OPA puts MEP$_1$ on the top of $\mathcal{MS}$ so that the non-skyline MEPs which are dominated by MEP$_1$ can be pruned at the earliest time. After this, OPA continues to enumerate all other MEPs, one by each time. For each MEP$_i$, the algorithm
checks it against the current $\mathcal{MS}$. When MEP$_i$ meets the first MEP, say MEP$_j$, that can dominate it, the algorithm prunes MEP$_i$ and stops further checking. On the other hand, if MEP$_i$ dominates any MEP, say MEP$_j$, in $\mathcal{MS}$, MEP$_j$ will be removed from the skyline. If none of the MEPs in $\mathcal{MS}$ can dominate MEP$_i$, MEP$_i$ will be inserted into the skyline.

**Algorithm 8 One Pass Algorithm**

**Input:** $m$ sorted SEP skylines $SK_1, ..., SK_m$

**Output:** The MEP skyline $\mathcal{MS}$

1: $N = 1$; // number of candidate MEPs
2: for all $i \in [2..N]$ do
3:   MEP$_i$ = EnumerateNext($SK_1, ..., SK_m$);
4:   IsDominated = False;
5: for all $j \in [1, |\mathcal{MS}|]$ do
6:   MEP$_j$ = $\mathcal{MS}$.get($j$);
7:   if MEP$_i \triangleright$ MEP$_j$ then
8:      $\mathcal{MS}$.remove($j$);
9:   else if MEP$_j \triangleright$ MEP$_i$ then
10:      IsDominated = True;
11:      break;
12:   end if
13: end for
14: if IsDominated == False then
15:   $\mathcal{MS}$.add(MEP$_i$);
16: end if
17: end for

One outstanding issue with OPA is the *false positive* skyline MEPs, which incur additional space and CPU cost. The false positives are generated because OPA has no restriction on the enumeration order of the MEPs. Some early discovered MEP that has been inserted into the skyline may be dominated by other later discovered MEPs. These false positive MEPs will stay in the skyline (which introduces space cost) and be compared with all the MEPs discovered after them until being dominated (which introduces CPU cost).

To reduce the number of false positives, we add some special control on the *EnumerateNext* function of DPA. Suppose that there are $m$ SEP skylines (each of them are sorted on the scores of its SEPS). *EnumerateNext* first returns MEP$_1$. It then keeps increasing the index of the $m$th SEP skyline to enumerate the remaining MEPs. When the index hits the end of the $m$th SEP skyline, the index of $(m-1)$th SEP skyline will increase by 1 and the index of the $m$th skyline will reset to 0. This will propagate to all other SEP skylines until all MEPs are enumerated. Since all the SEP skylines are sorted, this process tends to enumerate the MEPs by roughly following the ascending order of their scores. The effectiveness of the *EnumerateNext* function is justified by our experimental results.
5.3 Dual Progressive Algorithm

We present a Dual Progressive Algorithm (DPA) in this section. The underlying principle of DPA is the dual progressive strategy, which we briefly elaborate as follows.

- DPA progressively enumerates the MEPs in an ascending order of their scores. By “progressively”, we mean that it does not need any presorting, which is usually very time consuming and thus blocks on input [26, 36]. DPA “intelligently” retrieves the MEPs based on their scores one at a time. This is non-trivial if the entire MEP space is not initially sorted. DPA follows the enumeration steps defined by an expansion tree and leverages a set of key data structures to achieve this, which will be explained in what follows.

- DPA progressively reports the skyline MEPs. By “progressively”, we mean that once a MEP is discovered not being dominated by any existing skyline MEP, it is guaranteed to be in the skyline and can be returned to the user. This also implies that no false positives are generated by DPA. This is because that a later discovered MEP \( j \) cannot have a smaller score than an earlier discovered MEP \( i \) due to the first progressive property of DPA. Based on the definition of score, it is impossible for MEP \( j \) to dominate MEP \( i \) because otherwise the former should have a smaller score than the latter.

The dual progressive property helps DPA gain two major advantages: (1) DPA is a completely pipelineable algorithm, i.e., it does not block on both input and output. It does not block on input because presorting is no longer needed. Meanwhile, the progressive generation of the skyline make it non-block on output. (2) Since only true skyline MEPs are kept in \( \mathcal{MS} \), the space overhead is greatly reduced. In addition, many useless comparisons are expected to be eliminated.

5.3.1 Basic Progressive Enumeration

The second progressive property is essentially a natural result from the first progressive property. We focus on investigating how the first progressive property is achieved in this section. Similar to OPA, DPA also requires that the SEP skylines are all sorted. The entire MEP space can be enumerated systematically using a MEP expansion tree. Figure 5.1 shows the expansion tree for three SEP skylines, \( A(a_1, a_2, a_3) \), \( B(b_1, b_2, b_3) \), and \( C(c_1, c_2, c_3) \). The number of MEPs generated from these skylines will be \( |A| \times |B| \times |C| = 27 \). Each node of the
expansion tree corresponds to a MEP. In particular, the root node (referred to as \( r \) or \( n_1 \)) corresponds to MEP\(_1\), i.e., the MEP that is formed by the top SEPs from each SEP skyline. MEP\(_1\) has the smallest *score* and thus must belong to the skyline. A child node is different from a parent node by only one SEP and the SEP from the child node is the successor of the SEP from the parent in the corresponding SEP skyline.

We use the expansion tree \( T \) together with a heap \( H \) to achieve the basic progressive enumeration. Specifically, the expansion tree ensures that a parent node is enumerated before its child nodes. This is desirable because the *score* of a parent node cannot be larger than those from its children. The heap, on the other hand, determines the enumeration order of nodes that do not have a parent-child relationship. The enumeration starts by initializing the heap \( H \) with MEP\(_1\) (i.e., \( n_1 \)). Each enumeration step consists of two sub-steps: (1) **Extract**—the MEP with the smallest *score*, say \( n_i \), is extracted from \( H \) and compared with the existing skyline. \( n_i \) will be inserted into the skyline if not dominated and discarded if otherwise. (2) **Expand**—the child nodes of \( n_i \) are then generated and inserted into \( H \). The enumeration stops when \( H \) is empty.

### 5.3.2 Node Duplication

A major issue with the above basic implementation is that a single node could be generated from parent expansion for multiple times, referred to as *node duplication*. This is because a node could have up to \( m \) parents, where \( m \) is the number of SEP skylines. The same child node will be generated when each of its parents is expanded. As shown in Figure 5.1,
the number above each node indicates the number of its parents. For example, the node \((a_2, b_2, c_2)\) will be inserted into \(\mathcal{H}\) for three times because it has three parents and when each of them is expanded, \((a_2, b_2, c_2)\) will be generated and inserted into \(\mathcal{H}\). The node duplication issue introduces great computational overhead because lots of node are processed multiple times. More seriously, the same node could be inserted into the skyline for more than one time, which results in a wrong skyline.

A straightforward extension to tackle the above issue is to add a \textit{Parent Checking} (PC) procedure before inserting a node into the heap. For a given node, say \(n_i\), generated from the expansion, PC examines whether there is any of its parents currently in the heap. If this is the case, the child will not be inserted. However, PC still cannot completely resolve the above issue. We use a specific example to explain this. With the expansion tree shown in Figure 5.1, nodes \((a_2, b_1, c_1)\), \((a_1, b_2, c_1)\), and \((a_1, b_1, c_2)\) will be generated and inserted into \(\mathcal{H}\) after \((a_1, b_1, c_1)\) is expanded. Assume that \((a_2, b_1, c_1)\) has the smallest score so that it will be extracted from \(\mathcal{H}\). After \((a_2, b_1, c_1)\) is expanded, its three child nodes \((a_3, b_1, c_1)\), \((a_2, b_2, c_1)\), and \((a_2, b_1, c_2)\) are generated. With the checking procedure, only \((a_3, b_1, c_1)\) is inserted into \(\mathcal{H}\) because the parents of \((a_2, b_2, c_1)\), and \((a_2, b_1, c_2)\) are still in \(\mathcal{H}\). Assume that \((a_3, b_1, c_1)\) has the smallest score at this point. It is then extracted from \(\mathcal{H}\) and expanded to generate its two child nodes \((a_3, b_2, c_1)\) and \((a_3, b_1, c_2)\). With the checking procedure, both \((a_3, b_2, c_1)\) and \((a_3, b_1, c_2)\) are inserted into \(\mathcal{H}\) since none of their parents are in the heap. This is problematic because \((a_3, b_2, c_1)\) and \((a_3, b_1, c_2)\) are placed into the heap before some of their parents, i.e., \((a_2, b_2, c_1)\), and \((a_2, b_1, c_2)\). In this case, when the parent nodes are expanded, \((a_3, b_2, c_1)\) and \((a_3, b_1, c_2)\) will be generated again, respectively. This, again, results in node duplication.

The above analysis reveals that in order to completely avoid node duplication, we should check whether there is any ancestor (instead of only parent) of a node currently in the heap, i.e., as long as any ancestor of a node is still in the heap, the node will not be inserted into the heap. In the above example, \((a_3, b_2, c_1)\) and \((a_3, b_1, c_2)\) will not be inserted into \(\mathcal{H}\) with ancestor checking because their ancestors \((a_1, b_2, c_1)\) and \((a_1, b_1, c_2)\) are in the heap. Node \(n_j\), represented as \((\text{SEP}_{1j}, \ldots, \text{SEP}_{mj})\) is an ancestor of node \(n_i\), represented as \((\text{SEP}_{1i}, \ldots, \text{SEP}_{mi})\) if \(\text{SEP}_{kj}.\text{score} \leq \text{SEP}_{k_i}.\text{score}, 1 \leq k \leq m\). Therefore, the complexity of checking an ancestor relationship is \(\Theta(m)\). For each node, the entire \(\mathcal{H}\) needs to be checked. Thus, ancestor checking for a node requires a complexity of \(\Theta(|\mathcal{H}| \times m)\), where \(|\mathcal{H}|\) is the length of the heap at the point when the checking is conducted. Since a node will be generated when each of its parent is expanded, the overall complexity of ancestor checking for each node is \(\Theta(|\mathcal{H}| \times m \times p)\), where \(p\) is the number of parents for the node. This is expensive especially when the size of \(\mathcal{H}\) becomes large with the increase of the number of services (refer to Sect. 6.3.6 for details).
5.3.3 Parent Table

We introduce the parent table data structure in this section. The parent table provides a decent solution to tackle the node duplication issue with minimum overhead. Instead of keeping track of all the ancestors, the parent table only stores the information related to the number of parents for a given node. The underlying principle is that a node can be inserted into the heap only after all its parents have been processed. Since the maximum number of parents for a node is \( m \), with \( m \) as the number of SEP skylines, the parent table only uses up to \( (\lfloor \log m \rfloor + 1) \) bits for a given node. Now the question is how to decide the number of parents for a node. Based on the expansion tree, we have the following property.

**Property 2.** Assume that the index of each SEP skyline starts with 1. The number of parents for a given node \( n_i \), represented as \((SEP_{i_1}, \ldots, SEP_{i_m})\), equals to the number of SEPs with an index greater than 1.

Figure 5.1 shows the number of parents for each node in the expansion tree. With the parent table, the progressive enumeration now works as follows. The parent table, referred to as \( \mathcal{P} \), is first initialized by setting each node entry as the number of parents for the node (refer to Property 2). Similar to the basic implementation, the heap \( \mathcal{H} \) is initialized with the root of the expansion tree \( T \). Each enumeration step now consists of three sub-steps. The \texttt{Extract} and \texttt{Expand} are the same as before except that \texttt{Expand} only generates the child nodes and does not insert any of them into \( \mathcal{H} \). A new \texttt{UpdateCheck} step is added, which works as follows. For each newly generated child node, it first updates \( \mathcal{P} \) by subtracting 1 from the corresponding node entry. The updated entry now represents the remaining parent nodes that have not been processed yet. It then checks the entry. If the entry becomes 0, the corresponding node will be inserted into \( \mathcal{H} \). By doing this, we make sure that a child node can only be inserted into the heap after all its parent nodes have been processed. Each \texttt{UpdateCheck} takes a complexity of \( \Theta(1) \). Thus, for a node that has \( p \) parents, the overall overhead is \( \Theta(p) \). The detailed progressive enumeration algorithm (referred to as \textit{PEN}) is given in Algorithm 9.
Algorithm 9 Progressive Enumeration (PEN)

**Input:** \( m \) SEP skylines that form an expansion tree \( T \)

**Output:** The MEP skyline \( MS \)

1. \( MS = \emptyset, H = \emptyset \);
2. Initialize the parent table \( P \);
3. \textbf{while} \( H \neq \emptyset \) \textbf{do}
4. remove the top node \( n \) from \( H \);
5. \textbf{if} \( n \) is not dominated by \( MS \) \textbf{then}
6. \( MS.\text{add}(n) \);
7. \textbf{end if}
8. \( CN = \text{expand}(n, T) \); // generate the child nodes
9. \textbf{for all} node \( n_i \in CN \) \textbf{do}
10. \( P(n_i) = P(n_i) - 1 \);
11. \textbf{if} \( P(n_i) == 0 \) \textbf{then}
12. \( H.\text{add}(n_i) \);
13. \textbf{end if}
14. \textbf{end for}
15. \textbf{end while}

**Example 11.** We use an example as shown in Figure 5.2 to explain the progressive enumeration process. Figure 5.2 (c) shows the enumeration steps with Figure 5.2 (d) and (e) illustrating the contents of the parent table and the heap, respectively. In step 1, \((a_1, b_1)\) is removed from the heap and expanded to \((a_2, b_1)\) and \((a_1, b_2)\). For each of these two nodes, the corresponding entries in the parent table are first updated, i.e., \( P(a_1, b_2) = P(a_1, b_2) - 1 = 0, P(a_2, b_1) = P(a_2, b_1) - 1 = 0 \). Since both entries become 0 after the update, \((a_2, b_1)\) and \((a_1, b_2)\) are inserted into the heap. In step 2, \((a_1, b_2)\) will be removed from the heap since it has the smallest score. It is expanded to MEP\((a_2, b_2)\) and MEP\((a_1, b_3)\). The parent table is updated as follows: \( P(a_2, b_2) = P(a_2, b_2) - 1 = 1, P(a_3, b_1) = P(a_3, b_1) - 1 = 0 \). Thus, only MEP\((a_1, b_3)\) is inserted into the heap. Figure 5.2 (c) shows the expansion direction of each step and a mark “×” on the lines means that the generated node will not be inserted into the heap at that step (due to a nonzero parent entry). The entire enumeration stops when the heap becomes empty.

**5.3.4 Analysis**

In what follows, we identify some key properties of PEN and present the proof of correctness. We then investigate the overall complexity of DPA.
5.3.4.1 Correctness

Lemma 5. PEN processes the nodes (i.e., MEPs) in an ascending order of their scores.

Proof: Assume that we have \( n_i \) processed earlier than \( n_j \) whereas \( \text{score}(n_j) < \text{score}(n_i) \). Assume that at a certain point, \( n_i \) becomes the node that has the smallest \( \text{score} \) in the heap. Thus, \( n_j \) cannot be in the heap because otherwise \( n_j \) should have the smallest \( \text{score} \). Since \( n_j \) has not been processed at that point, it must not be inserted into the heap yet. Thus, we can always find a node \( n_k \) currently in the heap, which is an ancestor of \( n_j \). Extracting \( n_k \) from the heap will (directly or indirectly) trigger the insertion of \( n_j \) into the heap. Now, we have two cases to deal with: (1) \( n_i = n_k \); and (2) \( n_i \neq n_k \). Case (1) means that \( n_i \) is an ancestor of \( n_j \), which contradicts that \( n_i \) has a larger \( \text{score} \) than that of \( n_j \). For case (2), we have \( \text{score}(n_i) < \text{score}(n_k) \) and \( \text{score}(n_k) \leq \text{score}(n_j) \). Thus, we have \( \text{score}(n_i) < \text{score}(n_j) \), which leads to a contradiction.

Lemma 6. Every node will be examined by PEN.

Proof: Suppose that there is a set of nodes, \( S \), that is ignored by PEN, where \( S \neq \phi \). We can always choose a node say, \( n = (a_i, b_j, c_k, \ldots) \), such that there does not exist a node \( n' = (a'_i, b'_j, c'_k, \ldots) \) in \( S \) satisfying that \( i' \leq i \wedge j' \leq j \wedge k' \leq k \). Since \( n \) is ignored by PEN, we can conclude that each time when one of its parents is processed, the remaining parent number is always larger than 0 (according to Algorithm 9). It means that at least one parent of \( n \) is ignored by PEN, too. This contradicts the selection of node \( n \).
5.3.4.2 Complexity

Lemma 5 and Lemma 6 collectively ensure the correctness of DPA. We investigate the performance of DPA by examining the cost on each node in the expansion tree. The time spent by DPA on node \( n_i \) consists of two major parts: heap operation (i.e., insertion and extraction) and skyline comparison. Assume that the size of the MEP space is \( N \) and expected size of the MEP skyline \( MS \) is \( \Theta((\ln^{d-1}N)/(d-1)!) \) [36]. The number of comparisons between skyline MEPs is \( |MS|^2/2 \), which is \( o(N) \). Since the MEP space is examined in a sorted order, the number of comparisons between skyline MEPs and non-skyline MEPs is bounded by \( O(N) \) [36]. The cost of heap operation is determined by the size of the heap, which we examine in detail in the remaining part of this section.

**Lemma 7.** A node and its ancestors (or descendants) cannot coexist in the heap.

**Proof:** Assume that we have both \( n_i \) and one of its ancestor \( n_j \) in the heap at a certain point. \( n_j \) cannot be the parent of \( n_i \) because when \( n_i \) is inserted into the heap, all its parents must already have been extracted from the heap. In this case, \( n_j \) should be the ancestor of one of \( n_i \)'s parent, say \( n_k \). Similarly, \( n_j \) cannot be the parent of \( n_k \) because otherwise \( n_j \) will be extracted from the heap before \( n_k \). Following this, we will have two situations: (1) \( n_j \) coincides with the root \( r \) of the expansion tree; or (2) \( n_j \) does not exist (when \( n_j \) is a non-parent ancestor of \( n_k \) which is a child node of the root). Case (2) directly contradicts the assumption. Case (1) also leads to a contradiction because \( r \) is extracted from the heap in the very beginning of PEN.

The order between the nodes that are incomparable (i.e., nodes that do not have a ancestor-successor relationship) with the expansion tree is decided by the heap. Therefore, *the upper bound of the heap size is determined by the maximum number of incomparable nodes that can concurrently reside in the heap.* Some important properties of the expansion tree helps provide an answer for this. For the ease of analysis, we assume that the index for each SEP skyline starts from 0 and the size of each SEP skyline is \( (k+1) \). Thus, the index range for the \( j \)th SEP skyline is \( 0 \leq i_j \leq k \). Assume that there are \( m \) SEP skylines and the level number of the expansion tree stats with 0.

With the above settings, we can immediately derive the number of nodes in each level of the expansion tree. Based on how the expansion tree is constructed (refer to Sect. 5.3.1 for details), the indices of the SEPs within a given node sum to the level number, upon which the node resides. Thus, for any node \( (SEP_{i_1}, SEP_{i_2}, ..., SEP_{i_m}) \) on level \( l \), we have \( i_1 + i_2 + \cdots + i_m = l \). As can be seen from Figure 5.1, after subtracting 1 from each index of a given node (because the index here starts from 1 instead of 0), the sum of the indices...
equals to the corresponding level number. Therefore, the number of nodes on a given level is actually the number of integral solutions of $i_1 + i_2 + \cdots + i_m = l, 0 \leq i_j \leq k$. This is given by the following equation:

$$N_l(m, k) = \sum_{j=0}^{\lfloor l/(k+1) \rfloor} (-1)^j \binom{m}{j} \binom{l + m - 1 - j(k+1)}{m - 1}$$  \hspace{1cm} (5.1)$$

where $\lfloor l/(k+1) \rfloor$ is the integer part of $l/(k+1)$. Eq. (5.1) has also been used in combinatorial analysis [65]. Another way to interpret this is that $N_l(m, k)$ is the coefficient of $x^l$ in the expansion of $(1 + x + \cdots + x^k)^m$. $N_l(m, k)$ achieves its maximum value at the middle level of the expansion tree [21], i.e.,

$$\max\{|N_l(m, k)| 0 \leq l \leq mk \} = N_{\lfloor \frac{mk}{2} \rfloor}(m, k)$$  \hspace{1cm} (5.2)$$

The expansion tree has a symmetrical structure, which can be justified by the following lemma.

**Lemma 8.** The $l$th level and the $(mk-l)$th level of the expansion tree have the same number of nodes i.e., $N_l(m, k) = N_{mk-l}(m, k)$.

**Proof:** The number of nodes on level $l$ is determined by the number of integral solutions of $i_1 + i_2 + \cdots + i_m = l, 0 \leq i_j \leq k$. Suppose that $i_j = k - t_j, 1 \leq j \leq m$. Thus, we have

$$(k-t_1) + (k-t_2) + \cdots + (k-t_m) = l, 0 \leq t_j \leq k$$  \hspace{1cm} (5.3)$$

$$\Rightarrow t_1 + t_2 + \cdots + t_m = mk - l, 0 \leq t_j \leq k$$  \hspace{1cm} (5.4)$$

Since there is a one-to-one correspondence relationship between $i_j$ and $t_j$, the number of integral solutions of $i_1 + i_2 + \cdots + i_m = l, 0 \leq i_j \leq k$ equals to the number of integral solutions of $t_1 + t_2 + \cdots + t_m = mk - l, 0 \leq t_j \leq k$, which determines the number of nodes on level $mk-l$.

**Lemma 9.** The nodes on the same level of the expansion tree are not comparable to each other.

**Proof:** This is straightforward because the nodes on the same level do not hold an ancestor-successor relationship.

**Theorem 5.** The size of the heap $H$ is bounded by the number of nodes on the middle level of the expansion tree, i.e., $\max(|H|) = N_{\lfloor \frac{mk}{2} \rfloor}(m, k)$.

**Proof:** This actually means that the upper bound of the heap is achieved when all the nodes on the middle level of the expansion tree concurrently reside in the heap. To prove
this, we assume that the maximum size of the heap is achieved when there are nodes from some levels above the middle (same conclusion can be drawn for the levels below the middle due to symmetrical property stated in Lemma 8). Assume that \( n_i \) is from level \( i \), where \( i < \left\lfloor \frac{mk}{2} \right\rfloor \). All the nodes in the heap cannot be the successor of \( n_i \). Suppose \( n_i \) is expanded at this point. Therefore, all its \( m \) child nodes can be inserted into the heap, with \( m > 1 \). This contradicts that the heap has already achieved its maximum size before \( n_i \) is expanded.

We now asymptotically investigate the heap size based on Eq. (5.1). This provides an intuitive way to understand how heap size increases with some key parameters, including the size of the individual SEP skylines (i.e., \( k \)) and the number of services (i.e., \( m \)). Specifically, let \( l = pk \), where \( 0 \leq p \leq m \), and we have,

\[
\binom{l + m - 1 - j(k + 1)}{m - 1} = \binom{(p - j)k - j + (m - 1)}{m - 1}
\]

\[
= \frac{1}{(m - 1)!} \times ((p - j)k - j + (m - 1))
\]

\[
\times ((p - j)k - j + (m - 2))
\]

\[
\ldots
\]

\[
\times ((p - j)k - j + (1))
\]

On the right hand side, the product multiplies \((m - 1)\) items in addition to \( \frac{1}{(m-1)!} \), where each of these \((m - 1)\) items contains \((p - j)k\). This allows us to rewrite the right hand side as the \((m - 1)\) powers of \( k \),

\[
\binom{l + m - 1 - j(k + 1)}{m - 1} = \frac{(p - j)^{m-1}}{(m - 1)!} k^{m - 1} + \Theta(k^{m-2}) \tag{5.5}
\]

The remaining terms can be expressed as \( \Theta(k^{m-2}) \) because the number of SEP skylines (i.e., the number of services) is expected to be much less than the size of the SEP skyline, i.e., \( m \ll k \). We also have \( j \leq \left\lfloor \frac{l}{k+1} \right\rfloor \leq m \ll k \). Therefore, the magnitude of the remaining terms is dominated by the highest power of \( k \), which is \((m - 2)\). Based on Eq. (5.5), Eq. (5.1) can be rewritten as

\[
N_l(m,k) = \sum_{j=0}^{\left\lfloor \frac{l}{k+1} \right\rfloor} (-1)^j \binom{m}{j} (p - j)^{m-1} (m - 1)! k^{m - 1} + \Theta(k^{m-2}) \tag{5.6}
\]

Eq. (5.6) shows that the heap size increases exponentially with the number of services although it may have a small constant factor. Also, the upper bound of the heap size cannot exceed \( k^{m-1} \). This can be illustrated in a more intuitive manner. Assume that at certain point, the size of the heap exceeds \( k^{m-1} \). In this case, we must have at least two
nodes that are different from each other by only one SEP. Suppose that these two nodes are \((s_{1i}, \ldots, s_{ix}, \ldots, s_{mi})\) (referred to as \(n_x\)) and \((s_{1i}, \ldots, s_{iy}, \ldots, s_{mi})\) (referred to as \(n_y\)), respectively, where \(x \neq y\). Therefore, \(n_x\) is an ancestor (or a descendant) of \(n_y\). The coexistence of \(n_x\) and \(n_y\) contradicts with Lemma 7.

Assume that the heap size is \(|\mathcal{H}^{in}(n_i)|\) (or \(|\mathcal{H}^{out}(n_i)|\)) when node \(n_i\) is inserted into (or removed from) the heap. Then, the cost for inserting \(n_i\) into \(\mathcal{H}\) is \(\log(|\mathcal{H}^{in}(n_i)|)\). Although the cost for heap extraction is a constant, a reorganization of the heap is required after \(n_i\) is extracted, which has a cost of \(\log(|\mathcal{H}^{out}(n_i)|)\). Since the total number of nodes in the expansion tree is \(\mathcal{N}\), the overall cost of heap operations is

\[
\sum_{i=1}^{\mathcal{N}} [\log(|\mathcal{H}^{in}(n_i)|) + \log(|\mathcal{H}^{out}(n_i)|)]
\]

(5.7)

Since the cost for skyline comparison is \(O(\mathcal{N})\), the overall complexity of DPA is dominated by Eq. (5.7).

### 5.4 A Bottom-Up Approach

The DPA algorithm is able to progressively report the MEP skyline. As shown in Sect. 6.3.6, its performance is decided by the size of MEP space and the heap size. With the increment of the number of services, the total number of MEPs will increase in an exponential manner. Similarly, the upper bound of the heap also grows exponentially due to Theorem 5. In this case, although DPA can still efficiently report an initial answer set (due to the progressive-ness), its performance to compute the entire skyline remains to be an issue especially for a large number of services. In this section, we present a bottom-up approach to efficiently compute the entire MEP skyline while keeping all the nice properties (i.e., progressive and pipelineable) of DPA.

#### 5.4.1 The Early Pruning Heuristic

As discussed in Sect. 6.3.6, the performance of DPA is decided by two factors: the size of the MEP space (i.e., \(\mathcal{N}\)) and the heap size (i.e., \(|\mathcal{H}|\)). The bottom-up approach is built based upon DPA. It leverages an Early Pruning (EP) heuristic to reduce both of these two factors in computing the skyline. We first present a key observation which grounds the EP heuristic.
Theorem 6. If MEP \( n_i^{(m+1)} \), represented as \((SEP_{1i},...,SEP_{(m+1)i})\) belongs to the \((m + 1)\)-MEP skyline (i.e., the skyline computed over \((m + 1)\) services), then MEP \( n_i^{(m)} \), represented as \((SEP_{1i},...,SEP_{mi})\), must belong to the \(m\)-MEP skyline.

**Proof:** Assume that \( n_i^{(m)} \) is not in the \(m\)-MEP skyline. Thus, we can always find a \( n_j^{(m)} \) such that \( n_j^{(m)} \succ n_i^{(m)} \). By combining \( n_j^{(m)} \) with \( SEP_{(m+1)i} \), we have \((n_j^{(m)},SEP_{(m+1)i}) \succ (n_i^{(m)},SEP_{(m+1)i})\), which contradicts that \( n_i^{(m+1)} \) is in the skyline.

Theorem 6 implies that if \( n_i^{(m)} \notin \text{MEP} \) skyline, then \( n_i^{(m)} \) cannot be part of any MEP in the \((m + 1)\)-MEP skyline. Thus, we can safely prune \( n_i^{(m)} \) when computing the \(m\)-MEP skyline. This actually has the effect of pruning \( k \) MEPs in the \((m + 1)\)-MEP space, where \( k \) is the size of the \((m + 1)\)th SEP skyline. The bottom-up approach is built upon this EP heuristic. Instead of considering all the \( m \) services simultaneously (as DPA), it progressively combines the \( m \) services together. Specifically, it combines \( m'(m' < m) \) SEP (or intermediate MEP) skylines by using DPA in each step and keeps doing this until \( m \) is reached. Since DPA is completely pipelineable and the generated skyline MEPs are automatically sorted, a skyline MEP can be immediately used for the next-phase skyline computation. This guarantees the progressiveness of the bottom-up approach. There are two remaining questions: (Q1) how to choose \( m' \), and (Q2) in what order to combine the temporary skylines. The selection of \( m' \) is straightforward due to Theorem 6. To achieve the maximum pruning efficiency of EP, we should always compute the skyline from the minimum number of SEP (or intermediate MEP) skylines in each step, i.e., we choose \( m' = 2 \).

### 5.4.2 Linear Composition Plans

For (Q2), we first use an example to illustrate what it actually implies. We then present our solution for it. Figure 5.3 shows two different ways to combine the SEP and intermediate MEP skylines, which we refer to as **composition plans**. Figure 5.3(a) gives a linear composition plan, where at least one child of a composition node is an SEP skyline. On the other hand, a non-linear or a bushy plan is shown in Figure 5.3(b). The following lemma helps us determine which type of plan to use.

**Lemma 10.** The heap size used by DPA to compose two skylines \( X \) and \( Y \) has an upper bound of \( \min(|X|,|Y|) \).

**Proof:** For any two MEPs in the heap, say \( n_s \) represented as \((x_is,y_js)\) and \( n_t \) represented as \((x_it,y_jt)\), \( x_is \neq x_it \) and \( y_js \neq y_jt \). Suppose \(|X| < |Y|\). We assume there are \(|X| + 1 \) MEPs
in the heap. Therefore, there must exist two MEPs that share the same entry from \( X \). This contradicts Lemma 7.

Assume that the sizes of the SEP skylines are all around \( k \). Thus, a linear composition plan guarantees that the cost of any individual heap operation during the entire skyline computation is bounded by \( \log(k) \). In contrast, in a bushy plan, the cost of the heap operations are determined by the sizes of the intermediate MEP skylines. In addition, since the size of the intermediate MEP skyline is typically larger than any of its children (we analyze this below), the cost of heap operations will keep increasing, which may become rather significant especially for a large number of services. On the other hand, the cost of heap operations for a linear plan is insensitive to the number of services, which helps it achieve a much better scalability.

The only remaining question now is to justify that the size of the intermediate MEP skyline (referred to as \( S_{(i,j)} \)) is indeed larger than any of its two children (referred to as \( S_i \) and \( S_j \) respectively). A straightforward way is to use the skyline cardinality estimation approach presented in [25], where we assume that the size of \( S_{(i,j)} \) takes the form of \( K_1 \log^{K_2}(|S_i| \times |S_j|) \) and parameters \( K_1 \) and \( K_2 \) can be estimated based on small data samples. Here, we present a more intuitive approach to roughly estimate the size of a intermediate MEP skyline. Suppose that we want to compose two skylines \( A \) and \( B \). The sizes of \( B \) and \( A \) are \( k \) and \( k' \), respectively.
respectively. Skyline $A$ consists of $a_1, a_2, a_3$, and $a_4$, as shown in Figure 5.4(a). For skyline $B$, instead of highlighting each individual skyline point, we use a curve to approximate the overall distribution of the skyline points for the ease of analysis. For the composition of $A$ and $B$, we first compose each skyline point in $A$ with $B$ and then combine the result together. For example, for composing $a_1$ and $B$, we only need to shift the skyline curve of $B$ with a distance of $a_1[x]$ along the $x$ axis and a distance of $a_1[y]$ along the $y$ axis. Figure 5.4(b) shows the obtained result lists of composing $a_1, a_2$ and $a_3$ with $B$. Each result list is sorted based on the $x$ values. We assume that there is a crossing point for every two consecutive compositions. For example, $a_1 + B$ and $a_2 + B$ cross at $(x_1, y_1)$. $(x_1, y_1)$ coincides with two virtual points $^1$ $(b_{21}[x] + a_1[x], b_{21}[y] + a_1[y])$ and $(b_{21}[x] + a_1[x], b_{21}[y] + a_1[y])$, that are from $a_1 + B$ and $a_2 + B$ respectively. Since $a_2[x] > a_1[x]$, we have $b_{12}[x] > b_{21}[x]$. Thus, we have $k_{12} > k_{21}$ (because the list is sorted on $x$). We generously assume that the points lay in the “possible dominated areas” (i.e., the lower part of $a_1 + B$ and the upper part of $a_2 + B$, as shown in Figure 5.4(a)) are actually all dominated. Therefore, the remaining number of points is $(a_1, a_2, B) = k_{12} + (k - k_{21})$, which is greater than $k$ because $k_{12} > k_{21}$. Similarly, we then combine $a_2 + B$ and $a_3 + B$ and have $(a_2, a_3, B) = (k_{23} - k_{21}) + (k - k_{32})$. We subtract $k_{21}$ because these are dominated by $a_1 + B$. In addition, we keep the term $(k_{23} - k_{21})$ only if $k_{23} > k_{21}$, otherwise, $(a_2, a_3, B) = (k - k_{32})$. We keep applying this and obtain the final size of the skyline as $K_{AB} = \sum_{i=1}^{k'}(a_i, a_{i+1}, B)$. We have $K_{AB} \geq \max(k, k')$ because $(a_1, a_2, B) \geq (k + 1)$ and all the remaining $(k' - 2)$ items are greater than or equal to 1.

5.4.3 Complexity Analysis

Similar to our previous analysis, we assume without loss of generality that there are $m$ services and the sizes of the SEP skylines are around $k$. The bottom-up approach employs $(m - 1)$ phases to compute the $m$-MEP skyline. We use the notion $k_{(i+1)}$ to represent the size of the MEP skyline generated from phase $i$. To adapt to this notion, we have $k_{(1)} = k$. For phase $i$, the complexity can be expressed as follows:

$$2 \times k \times k_{(i)} \times \log k + k \times k_{(i)} + \frac{1}{2} k_{(i+1)}^2$$  \hspace{1cm} (5.8)

\hspace{1cm} \text{heap operation} \hspace{1cm} \text{skyline comparison}

\[ ^1 \text{We call them virtual because there may be no actual points in the results list that corresponds to } (x_1, y_1). \]
Thus, we have the overall complexity as
\[
\sum_{i=1}^{m-1} 2 \times k \times k(i) \times \log k + k \times k(i) + \frac{1}{2} k^2(i+1)
\]
\[= k(2 \log k + 1) \sum_{i=1}^{m-1} k(i) + \frac{1}{2} \sum_{i=1}^{m-1} k^2(i+1) \] (5.9)

Based on the above analysis on the intermediate skyline size, we have \(k(i) < k(i+1) < k \times k(i)\). Thus,
\[
\frac{1}{k} < \frac{k(i)}{k(i+1)} < 1
\] (5.11)

Assume
\[
\max \left( \frac{k(i)}{k(i+1)} \right) = \frac{1}{p}, 1 \leq \forall i \leq m - 1 \text{ and } 1 < p < k
\] (5.12)

Therefore, we have
\[
\sum_{i=1}^{m-1} k(i) < \frac{1}{1 - \frac{1}{p}} \times k(1) = \frac{p}{p-1} k(m-1)
\] (5.13)
\[
\sum_{i=1}^{m-1} k^2(i+1) < \frac{1}{1 - \frac{1}{p^2}} \times k(i+1) = \frac{p^2}{p^2-1} k^2(m)
\] (5.14)

Since we have \(k(m) > k(m-1) > k\) and also note that \(k(m) = |\mathcal{MS}|\), the overall complexity can be derived as \(O\left(\frac{p^2}{2(p-1)}|\mathcal{MS}|^2\right)\). This is nearly optimal because to compute a skyline with size \(|\mathcal{MS}|\), at least \(|\mathcal{MS}|^2/2\) skyline to skyline comparisons are required.

## 5.5 Experimental Study

We implement all the proposed algorithms: OPA, DPA, and BUA. We conduct an extensive set of experiments to assess the performance of these algorithms. We run our experiments on a cluster of Sun Enterprise Ultra 10 workstations with 512 Mbytes Ram under Solaris operating system. The QoWS attributes of service instances are generated in three different ways following the approach described in [14]: 1) Independent QoWS where all the QoWS attributes of service instances are uniformly distributed, 2) Anti-correlated QoWS where a service instance is good at one of the QoWS attributes but bad in one or all of the other QoWS attributes, and 3) Correlated QoWS where a service instance which is good at one of
the QoWS attributes is also good at the other QoWS attributes. We build indices on the SEP space (refer to Chapter 4) and use BBS [57] to compute the SEP skylines. Thus, the SEP skylines are automatically sorted based on the scores of their SEPs. Table 5.2 gives the parameter settings of the experiments.

Table 5.2: Experiment Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Cardinality of service relations</td>
<td>100k</td>
</tr>
<tr>
<td>$d$</td>
<td>Number of QoWS attributes</td>
<td>[2, 5]</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of Services</td>
<td>[2, 10]</td>
</tr>
</tbody>
</table>

### 5.5.1 Efficiency and Scalability

We evaluate the performance in terms of total CPU cost against $d$ and $m$ in this section. It is worth to note that the sizes of the SEP skylines keep increasing with $d$, which is especially obvious with the anti-correlated QoWS. For instance, the size of a SEP skylines typically exceeds 1000 when $d \geq 5$. In practice, a service query may typically pose some other quality constraints, which help prune a large portion of the SEP skyline. To avoid overly large SEP skylines, we select the top 100 skyline SEPs (based on their scores) from them. Under this setting, the candidate MEP space $\mathcal{N}$ can still become very large with the increase of the number of services, for example, $\mathcal{N} = 10^{20}$, when $m = 10$.

Figure 5.5 compares the three algorithms, BUA, DPA, and OPA with $m = 4$ and $d \in [2, 5]$. When $d = 2$, which also corresponds to a relatively small candidate MEP space, OPA performs slightly more efficiently than BUA because it requires no overhead to maintain progressiveness. It also benefits from the effectiveness of the $\texttt{EnumerateNext}$ function. BUA performs the most efficiently for all other cases. In particular, the performance advantage of BUA over the other two algorithms becomes larger as $d$ increases. It is also interesting that the CPU cost of DPA does not necessarily increase with $d$ for independent and correlated QoWS. This is because the performance of DPA is decided by both the size of the MEP space $\mathcal{N}$ and the heap size $|\mathcal{H}|$. For anti-correlated QoWS, the sizes of the SEP skylines increase quickly with $d$. This results in a large $\mathcal{N}$, which make it a dominating factor in the overall cost. In contrast, for independent and correlated QoWS, the increasing speed on sizes of the SEP skylines is typically much slower, which makes $|\mathcal{H}|$ play an important role in the overall cost. Since $|\mathcal{H}|$ may not necessarily increase with $d$ (as shown in Figure 5.7), the overall CPU cost of DPA does not necessarily increase with $d$ for independent and correlated QoWS.
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Figure 5.6 evaluates the impact of \( m \). Both DPA and OPA fail to output the skyline within reasonable time for \( m > 4 \) (\( m > 5 \)) on anti-correlated and independent (correlated) QoWS. DPA is less efficient than OPA because the heap size \( |H| \) increases quickly with \( m \). The result demonstrates that BUA is more efficient than the other two algorithms (with orders of magnitude) and can easily scale to a large number of services.

5.5.2 Heap Size

We evaluate how the maximum heap size changes with \( d \) and \( m \) in this section. As shown in Figure 5.7, the maximum heap sizes of BUA are smaller than those of DPA by several orders of magnitude with all \( d \in [2, 5] \). Also, it is interesting to note that the maximum heap size does not necessarily increase with \( d \) for both DPA and BUA. For BUA, the maximum heap size is actually bounded by the maximum SEP skyline size, which is due to Lemma 10. For DPA, it is determined by the maximum number of incomparable MEPs that coincide in the heap. Although with the increase of \( d \), the chance of incomparability between MEPs may increase as well, there are some other important factors that may affect the maximum heap size, such as the relative order of putting the MEPs in the heap.

Figure 5.8 evaluates the maximum heap size against \( m \). The heap size of BUA is significantly less than that of DPA. The only exception is when \( m = 2 \), when BUA becomes identical to DPA. It is also important to note that the heap size of BUA is insensitive to \( m \) at all, which accounts for the good scalability of BUA. The maximum heap size of DPA, on the
other hand, increases exponentially. The DPA heap goes beyond the size of main memory for \( m > 4 \) \((m > 5)\) on anti-correlated and independent (correlated) QoWS.

![Figure 5.7: Heap Size Vs. \( d \) \((m = 4)\)](image)

![Figure 5.8: Heap Size Vs. \( m \) \((d = 3)\)](image)

### 5.5.3 MEP Skyline Size

We evaluate the effect of the MEP skyline size in this section. Figure 5.9 shows that, in BUA, the MEP skyline size for \( i \) services (referred to as \( k_i \)) is greater than skyline size for \((i - 1)\) services (referred to as \( k_{i-1} \)) and less than \( k_i \times k_{i-1} \) for all \( m \in [3, 10] \). This is consistent with our theoretical analysis on the intermediate skyline size, which is summarized as Eq. (5.11).

Figure 5.10 evaluates the effectiveness of the \texttt{EnumerateNext} function for OPA. The sizes of MEP skylines generally keep increasing over all iterations. The sizes only drop occasionally and slightly due to the removing of the false positives. Therefore, the \texttt{EnumerateNext} function effectively reduces the chances of generating false positive skyline MEPs, which accounts for efficient performance of OPA for generating the entire MEP skylines, especially for a small MEP space.

### 5.5.4 Discussion

Since OPA is more efficient than DPA, an interesting question is whether we can replace DPA with OPA in BUA. We choose DPA over OPA due to two major reasons. First, by using
DPA, BUA is able to progressively report the MEP skyline. Second, the reason that OPA is more efficient than DPA is that it relies on the \texttt{EnumerateNext} function, whose effectiveness is built upon that the skylines are sorted. However, since the skylines generated by OPA is not sorted, we need to sort each intermediate skyline if using OPA with BUA, which will introduce significant overhead. In addition, a key reason that the performance of DPA degrades with \( m \) is due to the increase of the heap size. In BUA, we combine two skylines in each step and the heap size is invariant to \( m \). In this case, DPA has a very similar performance with OPA (as shown in Figure 5.6 when \( m = 2 \)).

We also investigate the situation when the sizes of the SEP skylines are significantly different from each other. We compute ten SEP skylines from anti-correlated, independent, and correlated QoWS and the ranges of their sizes are \([81, 162]\), \([57, 95]\), and \([28, 51]\), respectively. We explore three different orders to combine these skylines using BUA: sorted (based on their sizes), reversely sorted, and randomly ordered. As shown in Figure 5.11, the performances of the three composition orders are only slightly different from each other. A closer investigation reveals that the sorted order performs most inefficiently for all \( m \in [5, 10] \). This is most obvious with the anti-correlated QoWS. The major reason is as follows. Since the MEP skyline size keeps increasing with \( m \), the overall cost of skyline computation is mainly affected by the cost of the last step. When a sorted order is adopted, the last SEP skyline has the largest size. This typically results in a large MEP space for the last step computation, which accounts for a high cost. Since the performance difference between reversely sorted order and random order is almost indistinguishable, we just need to avoid a sorted order if a further performance tuning is required for BUA.

![Figure 5.9: \(|\mathcal{M}\mathcal{S}| \text{ Vs. } m \ (d = 3)\)](image-url)
Figure 5.10: # Skyline MEPs Vs. Iteration \((m = 4, d = 3)\)

Figure 5.11: Composition Order \((d = 3, m \in [5, 10])\)
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Skyline Computation over Uncertain QoWS

Quality of Web service (QoWS) has become a central criterion for differentiating competing service providers considering the increasing number of services with similar functionalities. The current service optimization paradigm assumes that precise QoWS values are available for selecting the competing service providers [90, 88]. Consider a Hotel Web service that provides hotel search and online reservation functionalities. Service users can locate hotels near their travel destinations and make the reservation via this service. Typically, there could be multiple service providers, $S_1, \ldots, S_k$ (e.g., Holiday Inn, Days Inn, etc), competing with each other offering different user-centered quality. Quality attributes may include response time, fee, and reputation, etc. To select a satisfactory hotel, users usually need to go through a series of trial-run processes. If the number of competing providers is large, this would be very painstaking. Based on this example, the QoWS values of the provider $S_i$ of the Hotel service could be: response time (2 seconds), fee (30 dollars), and reputation (2 stars). An objective function $F(\vec{q}, \vec{w})$ is then defined, where $\vec{q}$ is the set of QoWS parameters and $\vec{w}$ is a set of weights assigned for each parameter in $\vec{q}$. The objective function $F$ assigns a scalar value to each service provider and the provider gaining the highest value will be selected and returned to the user. However, there are two major limitations affiliated with the current service optimization approaches.

- First, current service optimization approaches require users to transform personal preferences into numeric weights. Users may not know enough to make tradeoffs between different quality aspects using numbers. Furthermore, most existing approaches work like a “black box”, where users submit their weights over quality parameters and the
system selected provider is returned. Users thus lose the flexibility to select their desired providers by themselves.

- Second, current service optimization approaches assume that the quality delivered by service providers do not change over time. In addition, the QoWS values are usually obtained from the corresponding service descriptions (referred to as tentative values) or computed by aggregating values over multiple transactions. However, these tentative or aggregated QoWS values may not precisely reflect the actual performance of a service provider. First, the performance of a service provider may fluctuate due to the dynamic service environment. For example, the response time may vary due to the quality of the network and the fee for reserving a room may change with seasons. Second, service providers may not always deliver according to their "promised" quality because of "intentional" deceptions. Therefore, the actual QoWS delivered by service providers is inherently uncertain. Selecting service providers based on the tentative or aggregated QoWS values does not capture the inherent uncertainty of the actual QoWS.

Computing the skylines from service providers (referred to as service skylines) comes as a natural solution that overcomes the first limitation. Skyline computation has received significant consideration in database research [14, 76, 46, 57]. For a $d$-dimensional data set, the skyline consists of a set of points which are not dominated by any other points. A point $\vec{p} (p_1, ..., p_d)$ dominates another point $\vec{r} (r_1, ..., r_d)$ if $\forall i \in [1, d], p_i \succeq r_i$ and $\exists j \in [1, d], p_j \succ r_j$. We use $\succeq$ to generally represent better than or equal to and $\succ$ to represent better than. In the context of Web services, a service skyline can be regarded as a set of service providers that are not dominated by others in terms of all user interested QoWS attributes, such as response time, fee, and reputation. Computing service skylines can completely free users from assigning weights over different QoWS parameters. The skylines also guarantee that the user desired service providers are included so that users can make flexible selection from them.

To overcome the second limitation, we need to investigate a more challenging problem: computing service skylines from uncertain QoWS. We present in this chapter a novel concept, called $p$-dominant service skyline and a set of efficient algorithms to address the above issue. The remainder of this chapter is organized as follows. We present in Section 6.1 the concept of $p$-dominant service skyline and describe our contribution. We formally define the problem in Section 6.2 and illustrate the key difference between $p$-dominant skyline and $p$-skyline. We present the $p$-R-tree indexing structure and an two-phase algorithm to compute the $p$-dominant skyline in Section 6.3. We evaluate the efficiency and the effectiveness of the
proposed new concepts, indexing structures, and algorithms through a comprehensive set of experimental study in Section 6.4.

6.1 p-dominant Service Skyline

We assume that the actual QoWS values delivered by a provider are available through a set of transaction logs obtained from some QoWS monitoring mechanisms [45, 7]. A transaction is modeled as a multi-dimensional data point, where each dimension corresponds to a QoWS attribute. Thus, the dominance relationship between transactions follows the standard semantics as described above.

Before introducing the p-dominant service skyline, we first use an example to illustrate the different implications for computing service skylines from certain and uncertain QoWS.

**Example 12.** Consider two providers $S$ and $T$ that offer the similar Hotel Web service. The performance of $S$ and $T$ is recorded by a series of transaction logs, which help capture the actual QoWS delivered by each of these providers in practice. The dynamic environment, in which these providers operate, causes the uncertainty of their performance. This can be reflected by the fluctuation among different transactions. For the ease of illustration, we consider only four transactions with providers $S$ and $T$, respectively, although the actual number of transactions should be much larger. These transactions are represented as $(s_1, ..., s_4)$ and $(t_1, ..., t_4)$. Table 6.1 gives these transactions with a focus on the user rating (in a scale of 1 to 5) and the latency. Finally, the aggregate QoWS values, represented as $\bar{s}$ and $\bar{t}$, obtained by averaging all transactions are given in the last row of Table 6.1.

<table>
<thead>
<tr>
<th>TID</th>
<th>Rating</th>
<th>Latency</th>
<th>TID</th>
<th>Rating</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>3</td>
<td>25s</td>
<td>$t_1$</td>
<td>2</td>
<td>30s</td>
</tr>
<tr>
<td>$s_2$</td>
<td>2</td>
<td>32s</td>
<td>$t_2$</td>
<td>2</td>
<td>41s</td>
</tr>
<tr>
<td>$s_3$</td>
<td>4</td>
<td>23s</td>
<td>$t_3$</td>
<td>3</td>
<td>18s</td>
</tr>
<tr>
<td>$s_4$</td>
<td>2</td>
<td>24s</td>
<td>$t_4$</td>
<td>2</td>
<td>23s</td>
</tr>
<tr>
<td>$\bar{s}$</td>
<td>2.75</td>
<td>26s</td>
<td>$\bar{t}$</td>
<td>2.25</td>
<td>28s</td>
</tr>
</tbody>
</table>

When computing service skylines using the aggregate QoWS values, $\bar{s}$ and $\bar{t}$ can be directly used for dominance checking in Example 12. In this case, $S$ dominates $T$. On the other hand, when the uncertainty of the QoWS is considered, we need to take a holistic view...
of the QoWS values from all the transactions (because the actual QoWS is captured by each of these transactions). If we take a closer look at each transaction individually, some interesting result can be discovered which is very different from using the aggregate values. For example, transaction $t_3$ is not dominated by any transactions of $S$. Since it takes a chance of $1/4$ for transaction $t_3$ to happen with provider $T$, the chance that provider $S$ does not dominate $T$ in practice is at least $1/4$. In fact, if all other transactions are considered, the chance that $S$ dominates $T$ is only $1/2$ in practice. This can be informally calculated as follows. For example, $t_1$ is dominated by three transactions of $S$ ($s_1, s_3,$ and $s_4$), which means it has a chance of $3/4$ to be dominated by $S$. Similarly, $t_2$ and $t_4$ have chances of $4/4$ and $1/4$ to be dominated by $S$, respectively. Considering that $t_1, t_2, t_3,$ and $t_4$ all take a chance of $1/4$ to happen with provider $T$, the overall probability that $S$ dominates $T$ is $1/4 \times (3/4 + 4/4 + 0 + 1/4) = 1/2$. This implies that the QoS delivered by $T$ in practice has a $50\%$ chance that is not dominated by that delivered by $S$. However, the user may believe that $S$ is able to dominate $T$ all the time if only the certain (i.e., the aggregate) QoS is considered.

Incorporating the uncertainty of QoS into service skyline analysis allows users to have a deep understanding on the real behavior of the service providers in the dynamic environment. We introduce the notion of $p$-dominant service skyline as an effective tool that facilitates service users in selecting their desired service providers with the presence of uncertainty in their QoS. Specifically, a provider $S$ belongs to the $p$-dominant service skyline if the chance that $S$ is dominated by any other provider is less than $p$, where $p \in [0, 1]$, is a probability threshold. By setting an appropriate probability threshold $p$, service users will gain a corresponding level of confidence (in terms of probability) that a selected provider “actually” belongs to the service skyline. Thus, computing service skylines from uncertain QoS provides a more meaningful and practical solution for the service optimization problem.

Computing skyline based on uncertain information poses a set of new challenges, which make it hard to adapt existing skyline approaches [14, 76, 46, 57] to computing the $p$-dominant skyline.

- An uncertain object is no longer a simple multi-dimensional vector. Instead, it is usually associated with some probability density function or represented by a set of instances that have the effect of approximating the probability density function when it is not available [60]. When an uncertain object is represented by a set of instances (which is usually the case for service providers), the possible large number of instances will introduce significant computational overhead for the pairwise comparison between uncertain objects.
The dominance relationship between uncertain objects does not maintain the transitive property, which is very effective to prune the dominated data points in traditional skyline analysis. A set of uncertain object \( U_1, \ldots, U_k \) may form a cyclic dominance relationship with probability threshold \( p \). That is, \( U_1 \) dominates \( U_2 \) with a chance greater than \( p \), ..., \( U_{k-1} \) dominates \( U_k \) with a chance greater than \( p \), and \( U_k \) dominates \( U_1 \) with a chance greater than \( p \). This is similar to the \( k \)-dominate relationship on certain objects discussed in [22]. Therefore, an uncertain object can not be pruned even if it is dominated with a chance greater than \( p \) because it may be useful for pruning other objects.

**Example 13.** Consider three providers \( A, B, \) and \( C \). Their respective transactions record the user rating and latency. Assume, there are three \( A \) transactions: \( a_1(2, 27), a_2(1, 25) \) and \( a_3(2, 17) \); three \( B \) transactions: \( b_1(2, 19), b_2(2, 28), \) and \( b_3(3, 30) \); and two \( C \) transactions: \( c_1(3, 31) \) and \( c_2(3, 34) \). By setting \( p = 1/3 \), we have \( A \) \( p \)-dominates \( B \) and \( B \) \( p \)-dominates \( C \) but the probability that \( A \) dominates \( C \) is 0. Thus, it is not transitive.

The first work, to our best knowledge, that addresses skyline analysis on uncertain data is presented by [60], in which Pei et al. presented the \( p \)-skyline and a set of efficient pruning techniques for computing the \( p \)-skyline. Uncertain data objects are represented by a set of instances in [60]. It is natural to follow this convention in computing the service skyline from uncertain QoWS because the QoWS of a service provider is usually reflected by a series of transactions. However, there are some inherent issues of applying the \( p \)-skyline to the service optimization problem. First, the \( p \)-skyline usually prefers to uncertain objects with large variances (i.e., objects that have some very good and very bad instances at the same time) [60]. However, this may contradict common users’ decisions when selecting their desired providers. Furthermore, the \( p \)-skyline is very sensitive to the *noise* providers. By noise providers, we refer to the providers that deliver bad and inconsistent QoWS, which we expect to be common in the dynamic service environment. In fact, *the chance that a good and consistent provider is selected into the \( p \)-skyline will decrease exponentially with the number of noise providers.* We will come back to this with more detail in Section 6.2, where we demonstrate that the \( p \)-dominant skyline is completely robust to the number of noise providers. It is also worth noting that consistency is different from other typical quality parameters, like latency or availability because a high consistency does not necessarily implies a good quality but a low latency or a high availability does. For example, a service provider that consistently asks for a high price or response to service requests very slowly is by no means a good provider. This is also justified by the fact that the widely used QoWS models do not make consistency as one of their quality dimensions [90, 88, 45, 7].
The proposed p-dominant skyline is able to address all these issues. Computing the p-dominant service skyline provides a decent way to select the service providers that can consistently deliver good QoWS in the dynamic service environment. Since a single service provider may have a large number of transactions, checking the dominance relationship between each pair of providers is computationally expensive. Furthermore, without the transitive property, a provider that is determined not being in the p-dominant skyline cannot be pruned immediately. Thus, given a set of $N$ providers, a brute force approach needs to check dominance against $N/2$ providers on average to determine whether a provider belongs to the p-dominant skyline or not. Efficient algorithms must be developed to compute the p-dominant skyline.

### 6.2 Preliminaries

We present a set of key concepts used throughout in this chapter. We then formally define the p-dominant skyline problem and further motivate the use of p-dominant skylines to tackle the service optimization problem. Table 6.2 summarizes a set of key terms.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S, T$</td>
<td>service providers</td>
</tr>
<tr>
<td>$s, t$</td>
<td>transactions with $S$ and $T$</td>
</tr>
<tr>
<td>$s \succ t$</td>
<td>transaction $s$ dominates transaction $t$</td>
</tr>
<tr>
<td>$\vert S \vert$</td>
<td>number of transactions with $S$</td>
</tr>
<tr>
<td>$P{s \succ T}$</td>
<td>the probability that $s$ dominates $T$</td>
</tr>
<tr>
<td>$P{S \succ T}$</td>
<td>the probability that $S$ dominates $T$</td>
</tr>
<tr>
<td>$P{S} (P{s})$</td>
<td>the probability that $S$ or $s$ in the skyline</td>
</tr>
</tbody>
</table>

### 6.2.1 Problem Definition

We start by defining the probability that provider $S$ dominates provider $T$. [60] derives the dominate probability on uncertain objects from the continuous case and generalizes it to the discrete case. In contrast, we interpret this probability entirely from the discrete point of view (which suits better for the service optimization scenario). This helps provide an intuitive way to understand this probability. Similarly, we assume that a transaction with a provider is independent of transactions with other providers. We also assume that each transaction is equally like to occur with a specified provider.
Consider a service provider $S$ whose QoWS can be presented as a set of transactions, i.e., $S = \{s_1, ..., s_{|S|}\}$. From the probability’s perspective, $S$ can be viewed as a sample space. The individual transactions can be regarded as a sequence of events in $S$ that are pairwise mutually exclusive (i.e., only one transaction can happen at a certain point of time). Suppose that we have another service provider $T = \{t_1, ..., t_{|T|}\}$. The probability that $S$ dominates $T$ can be derived as follows:

$$P\{S \succ T\} = P\{(s_1 \cap (s_1 \succ T)) \cup ... \cup (s_{|S|} \cap (s_{|S|} \succ T))\} = \sum_{i=1}^{\frac{|S|}{|T|}} P\{(s_i \cap (s_i \succ T))\} = \sum_{i=1}^{\frac{|S|}{|T|}} P\{s_i\} \times P\{s_i \succ T\}$$

Since each transaction has an equal probability to appear in $S$, $P\{s_i\} = \frac{1}{|S|}$. The probability that a transaction $s_i$ dominates $T$ given that $s_i$ occurs is defined as the number of transactions in $T$ that are dominated by $s_i$ over the total number of transactions in $T$, i.e., $P\{s_i \succ T\} = \frac{|T_s|}{|T|}$, where $T_s = \{t \mid t \in T \land s_i \succ t\}$.

**Definition 10.** (dominate probability) The probability that $S$ dominates $T$ is defined as:

$$P\{S \succ T\} = \frac{1}{|S|} \times \sum_{i=1}^{\frac{|S|}{|T|}} \frac{|T_s|}{|T|}, \quad (6.1)$$

where $T_s = \{t \mid t \in T \land s_i \succ t\}$

**Definition 11.** (p-dominate) A provider $S$ is said to p-dominate another provider $T$ if and only if $P\{S \succ T\} \geq p$, where $0 \leq p \leq 1$, is a probability threshold.

**Definition 12.** (p-dominant service skyline) A provider $S$ is in the p-dominant service skyline if and only if there does not exist any provider $T \neq S$ that p-dominates $S$.

**Example 14.** Given Eq. (6.1), we can now compute the dominate probability between service providers in Example 13. For instance, the probability that $A$ dominates $B$ can be calculated as follows:

$$P\{A \succ B\} = \frac{1}{|A|} \times \sum_{i=1}^{\frac{|A|}{|B|}} \frac{|B_a_i|}{|B|}, \quad (6.2)$$

where $|B_a_i| = |\{b_j \mid b_j \in B \land a_i \succ b_j\}| = |\{b_2\}| = 1 \quad (6.3)

|B_{a_2}| = |\{b_j \mid b_j \in B \land a_1 \succ b_j\}| = |\{\}| = 0 \quad (6.4)

|B_{a_3}| = |\{b_j \mid b_j \in B \land a_3 \succ b_j\}| = |\{b_1, b_2\}| = 2 \quad (6.5)

Thus, $P\{A \succ B\} = \frac{1}{3} \times \left(\frac{1}{3} + \frac{0}{3} + \frac{2}{3}\right) = \frac{1}{3} \quad (6.6)$
Similarly, we have $P\{A \succ C\} = 0$, $P\{B \succ A\} = 2/9$, $P\{B \succ C\} = 1/3$, $P\{C \succ A\} = 0$, and $P\{C \succ B\} = 0$. By setting $p = 1/3$, we have $A$ p-dominates $B$ and $B$ p-dominates $C$. Thus, only $A$ belongs to the 1/3-dominant service skyline.

**Problem definition.** Given a set of service providers $S$ and a specified probability threshold $p$, compute the p-dominant service skyline.

### 6.2.2 p-dominant Skyline Vs. p-skyline

The notion of p-skyline is proposed by Pei et al. to denote the set of uncertain objects that take a probability of at least $p$ to be in the skyline [60]. To further motivate why the p-dominant skyline is needed, we investigate the difference between the p-dominant skyline and the p-skyline in this section. We then discuss the issues of applying the p-skyline for the service optimization problem.

The probability that an uncertain object $S$ is in the skyline is defined as follows in [60]:

$$P\{S\} = \frac{1}{|S|} \times \sum_{s \in S} P\{s\}$$  \hspace{1cm} (6.7)

where $P\{s\}$ is the skyline probability of $s$ and defined as:

$$P\{s\} = \prod_{T \neq S} \left(1 - \frac{|\{t \in T | t \succ s\}|}{|T|}\right)$$  \hspace{1cm} (6.8)

**Example 15.** Given Eq. (6.7), we can now compute the skyline probability of service providers in Example 13. For instance, the probability that $A$ belongs to the skyline can be calculated as follows:

$$P\{a_1\} = \left(1 - \frac{|\{b_1\}|}{|B|}\right) \times \left(1 - \frac{|\{\}\}}{|C|}\right) = \left(1 - \frac{1}{3}\right) \times 1 = \frac{2}{3}$$  \hspace{1cm} (6.9)

$$P\{a_2\} = \left(1 - \frac{|\{b_1\}|}{|B|}\right) \times \left(1 - \frac{|\{\}\}}{|C|}\right) = \left(1 - \frac{1}{3}\right) \times 1 = \frac{2}{3}$$  \hspace{1cm} (6.10)

$$P\{a_3\} = \left(1 - \frac{|\{\}\}}{|B|}\right) \times \left(1 - \frac{|\{\}\}}{|C|}\right) = 1$$  \hspace{1cm} (6.11)

Thus, $P\{A\} = \frac{1}{3} \times \left(\frac{2}{3} + \frac{2}{3} + 1\right) = \frac{7}{9}$  \hspace{1cm} (6.12)
As discovered in [60], uncertain objects with large variances (e.g., objects that have some very good and very bad instances at the same time) are usually preferred by the $p$-skyline. This may make it not appropriate for the service optimization problem because a consistent provider is usually more desired than the inconsistent ones.

In addition to the above observation, there is another hidden but maybe more serious issue of applying the $p$-skyline on the service optimization problem: the chance that some good and consistent provider is selected into the skyline may be greatly reduced by other very inconsistent providers. Given the dynamic service environment, the QoWS delivered by a certain provider could be very inconsistent. For example, it is common that a provider starts with fairly high QoWS to attract users in the very beginning and drops to a lower level later on due to various reasons (e.g., to reduce the cost). Consider a provider $S$ that consistently delivers good QoWS. As shown in Figure 6.1, all $S$ transactions consistently fall into the bounding rectangle in the middle. Assume that there are $m$ providers $T_1, ..., T_m$ that deliver very inconsistent QoWS. Each of these providers has a very small subset of transactions $T'_i$ ($|T'_i| \geq 1$) fall into the $D_S$ area, which means that these transactions can dominate those of $S$. All other transactions $T''_i$ from each $T_i$ fall into the $D_T$ area, which are dominated by $S$. Assume w.l.o.g. that $|T_i| = |S| = n, 1 \leq i \leq m$. Thus, we have

$$P\{s\} \leq \prod_{T \neq S} (1 - \frac{1}{n}) = (1 - \frac{1}{n})^m \quad (6.13)$$

$$P\{S\} = \frac{1}{|S|} \times \sum_{s \in S} P\{s\} \leq n(1 - \frac{1}{n})^m \quad (6.14)$$

The above analysis shows that the probability of $S$ is in the skyline will decrease exponentially with the increase of the number of inconsistent providers, like $T_1, ..., T_m$. For example, when
n = 0.5k and m = 10k, the probability of S is in the skyline will be below $1.01 \times 10^{-6}$. Since the size of $T'_1, ..., T'_m$ (i.e., good transactions) is very small, providers $T_i, ..., T_m$ can just be viewed as noises in the service space. Thus, computing the p-skyline is vulnerable to the side effect brought by these noises, especially when their numbers are large.

The p-dominant skyline, on the other hand, is quite robust to these noises. In particular, the increase of the number of noises will not affect the p-dominant skyline at all. Continue with the above example. $T_1, ..., T_m$ only affect the probability that S is in the p-dominant service skyline by the maximum probability that $T_1, ..., T_m$ can dominate S. We have,

$$\max(P\{T_1 \succ S\}, ..., P\{T_m \succ S\}) = \frac{|T_i|}{n}$$

where, $\hat{i} = \arg\max_i |T_i|$ (6.15)

Since for any noise provider $T_i$, the size of $T'_i$ (i.e., the good transactions) should be very small (because otherwise $T_i$ will be a good provider). Therefore, $\frac{|T_i|}{n}$ should also be very small because $T_i$ is one of the noise providers. Since $\frac{|T_i|}{n}$ is independent of m, the number of noise providers (i.e., m) has no effect on the probability of S being in the p-dominant skyline. Thus, computing the p-dominant skyline ensures that providers that consistently deliver good QoWS (like S) are more likely to be included in the skyline, which is desired by the service users.

The following theorem specifies another key property of the p-dominant skyline: all providers selected by computing the (1-p)-skyline will also be included in the p-dominant service skyline. This ensures that the p-dominant skyline will not miss any really good providers, either.

**Theorem 7.** The $(1 - p)$-skyline is a subset of the p-dominant skyline, i.e., $(1 - p)$-skyline $\subseteq$ p-dominant skyline.

**Proof:** Assume that there exists a provider S, such that $S \in (1 - p)$-skyline and $S \notin p$-dominant skyline. Since $S \notin p$-dominant skyline, there must exist a provider $T_i$, such that $P\{T_i \succ S\} > p$. Thus, we have

$$P\{S \not\prec T_i\} = \frac{1}{|S|} \times \sum_{s \in S} P\{s \not\prec T_i\} < (1 - p),$$

where $P\{s \not\prec T_i\} = 1 - \frac{|\{t \in T_i | t \succ s\}|}{|T_i|}$
On the other hand, since
\[ P\{s\} = \prod_{T \neq S} \left(1 - \frac{|\{t \in T \mid t \succ s\}|}{|T|}\right) \]
\[ = P\{s \nsubseteq T_i\} \times \prod_{T \neq S \land T \neq T_i} \left(1 - \frac{|\{t \in T \mid t \succ s\}|}{|T|}\right), \]
we have \( P\{s\} \leq P\{s \nsubseteq T_i\} \). Therefore,
\[ P\{S\} = \frac{1}{|S|} \sum_{s \in S} P\{s\} \leq \frac{1}{|S|} \sum_{s \in S} P\{s \nsubseteq T_i\} < (1 - p), \]
which leads to a contradiction.

6.3 Computing the \( p \)-dominant Skyline using \( p \)-R-tree

We present algorithms for efficiently computing the \( p \)-dominant skyline. The algorithms are based upon a new indexing structure, called \( p \)-R-tree. A \( p \)-R-tree is an augmentation of the \( R \)-tree data structure to efficiently prune uncertain objects that are \( p \)-dominated by other objects. A set of heuristics are also developed in addition to the \( p \)-R-tree to efficiently find the \( p \)-dominant skyline.

6.3.1 \( p \)-R-tree

The \( p \)-R-tree is built based upon an important concept, called \( p \)-complete dominate. \( p \)-complete dominate offers a key property which can be used to effectively prune service providers (or uncertain objects in general).

6.3.1.1 \( p \)-Complete Dominate

**Definition 13.** (complete dominate) A transaction \( s \) is said to complete dominate another provider \( T \) if and only if \( P\{s \succ T\} = 1 \).

**Definition 14.** (\( p \)-complete dominate) A service provider \( S \) is said to \( p \)-complete dominate service another provider \( T \) if and only if there exists a subset of \( S \), denoted as \( S' \), such that \( \forall s \in S', s \) complete dominates \( T \), and \( \frac{|S'|}{|S|} \geq p \).
Lemma 11. If $S$ \( p \)-complete dominates $T$, then $S$ \( p \)-dominates $T$.

**Proof Sketch:** Based on Equation 6.1 and Definition 14, we have
\[
P\{S \succ T\} = \frac{1}{|S|} \times \left( \sum_{s \in S'} P\{s \succ T\} + \sum_{s \in (S-S')} P\{s \succ T\} \right) \geq \frac{1}{|S|} \times \sum_{s \in S'} P\{s \succ T\} = \frac{1}{|S|} \times |S'| \geq p.
\]

Figure 6.2 (a) gives an example of the \( p \)-complete dominate relationship. A provider $S$ is represented by its minimum bounding rectangle (MBR($S$)), whose lower-left and upper-right corners are denoted by $S_{\text{min}}$ and $S_{\text{max}}$ respectively. The shaded area of MBR($S$) (i.e., $S'$) contains no less than \( p \times |S| \) transactions. From Figure 6.2 (a) we can see for each transaction $s \in S'$, $s$ dominates all the transactions in MBR($T$). Therefore, $S$ \( p \)-complete dominates $T$.

Corollary 1. $s$ \( s \)-complete dominates $T$ $\iff$ $s \succ T_{\text{min}}$.

**Proof:** [$\Rightarrow$] Assume that $s \not\succ T_{\text{min}}$. Thus, there must exist one dimension say $d_i$ such that $s.d_i > T_{\text{min}}.d_i$ (assume the smaller the value is the better). Since $T_{\text{min}} = (\min_{t \in T}\{t.d_1\}, \ldots, \min_{t \in T}\{t.d_{|D|}\})$, where $|D|$ is the total number of dimensions, we have $s.d_i > \min_{t \in T}\{t.d_i\}$. Assume w.l.o.g. that $t_j.d_i = \min_{t \in T}\{t.d_i\}$. Therefore, $s.d_i > t_j.d_i$. Thus, we have $s \not\succ t_j$, which contradicts that $s$ complete dominates $T$.

[$\Leftarrow$] Since $s \succ T_{\text{min}}$ and $T_{\text{min}} \succeq t, \forall t \in T$, we have $s \succ t, \forall t \in T$. Hence, $s$ complete dominates $T$.

Lemma 12. The transitive property holds for the \( p \)-complete dominate relationship, i.e., if $R$ \( p \)-complete dominates $S$, and $S$ \( p \)-complete dominates $T$, then $R$ \( p \)-complete dominates $T$.

**Proof:** Since $R$ \( p \)-complete dominates $S$ and $S$ \( p \)-complete dominates $T$, there must exist $R' \subseteq R$ and $S' \subseteq S$, where $\frac{|R'|}{|R|} \geq p$ and $\frac{|S'|}{|S|} \geq p$, such that $\forall r \in R'$, $r$ complete dominates $S$ and $\forall s \in S'$, $s$ complete dominates $T$. Due to Corollary 1, we have $\forall s \in S'$, $s \succ T_{\text{min}}$. Since $\forall s \in S'$, $S_{\text{min}} \succeq s$, $S_{\text{min}} \succ T_{\text{min}}$. Also due to Corollary 1, we have $\forall r \in R'$, $r \succ S_{\text{min}}$. Thus, $\forall r \in R'$, $r \succ T_{\text{min}}$ and hence, $R$ \( p \)-complete dominates $T$.


6.3.1.2 Building the p-R-tree

Lemma 12 specifies the key property behind the p-R-tree: a provider can be pruned immediately as long as it is discovered to be p-complete dominated. The basic steps of constructing a p-R-tree are as follows. For each $S$, we select a subset $S'$ such that $|S'| \geq p \times n$, where $n = |S|$. Define $S_p = \{\text{max}_{s \in S'}\{s.d_1\}, \ldots, \text{max}_{s \in S'}\{s.d|D|\}\}$, which is the upper-right corner of $\text{MBR}(S')$. Figure 6.2 (a) gives an example of the obtained $S'$ and $S_p$. Then, construct a R-tree using the $S_p$ obtained from each $S$. To evaluate whether a provider $S$ is p-complete dominated, we just issue a window query with the origin and $S_{\text{min}}$ as the opposite corners on the p-R-tree. If the result set of the window query is not empty, $S$ can be immediately pruned.

The only remaining issue now is how to select the subset $S'$ from $S$ because choosing $S'$ inappropriately may impair the pruning power of the p-R-tree. Based on Definition 14 and Lemma 1, in order for $S$ to p-complete dominate $T$, we need to have each $s \in S'$, such that $s \succ T_{\text{min}}$. We choose $S'$ based on the following fact: $s \succ T_{\text{min}} \Rightarrow s.\text{mindist} < T_{\text{min}.\text{mindist}}$, hence $s.\text{mindist} \not\prec T_{\text{min}.\text{mindist}} \Rightarrow s \not\prec T_{\text{min}}$, where the mindist of $s$ or $T_{\text{min}}$ equals to the sum of its coordinates. Therefore, we should choose $s$ that is as near to the origin as possible (to achieve a small mindist) to increase its chance to dominate $T_{\text{min}}$.

We adopt the following heuristic empowered by a binary search strategy to improve the pruning power of the p-R-tree. First, select the top $p \times n$ transactions with the smallest mindists from $S$. Then, compute $S_p^+ = \{\text{max}_{s \in S'^+}\{s.d_1\}, \ldots, \text{max}_{s \in S'}\{s.d|D|\}\}$, where $S'^+$ contains all the transactions in the MBR with $S_{\text{min}}$ and $S_p^+$ as the minimum and maximum corners, respectively. Since the boundary of $\text{MBR}(S'^+)$ is formed by the maximum value of all the selected $p \times n$ transactions at each dimension, $S'^+$ would typically include much more than $p \times n$ transactions. As shown in Figure 6.3 (a), the dark grey rectangle represents $\text{MBR}(S'^+)$ which contains more than $p \times n$ transactions whereas the light grey rectangle contains exact $p \times n$ transactions. To make $S_p$ close to the origin, the optimal way is to set the maximum corner of the light grey rectangle as $S_p$ instead of directly using $S_p^+$ (which is the maximum corner of $S'^+$). We use a binary search process to approach the optimal $S_p$. Specifically, this process takes $S_p^+$ as the upper bound and searches for a MBR($S'$) with $S_{\text{min}}$ as its minimum corner and contains the number of transactions within the range of $[p \times n, p \times n + \epsilon]$ ($\epsilon$ is a buffer that is set to trade precision with efficiency). The maximum corner of the obtained MBR is set to $S_p$. 
6.3.2 A Dual Pruning Process

Actually computing the dominate probability is a time consuming process. For providers $S$ and $T$, each of which contains $n$ transactions with a $|D|$ dimensionality, the time complexity is $n^2 \times |D|$. We present a dual pruning process which leverages the p-R-tree and a set of efficient pruning heuristics to eliminate a large portion of providers without actually computing the dominate probability.

6.3.2.1 Pruning using $\hat{S}_p$

The p-R-tree essentially leverages a subset of transactions with good performance from each provider to prune other providers. On the other hand, if a provider has a subset of transactions with bad performance, it can also be quickly pruned. Based on this observation, for each $S$, we select a subset $\hat{S}'$ such that $|\hat{S}'| \geq p \times n$, where $n = |S|$. Define $\hat{S}_p = (\min_{s \in S'} \{s.d_1\}, \ldots, \min_{s \in S'} \{s.d_{|D|}\})$, which is the lower-left corner of MBR($\hat{S}'$). Figure 6.2 (b) gives an example of the obtained $\hat{S}'$ and $\hat{S}_p$. If $\exists T$, such that $T_{max} \succ \hat{S}_p$, we have $T_{max}$ complete dominates $\hat{S}'$. Hence, $T$ p-dominates $S$. To improve the chance of pruning such kind of providers, we adopt a similar strategy to select $\hat{S}'$ as used to select $S'$. First, select top $(p \times n)$ transactions with the largest mindists from $S$ to form $\hat{S}^{t+}$. Then, we use the binary search strategy as described in Sect. 6.3.1.2 to find the optimal $\hat{S}_p$ (shown in Figure 6.3 (b)).

To check whether $\hat{S}_p$ is dominated by certain $T_{max}$, we build a R-tree (denoted as $R_{max}$) using the $T_{max}$ from each provider. When $S$ is processed, we issue a window query with the origin and $\hat{S}_p$ as the opposite corners on $R_{max}$. A non-empty result set implies that $S$ is p-dominated.

The use of $\hat{S}_p$ coupled with $S_p$ (which is used to build the p-R-tree) essentially achieves a
dual pruning effect, i.e., a selected set of good transactions of $S$, represented by $S'$, is used to prune other providers; on the other hand, a selected set of bad transactions of $S$, represented by $\hat{S}'$ is used to prune itself. Only the providers that survive this dual pruning process need to go through the dominate probability computation process, which we elaborate below.

### 6.3.3 Computing the Dominate Probability

If $S$ survives the dual pruning process, we need to compute the dominate probability against other providers. In fact, the number of providers that have to go through this step is typically much less than the total number of providers (considering that they have passed the dual pruning process). We adopt a similar strategy as used in [60] (see Sect. 6.3.5 for details) to get the providers that possibly p-dominate $S$. We use the following approach to compute the dominate probability on $S$.

Consider a possible p-dominating provider, say $T$. Assume that the transactions in both $S$ and $T$ are sorted based on their mindists. For each $s_i \in S$ (start from the $s_i$ with the largest mindist, say $s_0$), perform a binary search of $s_i$ in $T$. Count the number of transactions in $T$ that have a mindist less than that of $s_i$, say $n_i$, because only these transactions may dominate $s_i$. Estimate the upper bound of $\sum_i n_i$ at each step. If at certain point we know that the upper bound of \( \frac{\sum_i n_i}{|T| \times |S|} \) < $p$, stop the process and go to the next possible p-dominating provider. If we go through all the transactions and still have $\frac{\sum_i n_i}{|T| \times |S|} \geq p$, construct a R-tree using all the transactions in $T$ that have a mindist less than that of $s_0$. We don't need to build a R-tree for each individual $s_i$ because by doing so we have included all transactions in $T$ that may dominate each $s_i \in S$. Then, for each $s_i$, issue a window query with the origin and $s_i$ as the opposite corners to count the number of $t$ such that $t \succ s_i$. If $\frac{\sum_{\{t \succ s_i\}}}{|T| \times |S|} \geq p$, $S$ can be pruned. If after testing all the possible p-dominating providers and $S$ is not pruned, $S$ is in the p-dominant skyline.

### 6.3.4 The Main Memory p-R-tree

To further improve the performance, our final refinement is to make the p-R-tree in memory. This is based on the observation that the p-R-tree is only used for dominance checking. When checking whether a provider $S$ is p-complete dominated, we issue a window query on the p-R-tree (recall Sect. 6.3.1.2). As long as we can get a non-empty result set, $S$ can be pruned. In this case, we can just compute the skyline from the disk-based p-R-tree and build a main memory p-R-tree by only using the skyline points because if $S$ is p-complete
dominated by a non-skyline point it must be p-complete dominated by at least one skyline point (which guarantees a non-empty result set). Similarly, since $R_{\text{max}}$ is only used for dominance checking, we can also make it reside in the main memory.

**Algorithm 10 Dual Pruning [Phase I]**

**Input:** A set of service providers $S$, probability threshold $p$  
**Output:** a candidate list $L$, a hash table $M$

1: **Initialization:**  
2: for all $S \in S$ do  
3: compute $S_{\text{min}}, S_{\text{max}}, S_p$, and $\hat{S}_p$;  
4: end for  
5: build $R_{\text{min}}, R_{\text{max}}$, and the p-R-tree;  
6: compute the skyline from the p-R-tree;  
7: build main memory R-tree, $R_p$ and $R'_{\text{max}}$ from the p-R-tree and $R_{\text{max}}$, respectively  
8: **Main procedure:**  
9: $L = \emptyset, M = \emptyset, H = \emptyset$;  
10: insert the root entries of $R_{\text{min}}$ into $H$;  
11: while $H \neq \emptyset$ do  
12: extract the top entry $e$ from $H$;  
13: if $e$ is not dominated by $R_p$ then  
14: if $e$ is an intermediate node then  
15: for all child entry $e_i$ of $e$ do  
16: if $e_i$ is not dominated by $R_p$ then  
17: insert $e_i$ into $H$;  
18: end if  
19: end for  
20: else  
21: insert $e.id$ into $M$;  
22: if $\hat{e}_p$ is not dominated by $R'_{\text{max}}$ then  
23: insert $e$ into $L$;  
24: end if  
25: end if  
26: end if  
27: end while

### 6.3.5 The Two Phase Algorithm

We combine different pieces into an integrated process and present a two phase algorithm in this section. The first phase leverages the p-R-tree and the pruning strategy presented in Sect. 6.3.2.1 to filter out the p-dominated providers. The remaining providers will go into the second phase, where the dominate probability will be computed on them.

As shown in Algorithm 10, phase I initializes by building $R_{\text{min}}$ (a R-tree on $S_{\text{min}}$), $R_{\text{max}}$ (a R-tree on $S_{\text{max}}$), and the p-R-tree. It then constructs the main memory version of the p-R-tree and $R'_{\text{max}}$, which are denoted as $R_p$ and $R'_{\text{max}}$, respectively. The main body of
the algorithm performs the dual pruning process. It starts from the root node of $R_{\min}$ and inserts all its entries into the heap $\mathcal{H}$. The entry with the minimum $\text{mindist}$, say $e$, will be popped up. $e$ will be first checked against with $R_p$ (where the first level of pruning occurs). If $e$ is dominated, then prune $e$. Otherwise, if $e$ is an intermediate entry, expand it and insert all its child entries that are not dominated by $R_p$ into the heap. If $e$ is a leaf (i.e., $e$ is a provider), insert $e.id$ into the hash table $\mathcal{M}$. Then, check $\hat{e}_p$ against $R'_{\max}$ (where the second level of pruning occurs). If $e$ is not p-dominated, insert it into the candidate list $\mathcal{L}$.

Phase II is shown in Algorithm 11. It takes as input the candidate list $\mathcal{L}$ and the hash table $\mathcal{M}$ obtained in the first phase. For each $S \in \mathcal{L}$, it computes a set $T$ that possibly p-dominate $S$. This is done by issuing a window query with the origin and $S_{\max}$ as the opposite corners on $R_{\min}$. For each $T \in T$, it searches its $id$ in the hash table. Only a $T$ with an $id$ in the hash table will be used for computing the dominate probability on $S$. If $S$ is not p-dominated in the end, it is inserted into the p-dominant skyline.

**Algorithm 11** Computing the Dominate Probability [Phase II]

**Input:** A candidate list $\mathcal{L}$, a hash table $\mathcal{M}$

**Output:** the p-dominant skyline $\mathcal{DS}$

1: for all $S \in \mathcal{L}$ do
2: compute the set $T$ that possibly p-dominate $S$;
3: for all $T \in T$ do
4: search $T.id$ in $\mathcal{M}$;
5: if $T.id$ is in $\mathcal{M}$ then
6: compute the dominate probability of $T$ on $S$;
7: end if
8: end for
9: if $S$ is not p-dominated by all $T \in T$ then
10: insert $S$ into $\mathcal{DS}$;
11: end if
12: end for

### 6.3.6 Analysis

The skyline computed from the p-R-tree actually determines the region of the data space that may contain the p-dominant skyline. This region is called skyline search region (SSR) for traditional skyline analysis [57]. We name it $pSSR$ (i.e., p-dominant skyline search region) in our p-dominant skyline analysis.

**Lemma 13.** A p-dominant skyline algorithm, which leverages a R-tree $R_{\min}$ built from the $S_{\min}$ of each uncertain object $S$, must access each node which has a MBR that intersects the $pSSR$. ■
Figure 6.4 shows that the entry $e$ in $R_{min}$ will be accessed by the algorithm although its two child nodes $S_{1\min}$ and $S_{2\min}$ are all dominated by the skyline computed from the p-R-tree (i.e., not in the $pSSR$).

![Figure 6.4: p-dominant Skyline Search Region](image)

6.3.6.1 Time Complexity of Phase I

The complexity of the first phase is dominated by the number of nodes in $R_{min}$ that are accessed by the algorithm. Using the concept of $pSSR$, we can make an estimation on its upper bound. Assume that the height of $R_{min}$ is $h$ and there are $cand_i$ candidate nodes in the $i$th level of $R_{min}$. The total number of node accesses can be represented as

$$NA = \sum_{i=0}^{h-1} cand_i$$

(6.17)

To further examine how $NA$ is related to the structure of $R_{min}$ and the inherent characteristics of the data space, we further elaborate (6.17). Specifically, $h$ can be specified as $1 + \lceil \log_f(N) \rceil$, where $N$ is the cardinality of the data space and $f$ is the average fanout of a node in $R_{min}$. Suppose there are $n_i$ nodes at level $i$ and the probability that a node at level $i$ intersects with $pSSR$ is $P_{intsect(pSSR)}^i$. The candidate nodes at level $i$ can be described as [57]

$$cand_i = n_i \times P_{intsect(pSSR)}^i$$

(6.18)

The number of node at level $i$ can be specified as $n_i = \frac{N}{f^{i+1}}$. $P_{intsect(pSSR)}^i$ can be evaluated by using the node density $D_i(p)$ at level $i$, i.e.,

$$P_{intsect(pSSR)}^i = \int_{p \in pSSR} D_i(p) dp$$

(6.19)

A pessimistic upper bound for retrieving the entire skyline is given by [57], which is $|L| \times h$. It is decided by the cardinality of the skylines (i.e., $|L|$) and the height of $R_{min}$. This upper bound corresponds to the situation that the algorithm needs to go through a complete path (i.e., the length of the path is $h$) to find each skyline point. However, multiple skyline points
may be grouped into a single node or belong to the same branch of the R-tree. In this regard, the R-tree can be viewed as a cluster mechanism that groups together the points with similar properties (e.g., similar coordinate values). Since the total number of node accesses is less than $|L| \times h$, we can have

$$NA = \alpha \times |L| \times h = \sum_{i=0}^{[\log_f(N_f)]} \frac{N_f}{f^{i+1}} \times \int_{p \in pSSR} D_i(p) dp$$

(6.20)

where $\alpha \in (0, 1]$ is defined as a bounding factor. From (6.17), (6.18), and (6.19), we can see that $NA$ is determined by three factors: (1) the cardinality of the data space, (2) the fanout of the R-tree, and (3) the number of nodes that are in the $pSSR$ at each level of the R-tree. Since the cardinality of the data space and the fanout of the R-tree is determined a priori, $\alpha$ is actually decided the size of the $pSSR$. A smaller $pSSR$ means a smaller $\alpha$, which also implies that fewer nodes need to be accessed (i.e., better performance). This justifies the heuristic strategy we use in Sect. 6.3.1.2 to improve the pruning power of the p-R-tree, which has the effect of making the upper-right corner of MBR($S'$) (i.e., $S_p$) as close to the origin as possible. Since $S_p$ is used to build the p-R-tree and the skyline computed from the p-R-tree forms the boundary of the $pSSR$, the heuristic strategy also has the effect of making the boundary as close to the origin as possible, which, at the same time, makes the $pSSR$ as small as possible.

### 6.3.6.2 Time Complexity of Phase II

The time complexity of the second phase is dominated by the cost for computing the dominate probability on each provider in the candidate list.

**Lemma 14.** If provider $S$ is pruned by the p-R-tree, it is guaranteed not to be used for computing the dominate probability against any other provider $T$.

**Proof Sketch:** In Phase I of the algorithm, only the providers whose MBRs have a lower-left corner fall into the $pSSR$ (i.e., not dominated by the p-R-tree) are inserted into the hash table $\mathcal{M}$. Phase II of the algorithm searches each possible dominating provider in $\mathcal{M}$ before using it to compute the dominate probability. This guarantees that any provider $S$ pruned by the p-R-tree is not used for computing the dominate probability.

Figure 6.4 shows the results returned from a window query with the origin and $S_{\text{max}}$ as the opposite corners on $R_{\text{min}}$. There are five providers returned including $T1, ..., T5$, among which only $T4_{\text{min}}$ and $T5_{\text{min}}$ fall into the $pSSR$. Since $T1_{\text{min}}, T2_{\text{min}},$ and $T3_{\text{min}}$ are outside
the pSSR (which means $T_1, T_2,$ and $T_3$ are pruned by the p-R-tree), they are not used for computing the dominate probability due to Lemma 14.

Assume that for each provider $S \in \mathcal{L}$, a set $T_S$ of possible dominating providers are returned from the window query. Also assume that a set $T^p_S \subset T_S$ is pruned by the p-R-tree. Suppose that the average cost for actually computing the dominate probability on a pair of providers is $C$. Thus, the total time complexity of Phase II is

$$\sum_{S \in \mathcal{L}} |T_S - T^p_S| \times C$$

Equation 6.21 does not count the cost for searching the hash table for each provider in $T_S$, which can be neglected when compared with the average cost for computing the dominate probability on a pair of providers.

### 6.4 Experimental Study

We report our experimental results in this section. We run our experiments on a PC with AMD Athlon 64*2 Dual Core 2.0GHz CPU and 1 GB of RAM. The algorithms are implemented in Java. The uncertain QoWS data of service providers are generated by following the approach described in [60]. In particular, the center of a provider's QoWS is generated with each of the following three distributions: independent, anti-correlated, and correlated [14]. Based on the center, a bounding box is generated which contains all the transactions with this provider. A certain number of transactions with an upper bound $t$ are uniformly distributed in this bounding box. A total number $n$ of such providers are thus generated, each of which has $d$ QoWS attributes. We leverage R*-trees to implement the proposed p-R-tree. Table 6.3 lists these parameters and their default values.

#### 6.4.1 Size of the p-dominant skylines

We study the size of the p-dominant skylines (denoted as $P_dSky$) w.r.t. $d$, $p$, and $n$ in this section. We also compute the skylines on $S_p$ and $S_{max}$ (denoted as $R_p$ and $R_{max}$, respectively) to compare how the sizes of the p-dominant skylines vary from that of the traditional skylines.

Figure 6.5 shows that the size of $P_dSky$ follows a similar trends as traditional skylines with the increase of dimensionality. With $p$ set to 0.3, the sizes of $P_dsky$ are also similar to those of $R_p$ and $R_{max}$ (except for the correlated case, although the sizes can still be regarded as in the same scale). The sizes of the three skylines exhibit very different behaviors w.r.t. $p$, as
Table 6.3: Parameters and Key Terms

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d)</td>
<td>Dimensionality of the QoWS</td>
<td>4</td>
</tr>
<tr>
<td>(n)</td>
<td>Cardinality of the providers</td>
<td>10k</td>
</tr>
<tr>
<td>(p)</td>
<td>Probability threshold</td>
<td>0.3</td>
</tr>
<tr>
<td>(t)</td>
<td>Maximum transactions per provider</td>
<td>400</td>
</tr>
<tr>
<td>(R_p)</td>
<td>Skyline on (S_p)</td>
<td>N/A</td>
</tr>
<tr>
<td>(R_{max})</td>
<td>Skyline on (S_{max})</td>
<td>N/A</td>
</tr>
<tr>
<td>(PdSky)</td>
<td>(p)-dominant skyline</td>
<td>N/A</td>
</tr>
<tr>
<td>(TP)</td>
<td>Two-phase algorithm</td>
<td>N/A</td>
</tr>
<tr>
<td>(BA)</td>
<td>Baseline algorithm</td>
<td>N/A</td>
</tr>
</tbody>
</table>

shown in Figure 6.6. As expected, the probability threshold \(p\) has a significant effect on the size of the \(PdSky\), which keeps increasing as \(p\) increases. The size of \(R_{max}\) is insensitive to \(p\) at all because \(S_{max}\) does not change with \(p\). The size of \(R_p\) varies very slightly with \(p\). This is in that although \(S_p\) may change with \(p\), the size of \(R_p\) should still stay rather stable because \(d\), \(n\), and the data distribution (the distribution of \(S_p\) roughly follows the same distribution as the center of \(S\)) are fixed. In contrast to \(d\) and \(p\), \(n\) has no obvious effect on the sizes of the skylines as shown in Figure 6.7. We vary \(n\) from 2k to 10k and find that the sizes of the three skylines not strictly keep increasing as \(n\) increases but they share the same trends, i.e., they increase and decrease simultaneously.

![Figure 6.5: Size of the p-dominant Skyline Vs. \(d\) \((p = 0.3, n = 10k)\)](image)

6.4.2 Performance and Scalability

We study the performance of the proposed two-phase algorithm with Figures 6.8 to 6.10. We develop a baseline algorithm (referred to as \(BA\)) for comparison purpose. \(BA\) is implemented without the dual-pruning process. It mainly relies on the technique presented in Sect. 6.3.3,
Figure 6.6: Size of the p-dominant Skyline Vs. $p$ ($d = 4, n = 10k$)

Figure 6.7: Size of the p-dominant Skyline Vs. $n$ ($p = 0.3, d = 4$)

Figure 6.8: CPU Time Vs. $d$ ($p = 0.3, n = 10k$)

Figure 6.9: CPU Time Vs. $p$ ($d = 4, n = 10k$)
i.e., for each provider, it first identifies the possible dominating providers and then computes the dominating probability against each of them.

Figure 6.8 shows that TP is consistently more efficient than BA by varying $d$ from 2 to 10. For anti-correlated and independent QoWS (shown in Figures 6.8 (a) and (b)), the performance difference between TP and BA decreases with $d$. This is because that the size of $PdSky$ increases significantly with $d$ and the number of providers pruned by the dual pruning process decreases accordingly. In addition, as $d$ increases, the data space becomes sparser, which reduces the number of possible dominating providers. This explains why BA performs more efficiently on a 10d space than an 8d space with anti-correlated and independent QoWS. For correlated QoWS, on the other hand, the size of the $PdSky$ remains to be relatively small even for a large dimensionality. Therefore, the dual pruning process still removes a large portion of providers (see next section for details). Moreover, since the correlated QoWS are located closely to the line from $(0,...,0)$ to $(1,...,1)$, the possible dominating providers resulted from the window query may remain to be large even for large dimensions. This makes the running time of BA keep increasing with $d$. These aggregate effects make the performance difference between TP and BA increases with $d$ (as shown in Figure 6.8 (c)). Figure 6.9 and 6.10 compare TP and BA w.r.t. $p$ and $n$. TP is faster than BA in a consistent manner and its performance advantage over BA becomes more obvious with both increasing $p$ and $n$.

### 6.4.3 Pruning Efficiency

Figures 6.11 to 6.13 demonstrate the pruning capacity by the different phases of the TP algorithm. Since Phase I of the algorithm uses a dual pruning strategy, we further separate the providers that are pruned by the p-R-tree (i.e., by comparing $S_{min}$ with $R_p$) and those pruned by $R_{max}$ (i.e, by comparing $\hat{S}_p$ with $R_{max}$).

As shown in Figures 6.11 (a) and (b), the overall pruning efficiency of the dual pruning process
is fairly significant for relatively low-dimensional spaces (e.g., $d \leq 4$) on anti-correlated and independent QoWS. As $d$ increases, the dual pruning efficiency decrease accordingly. This is due to the increase on the size of the p-dominant skyline, which can also can be reflected by the total pruning percentage by both of the two phases in TP. For correlated QoWS, the dual pruning efficiency remains significant even for high-dimensional spaces (as shown in Figures 6.11 (c)). Figure 6.12 shows the dual pruning efficiency w.r.t. $p$. The pruning power only drops very slightly when $p$ increases. Figure 6.13 indicates that the pruning efficiency is not very sensitive to $n$. Another important observation is that the pruning power of the dual pruning process mainly comes from the p-R-tree for the three types of QoWS distributions. This is because that we apply the p-R-tree first in TP so that a large portion of providers that can also be pruned by checking $\hat{S}_p$ will be taken away by the p-R-tree.

Figure 6.11: Pruning Power Vs. $d$ ($p = 0.3$, $n = 10k$)

Figure 6.12: Pruning Power Vs. $p$ ($d = 4$, $n = 10k$)

6.4.4 Computing p-dominant Skyline with $(p + \delta)$-R-tree

Since the probability threshold $p$ can be specified at large in a service query, it is not feasible to construct a p-R-tree a priori for each possible $p$. We observe that if a provider can be pruned by a $p'$-R-tree ($p' \geq p$), it will not appear in the p-dominant skyline. Therefore, for an arbitrary probability threshold $p$, we can always use a pre-constructed $(p + \delta)$-R-tree to compute the p-dominant skyline. In this section, we compare the performance of computing
the 0.3-dominant skyline with a 0.3-R-tree and a 0.5-R-tree (i.e., \( \delta = 0.2 \)) w.r.t. \( d \). As shown in Figure 6.14, the \((p + 0.2)\)-R-tree can efficiently compute the p-dominant skyline and the performance difference with the actual p-R-tree is very small.
Chapter 7

Related Work

The proliferation of Web services is fostering a very active research area [78, 50, 52, 51, 10, 20, 87, 29, 18]. We give an overview of some work in this area which are most closely related to our work. Since the field of Web service research is still in its infancy, there is little foundational work to date.

7.1 Web Service Querying and Optimization

In [72], a Web Service Management System (WSMS) is proposed to enable optimized querying of Web services. A Web service $WS_i(X^b_i, Y^f_i)$ is modeled as a virtual table in the proposed WSMS. The values of attributes in $X_i$ must be specified whereas the values of attributes in $Y_i$ are retrieved. An algorithm is proposed to optimized access Web services. The optimization algorithm takes as input the classical Select-Project-Join queries over Web services. It arranges Web services in a query based on a cost model and returns an pipelined execution plan with minimum total running time of the query. In our service query optimization framework, we adopt a formal service model. The service model goes beyond the simple function call by effectively capturing the key features of Web services: functionality, behavior, and quality. The service calculus is proposed based on the service model. It enables users to declaratively query Web services based on these features. The optimization algorithm in [72] only considers the total running time. In contrast, we adopt a two-phase optimization process. Both the response time and the quality of Web service are optimized.

In [32], a search engine, called Woogle, is proposed to support Web service query. In contrast to the simple keyword-based query, Woogle goes a step further by providing a more
flexible and precise Web service search. It adopts machine learning mechanisms to determine the similarity between the desirable operations and targeted operations. Wooge takes an information retrieval approach to measure the similarity between Web service descriptions, including the input and output of services.

In [56], a query model is proposed that offers complex and optimized query functionalities for Web services. The query model consists of three levels: query level, virtual level, and concrete level. The query level is composed of a set of relations that facilitate formulating and submitting declarative queries. The virtual level contains a set of virtual operations which represent the space of Web services within a given application domain in a generic way. The concrete level denotes the space of Web services offered on the Web. The query model uses the predefined mapping rules to capture the relationship between relations and virtual operations. Specifically, the mapping rule can represent relations at the query level using virtual operations at the virtual level. The designer can thus provide a specific view of the application domain by defining a mapping rule that represents a relation using a set of virtual operations from that domain. Users can directly use relations as queries to access Web services. Our approach goes beyond this ad hoc query model by proposing a solid foundation, upon which algorithms can be developed for optimizing service queries.

In [91], a composite service optimization approach is proposed based on several quality of service parameters. Composite services are represented as a state-chart. The optimization problem is tackled by finding the best Web services to execute a composite service in the form of a linear programming problem. Our work focuses on Web service query instead of generating composite services. We adopt a two-phase optimization strategy. In the first phase, the query optimizer transforms an algebraic expression into the most efficient one. It then performs the QoWS optimization in the second phase to select the service execution plan with the best quality.

In [49], a QoS ontology has been defined for Web services. However, this work does not seem to formulate how to measure the QoS parameters clearly. Additionally, it does not specify how to aggregate all these parameters for service evaluation.

### 7.2 Evaluation of Web Service Deployment Systems

We present a representative set of WS deployment systems in this section. These systems adopt different technologies to provide the functionalities identified by the WSMS framework. These include interoperation, security/privacy, QoWS, and management. The evaluation
only covers the most representative systems for the sake of space.

There are some other standardization effort underway to full support for semantic Web services. For example, the Semantic Web Services Initiative Architecture (SWSA) committee focuses on providing architecture support for deploying semantic Web services [16]. It has identified a set of requirements for building a semantic Web service architecture. The architecture supports a three-phase interaction with semantic Web services: discovery, engagement, and enactment. Architectural requirements are identified for each interaction phase. Instead of building concrete software components, SWSA aims to generalize the protocols and functional descriptions of capacities across a variety of semantic Web service architectures. This enables specific components that are consistent with the proposed general model to interoperate with one another.

### 7.2.1 Research Prototypes

In this section, we present a set of WS deployment systems: CMI, Meteor, SELF-SERV, WebDG, AgFlow, WSXM, and IRS.

**CMI**

CMI (Collaboration Management Infrastructure) [6, 35] provides architectural support to manage collaboration processes. The kernel component of CMM is a Core Model (CORE). CORE provides a common set of primitives shared by all of its extensions. These primitives fall into two categories – activity states and resources. Activity states can be either generic or application-specific. Generic activity states follow the convention of the Workflow Management Coalition [85]. They capture activity behaviors that are independent of applications. Application-specific activity states enable the precise modeling of the peculiar applications. CORE identifies several primary resource types for the activity execution. For example, data resources refer to the workflow internal data. Helper resources refer to auxiliary programs that help implement the basic activities.

The CORE extensions include the Coordination Model (CM), the Service Model (SM), and the Awareness Model (AM). CM coordinates participants and automates process enactment. CM provides two types of advanced primitives: activity placeholders and repeated optional dependencies. Activity placeholders enable the run-time service selection. They represent services in a process as activity types at specification time. At run time, a concrete activity replaces the activity placeholder to construct an executable process. A resolution policy
helps ensure the syntactic and semantic compatibility when replacing the placeholder by an actual activity. Repeated optional dependencies specify the invocation place of a activity in a control flow path of a process. They also specify the number of invocations of the given activity to accomplish the application’s objective. The SM provides rich semantics to describe services. It introduces the notion of service ontologies to capture the semantics of services. In addition, the SM uses Quality of Service (QoS) as an important non-functional parameter to characterize services and their providers. The resolution policy can choose the service with the best QoS to optimize the execution of a process. The Awareness Model monitors the process related events. It allows authorized composition and delivery of such events only to closely related process participants.

**METEOR**

METEOR [19] is a workflow management platform that supports QoS management and service composition. It sets up a QoS model to describe the nonfunctional issues of the workflow. The QoS model consists of four parameters, including time, cost, reliability, and fidelity. For each parameter, the description of the operational runtime behavior of a task is composed of two classes of information: basic and distributional. The basic class specifies the minimum value, average value, and maximum value the parameter can take in a given task. The distributional class specifies a constant or of a distribution function (such as Exponential, Normal, and Uniform) which statistically describes a task’s behavior at runtime. The values in the basic class are used by mathematical methods to calculate workflow QoS metrics. The distributional class information is used by simulation systems to compute workflow QoS. METEOR forms a mathematical model that collectively uses all QoS parameters. The mathematical model computes the overall QoS of workflow. It can serve as a guide to predict, estimate, and analyze the QoS of production of workflow.

METEOR extends DAML-S to describe Web services. The enriched service description includes three parts of information: syntactic description, semantic description, and operational metrics, such as QoS parameters. All of this information helps match the service object with a corresponding service template. METEOR also provides registry services to enable the advertisement and discovery of Web services. The workflow management system executes the composite services and also handles runtime exceptions using a case-based reasoning mechanism.
SELF-SERV

SELF-SERV is a platform for Web services composition [11]. It aims to provide a declarative mechanism to compose Web services. It defines a peer-to-peer mode to support scalable execution of composite Web services. SELF-SERV uses a state chart to model the flow of component service operations. It integrates service containers into its service composition platform. A service container consists of a set of Web services with common functionalities. The container determines which service is selected to execute. It carries out the selection dynamically and puts off the selection until the invocation time. The service selection is based on a set of QoWS metrics and their relative weights. The service container also handles change management. It provides operations to monitor services, notify the changes, and make reactions to the changes. SELF-SERF relies on a set of state coordinators to enable the scalable execution of composite services. It generates a state coordinator for each state in the state chart. The state coordinator determines when to enter its associated state depending on the notification of other coordinators. Once a state has been entered, the coordinator invokes the services and retrieves the results. The coordinator then notifies other coordinators when it completes the execution of the service. Routing tables maintain the information required by a coordinator. The information may include preconditions for entering a state and post actions that notify successive coordinators.

WebDG

Digital government has turned to be a major application area of Web services. WebDG is proposed based on the available Web service technologies [54]. It aims to provide high quality e-government services by improving the interacting mechanism between government and citizens. Two major contributions make WebDG distinguish itself from other e-government service suppliers. The first one is that it introduces the privacy-preserving scheme into Web services. This is among the leading efforts to combine privacy protection with Web services. While the second contribution is that it realizes the automatic service composition based on the semantic feature of Web services.

WebDG enforces privacy from the technology point of view but not merely depends on the trust of involved entities. It constructs a three-layered privacy model, including user privacy, service privacy, and data privacy. Each layer defines its own privacy policy respectively. Obeying these privacy policies, WebDG implements two privacy preserving schemes, including DFilter and PPM. These two schemes guarantee that necessary credentials are the keys to access the requested operation. Service composition is a necessity for most Web service
systems because a single service could hardly fulfill all requirements from a user. WebDG achieves its automatic service composition resorting to the ontology notion. According to the semantic features of the services, WebDG defines two ontologies for service operations, namely, \textit{Category} and \textit{Type}. The semantic composability rule is derived based on these ontologies. It states that two operations can be composed with each other semantically if their Categories and Types are compatible respectively. WebDG also implements a composition template to evaluate the soundness of the service composition.

\textbf{AgFlow}

AgFlow is a QoS-aware middleware for Web service composition [91]. It uses ontologies to model the component services. The data types follow the XML specification and the message exchange relies on the data flow approach. The orchestration model is specified using statecharts and generated by the programming-based composition scheme. AgFlow defines a QoS model to evaluate Web services from five quality aspects: price, duration, reputation, success execution rate, and availability. Users can specify their preferences by assigning weights to each of these quality parameters. AgFlow proposes two planning strategies, local and global, to select the proper component services. The candidate composition plans are evaluated against an objective function, whereby the optimal plan with the highest objective value can be selected. Users’ constraints are also considered during the planning. The global strategy can adapt to the dynamic changes in the service environment. When some component service becomes unavailable or significant changes occur to its QoS, a re-planning process will be triggered. The re-planning is to enable the composite service to remain optimal in a dynamic environment. The performance of AgFlow is efficient when there is a small number of tasks to be accomplished by the composition. However, as the number of tasks increases, the response time of AgFlow exhibits an exponential growth. This situation becomes even more severe when re-planning is required by the composition.

\textbf{WSMX and IRS-III}

\textit{Web Service Modeling eXecution environment} (WSMX) [82] is the reference implementation of WSMO. It provides an event-based service oriented framework for dynamic service discovery, selection, mediation, and invocation. The core of WSMX architecture is the WSMX manager. It has several major components, including \textit{resource manager}, \textit{discovery}, \textit{selector}, and \textit{mediator}. The resource manager is used to manage the repositories that store WSMO entities and other system-specific information. WSMO entities include Web services, goals,
ontologies, and mediators. The WSMX discovery provides a three-step solution for service location. First, goal discovery is to map a user request to a predefined, formalized goal in the goal repository. Second, Web service discovery is to map the formalized goal to the formalized service description in the service repository. During this process, a Web service with the capability that matches the goal would be returned. Finally, service discovery is to map the formalized service description to the concrete service. The WSMX selector helps choose the “best" Web service returned from a set of matching Web services. Various selection criteria as well as users’ preference can be applied to select the optimal Web service. The WSMX mediator is used to mediate heterogeneous entities. WSMX provides two kinds of mediators: data mediators and Process mediator. Data mediators are used to address semantic dissimilarity between data from different sources. Process mediators provide a runtime analysis and adjustment of mismatching between communication patterns from service requesters and providers. The WSMX manager controls operational flow to react to incoming requests. WSMX provides an interface to accept user requests. Once a service request is submitted, the WSMX discovery and WSMX selector locate the services that match the request and return the optimal one on demand. IRS-III (Internet Reasoning Service) is another reference implementation of WSMO [31]. It is a framework for description, location, composition of Web services. IRS-III provides two methods for creating semantic Web services, including browser-based and Java API. The IRS-III ontology adopts and extends WSMO. The additional attributes include a new type of mediator, gw-mediator. The gw-mediator is used for service discovery. An applicability function is used for selecting Web services.

7.2.2 Discussion of Web Service Deployment Platforms

In this section, we evaluate and compare different Web service deployment systems using the proposed WSMS. We first conduct the evaluation by mapping these systems onto the WS interoperation framework. This helps reflect how each system achieves the WS interoperability. We examine the different layers in the interoperation framework, including communication, messaging, representation, discovery, and processes. We then evaluate the deployment systems based on other key components in the WSMS: security/privacy, management, and QoWS. This helps reflect the functionalities of each system for dealing with other issues of WS deployment in addition to WS interoperability.

Table 7.1 compares the representative Web service deployment systems using layers in the WS interoperation framework. For instance, WebDG uses HTTP at the communication layer. It depends on the three key Web service standards—SOAP, WSDL, and UDDI—for messaging, representation, and discovery. In addition, WebDG also uses ontologies to
describe the semantic features of Web services. At the WS processes layer, WebDG provides a set of mechanisms to compose Web services automatically. It uses the composition rules to check the semantic and syntactic composability of Web services. The composition plan is optimized based on the QoC (Quality of Composition) model. A composition template is used to evaluate the soundness of the composition.

Table 7.2 compares the same set of systems using the other key components in the proposed WSMS. For instance, RosettaNet adopts digital certification and digital signatures to ensure security to interact with Web services. The PIP of RosettaNet contains a transaction layer to provide transaction support for the business processes. Privacy, change management, optimization, monitoring, and QoWS are not specified in RosettaNet.
Table 7.2: Deployment systems vs key components in the WSMS

<table>
<thead>
<tr>
<th>Systems</th>
<th>Security/Privacy</th>
<th>Management</th>
<th>QoS/WS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>security privacy transaction change management optimization monitoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>METEOR</td>
<td>Not specified Not specified Not specified Mathetical model to compute the overall QoS of workflow</td>
<td>Not specified</td>
<td>Time, cost, reliability, and fidelity</td>
</tr>
<tr>
<td>CMI</td>
<td>Role-based access control Not specified Coordination model Scoped roles Resolution policy for QoS based service selection</td>
<td>Services attached with a set of QoS attributes</td>
<td></td>
</tr>
<tr>
<td>SELF-SERV</td>
<td>Not specified Not specified Service containers for monitoring changes</td>
<td>Not specified</td>
<td>Weighted QoS parameters</td>
</tr>
<tr>
<td>WebDG</td>
<td>Not specified Not specified Three-layered privacy model</td>
<td>Not specified</td>
<td></td>
</tr>
<tr>
<td>AgFlow</td>
<td>Not specified Not specified Re-planning Integer programming</td>
<td>Not specified</td>
<td>Price, duration, reputation, success execution rate, and availability</td>
</tr>
<tr>
<td>WSMX</td>
<td>Not specified Not specified Not specified WSMX selector</td>
<td>Not specified</td>
<td>Accuracy, cost, network-related time, reliability, robustness, scalability, security, trust</td>
</tr>
<tr>
<td>IRS-III</td>
<td>Not specified Not specified Not specified Applicability function</td>
<td>Not specified</td>
<td>Accuracy, cost, network-related time, reliability, robustness, scalability, security, trust</td>
</tr>
</tbody>
</table>
Chapter 8

Conclusions

In this chapter, we summarize the results from this dissertation and discuss directions for future research.

8.1 Summary

The development of Web services has so far mostly been the result of standardization bodies usually operating on a consensus basis and driven by market considerations. In this context, innovation and long-term market effects are not usually primary concerns. Because of the global nature of the Web, the standardization process has so far been very fragmented, leading to competing and potentially incompatible Web service infrastructures. Many companies have invested very heavily in Web services technologies (Microsoft’s .NET, IBM’s Websphere, SUN’s J2EE, to name a few). These efforts have resulted in a fast-growing number of Web services being made available. The envisioned business model is expected to include a whole community of Web service providers that will compete to provide Web services. It is important that this investment produce the expected results. To maximize the benefits of this new technology, there is a need to provide a sound and clean methodology for specifying, selecting, optimizing, and composing Web services. This needs to take place within a secure environment. The underlying foundation will enable designers and developers to reason about Web services to produce efficient Web Service Management Systems.

In this dissertation, for the first time, we propose a complete and comprehensive architecture for a Web Service Management System (WSMS). The presented WSMS are expected to provide a systematic support to organize, manipulate, and access Web services as first class
objects. We also take an initiative step for building such a WSMS. We propose a foundational framework for service query optimization that will serve as a key building block for the expected WSMS. We summarize below the main contributions on this dissertation.

**Foundational Service Framework** – Current Web service technologies are mainly standard-based. The successful experience from the history of databases demonstrated the importance of having a theoretical underpinning. The field of databases only enjoyed widespread acceptance after the relational model was proposed. The relational model set up the theoretical foundation for database research. The first step of our research was thereby to define a foundation for Web service research. The proposed service foundation centers around a formal service model. The service model relies on graph theories to capture a set of key features of Web services within an application domain. The service calculus and algebra are defined based on the service model. The physical implementation of the algebraic operators enables the generation of SEPs that can be directly used by users to access services. Two optimization algorithms are proposed based on a score function to efficiently process a service query and select the SEP with the best user desired QoWS.

**Multi-objective Service Query Optimization** – The proposed query optimization algorithms rely on a score function to select SEPs. The issue is that they require users to specify their preference on different quality parameters as numeric weights. This is a demanding task and the users may miss their desired providers if they cannot precisely specify the weights. The multi-objective optimization completely removes user intervention from service selection. We use service skylines to enable the multi-objective service query optimization. The ability to index the inherent dynamic SEP space also comes as a result of the use of operation (set) graphs in the service model. Analytical and experimental results show that the proposed indexing scheme is quite effective and efficient.

**Computing Service Skylines over Sets of Services** – As the number of services increases, the possible combinations between them also increase rapidly. This results in a large SEP space. Therefore, efficiently skyline computation algorithms are required that can scale to a large number of services. We developed three algorithms that include a baseline one pass algorithm, OPA, a dual progressive algorithm, DPA, and a bottom up algorithm, BUA. DPA employs an expansion tree and a parent table to achieve progressiveness and pipelineability. BUA further improves DPA with good scalability and orders of magnitude of efficiency through a powerful early pruning strategy. We experimentally evaluated the algorithms and demonstrated that BUA is an efficient and scalable algorithm in computing multi-service skylines.

**Skyline Computation over Uncertain QoWS** – The dynamic service environment deter-
mines that the advertised QoS may not reflect the actual performance of service providers. Therefore, the QoWS is inherently uncertain. We introduce a new concept, called p-dominant skyline, to address the uncertainty of QoWS. We present a p-R-tree indexing structure and a dual pruning process to efficiently compute the p-dominant skyline. Our experimental results demonstrate the effectiveness of the proposed algorithm.

8.2 Directions for Future Research

We identify the following directions for future research: performing non-functional optimization before functional optimization, subspace service skyline computation, QoS management, service model extension, and uncertain QoS stream processing.

- We presented a two-phase service query optimization algorithm in Chapter 3. In the first phase, we find an efficient service query plan (referred to as SQP) and execute this SQP to generate a set of candidate SEPs. In the second phase, we find the SEP with the best QoS. The two-phase algorithm essentially performs functional optimization in its first phase to locate all functionally feasible SEPs. It then performs non-functional optimization to select the SEP with the best quality. An interesting direction to explore is performing non-functional optimization before functional optimization in the service query optimization process. This will have the effect of filtering out service instances with bad QoS before actually querying their functionalities. Therefore, there will be no need to generate SEPs from these service instances at all, which could reduce both the processing time and the space that is used to store these SEPs. A promising solution is to leverage the service skyline computation techniques for non-functional optimization. Then, functional optimization will only need to be performed on the skyline service instances, because other instances are dominated on all user interested quality aspects.

- Both OGI and BBS4SEP are based on a R-tree index, which are optimized for a fixed set of dimensions (and operations in the context of service skyline). It would be interesting to extend these approaches to efficiently compute service skylines on varying number of QoS attributes. One possible approach is to build an index on all attributes. However, this has an issue of so called “curse of dimensionality” [13]. A suitable solution for the service skyline problem is to identify the typical usage patterns of service users. This is practical for specific service domains because the user interested operations and QoS attributes usually converges to a small number of candidates.
A more general solution may be to extend the Skyline Cube approach [89, 61, 77] and adapt it to the service skyline problem.

- The current optimization approach relies on the knowledge of the quality information from the service instances. A key extension of this work is to develop quality management mechanisms that can monitor the performance of service providers and precisely report their quality values. In addition, it would also be interesting to consider the missing quality values that may be common in real-world scenarios. Work on fuzzy-set based querying (e.g., SQL-F [15]) may be relevant for handling the situation of missing values.

- The current service model assumes an “And” relationship between multiple dependency constraints in a service graph. We plan to integrate the “Or” semantic into the service model in future work. We intend to use two approaches to support it: 1) include path expressions into the service queries, which enables users to specify their desired operation(set) graphs; 2) extend the current optimization approach to enable the selection of the operation(set) graphs and their corresponding SEPs.

- In our p-dominant service skyline model, each service provider is represented as a set of static transactions. A promising future direction is to model these transactions in a streaming manner, which is highly time sensitive. In another word, each transaction occurs at a certain time (or with a certain timestamp). Users typically take more interest in the more recent transactions that more precisely reflect the recent behavior of the corresponding service provider. It is interesting to integrate the sliding window model to our p-dominant skyline computation framework. This allows users to get the query result for the current sliding window [44].
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Appendix A

Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPEL</td>
<td>Business Process Execution Language</td>
</tr>
<tr>
<td>BUA</td>
<td>Bottom-Up Algorithm</td>
</tr>
<tr>
<td>CORBA</td>
<td>Common Object Request Broker Architecture</td>
</tr>
<tr>
<td>OPA</td>
<td>Dual Progressive Algorithm</td>
</tr>
<tr>
<td>MEP</td>
<td>Multi-service Execution Plan</td>
</tr>
<tr>
<td>MBR</td>
<td>Minimum Bounding Rectangle</td>
</tr>
<tr>
<td>OGI</td>
<td>Operation Graph based Indexing</td>
</tr>
<tr>
<td>OPA</td>
<td>One Pass Algorithm</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Web Service</td>
</tr>
<tr>
<td>SOAP</td>
<td>Simple Object Access Protocol</td>
</tr>
<tr>
<td>SEP</td>
<td>Service Execution Plan</td>
</tr>
<tr>
<td>WSDL</td>
<td>Web Service Definition Language</td>
</tr>
<tr>
<td>UDDI</td>
<td>Universal Description Discovery and Integration</td>
</tr>
<tr>
<td>WMS</td>
<td>Web Service Management System</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
</tbody>
</table>