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Gregory E. Smith

(ABSTRACT)

The classification problem in discriminant analysis involves identifying a function that accurately classifies observations as originating from one of two or more mutually exclusive groups. Because no single classification technique works best for all problems, many different techniques have been developed. For business applications, neural networks have become the most commonly used classification technique and though they often outperform traditional statistical classification methods, their performance may be hindered because of failings in the use of training data. This problem can be exacerbated because of small data set size.

In this dissertation, we identify and discuss a number of potential problems with typical random partitioning of neural network training data for the classification problem and introduce deterministic methods to partitioning that overcome these obstacles and improve classification accuracy on new validation data. A traditional statistical distance measure enables this deterministic partitioning. Heuristics for both the two-group classification problem and \( k \)-group classification problem are presented. We show that these heuristics result in generalizable neural network models that produce more accurate classification results, on average, than several commonly used classification techniques.

In addition, we compare several two-group simulated and real-world data sets with respect to the interior and boundary positions of observations within their groups’ convex polyhedrons. We show by example that projecting the interior points of simulated data to the boundary of their group polyhedrons generates convex shapes similar to real-world data group convex polyhedrons. Our two-group deterministic partitioning heuristic is then applied to the repositioned simulated data, producing results superior to several commonly used classification techniques.
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Chapter 1

Introduction and Literature Review
INTRODUCTION

Humans have an innate ability to solve classification problems. Simple sensory observations of objects allow for classification by perception. Color, shape, sound, and smell are several perceived characteristics by which humans can easily classify objects. However, in other areas, specifically numeric values, human perception classification is not so simple. It is difficult for humans to view an array of numbers and develop a classification scheme from them. It may be possible to convert numeric values into more easily perceivable forms; however this presents the problem that any grouping or classification based on these forms is subjective as we have disturbed the original state of the values (Hand, 1981).

Fisher (1938) provided the first practical statistical technique in the literature to solve the classification problem, and his work has spawned a rich research field which continues today. Fisher’s approach was followed by other notable statistical techniques developed by Mahalanobis (1948) and Pemrose (1954). Hand (1981) later noted the advantage this work has over human perception classification. Several of his key points are:

(1) Statistical methods are objective and can be repeated by other researchers
(2) Assignment rule performance can be evaluated
(3) Relative sizes of classes can be measured
(4) Evaluations of how representative a particular sample is of its class can be performed
(5) Investigations of which aspects of objects are important in producing a classification can be performed
(6) Tests between different classes can be performed.
Discrimination and Classification

Fisher (1938) first introduced the concept of discrimination associated with the classification problem. Discrimination and classification are multivariate techniques concerned with deriving classification rules from samples of classified objects and applying the rules to new objects of unknown class. Discrimination separates data from several known groups in an attempt to find values that separate groups as much as possible. Classification is concerned with deriving an allocation rule to be used to optimally assign new data into the separated groups.

Problems requiring discrimination and classification of data are generally known as classification problems in discriminant analysis. A number of studies have tackled the classification problem in discriminant analysis (Abad & Banks, 1993; Archer & Wang, 1993; Glorfeld & Hargrave, 1996; Lam & May, 2003; Markham & Ragsdale, 1995; Patuwo et al., 1993; Piramuthu et al., 1994; Salchenberger et al., 1992; Smith & Gupta, 2000; Tam & Kiang, 1992; Wilson & Sharda, 1994).

In the general case, the classification problem in discriminant analysis uses data comprising \( k \) different groups of sizes \( n_1, n_2, \ldots, n_k \) represented by the dependent variable \( Y_i \) and \( p \) independent variables \( X_{i1}, X_{i2}, \ldots, X_{ip} \) for each data sample (Manly, 1994). Figure 1-1 represents a sample data observation.

![Figure 1-1: Sample Data Observation](image)

The object is to use information available from the independent variables to predict the value of the dependent variable. Typically, the dependent variable is represented by an integer value
signifying to which group an observation belongs. Ultimately, discriminant analysis attempts to develop a rule for predicting to what group a new data value is most likely to belong based on the values the independent variables assume (Ragsdale & Stam, 1992). However, since we are basing our classification on which group is most likely, error-free classification is not guaranteed as there may be no clear distinction between measured characteristics of the groups (Hand, 1981), as groups may overlap. It is then possible, for example, to incorrectly classify an observation that belongs to a particular group as belonging to another. Our goal is to generate a classification procedure which produces as few misclassifications as possible. In other words, the chance of misclassification should be small. A common goal of many researchers is to devise a method which focuses on finding the smallest misclassification rate (Johnson & Wichern, 1998).

Classification Accuracy

Before employing a classification rule, we would like to know how accurate it is likely to be on new data of unknown group origin which are drawn from the same underlying population as the data used to build the rule. This process of validation can be performed two ways. The first method assesses the accuracy of the classification rule on the same data used to establish or build the rule. This method of validation may be over-optimistic and biased as classification rules are optimized on this data. The second method validates on new data (not used to build the classification rule) of known group origin drawn from the same underlying population. Classification error may be greater for these data as the classification rule might not be optimal for these observations. A typical procedure for generating data for the second validation method is to hold-out a number of randomly selected values from the data intended for classification rule
design. This procedure helps produce unbiased validation data and will be utilized in this dissertation.

**Mahalanobis Distance Measure**

This dissertation will employ two widely used classification techniques, the Mahalanobis Distance Measure and neural networks, in an effort to contribute to the literature.

Mahalanobis (1948) developed a simple, yet elegant, technique to solve the classification problem in discriminant analysis shortly after Fisher (1938). The Mahalanobis Distance Measure technique attempts to classify a new observation of unknown origin into the group it is closest to based on a multivariate distance measure from the observation to the estimated mean vector (or centroid) for each known group.

Under certain conditions (*e.g.*, multivariate normality of the independent variables in each group and equal covariance matrices across groups) the Mahalanobis Distance Measure technique provides “optimal” classification results in that it minimizes the probability of misclassification (Markham & Ragsdale, 1995).

**Neural Networks**

Neural networks are function approximation tools that learn the relationship between input and output values. However, unlike most statistical techniques for the classification problem, neural networks are inherently non-parametric and make no distributional assumptions about data presented for learning (Smith & Gupta, 2000). Many different neural network models exist with each having its own purpose, architecture, and algorithm. Each model’s learning is either supervised or unsupervised.
Supervised learning creates functions based on examples of input and output values provided to the neural network. A multi-layered feed-forward neural network, a common neural network employing supervised learning, consists of two or more layers of neurons connected by weighted arcs. These arcs connect neurons in a forward-only manner starting at an input layer, next to a hidden layer (if one is employed), and ultimately to an output layer. They are often applied to prediction and classification problems. Another neural network employing supervised learning is the recurrent neural network. This neural network resembles a multi-layered feed-forward neural network, but employs feedback connections between layers in addition to feeding-forward the weighted connections. Recurrent neural networks are also commonly applied to prediction and classification problems.

Unsupervised learning creates functions based solely on input values without specifying desired outputs. The most common neural network employing unsupervised learning is the self-organizing neural network. This neural network groups similar input values together and assigns them to the same output unit. Self-organizing neural networks are commonly used to restore missing data in sets and search for data relationships.

For this dissertation, the classification heuristics will rely on output values for training, so a supervised learning method must be selected. While the recurrent neural network fits this requirement and could be utilized, we selected the multi-layered feed-forward neural network for its ease of use, wide availability, and its wide applicability to business problems. Wong et al. (1997) state that approximately 95% of reported neural network business applications studied used multi-layered feed-forward neural networks.

Data presented to a feed-forward neural network are usually split into two main data groups: one for training and one for validating the accuracy of the neural network model. Typically,
training data are *randomly* split into two samples: calibration and testing. The calibration sample will be applied to the neural network to fit the parameters of the model. The testing sample will be applied to measure how well the model fits responses to inputs that are similar, but not identical to the calibration sample (Fausett, 1994). The testing sample is used during the model building process to prevent the neural network from modeling sample-specific characteristics of the calibration sample that are not representative of the population from which the calibration sample was drawn. More simply, the testing sample helps prevent the neural network from overfitting the calibration sample. Overfitting reduces the generalizability of a neural network model. After calibration and testing, validation data are deployed and misclassification rates are evaluated to measure neural network performance (Klimasauskas et al., 2005).

**Deterministic Neural Network Data Partitioning**

This dissertation introduces the deterministic Neural Network Data Partitioning heuristic to investigate the effect of using a deterministic partitioning pre-processing technique on neural network training data to improve classification results. The intention of this effort is to: 1) deterministically select testing and calibration samples for a neural network to limit overfitting and 2) improve accuracy for classification problems in discriminant analysis.
STATEMENT OF THE PROBLEM

Typically, training data presented to a neural network are randomly partitioned into two samples: one for calibrating the neural network model and one for periodically testing the accuracy of the neural network during the calibration process. Testing helps prevent overfitting or when a neural network too closely models the characteristics of the calibration data that are not representative of the population from which the data was drawn. Overfitting hinders the generalizability of a neural network model.

This typical partitioning process has several potential problems:

- **Bias**: Data randomly assigned to the calibration sample could be biased and not correctly represent the population from which the training data was drawn, potentially leading to a sample-specific neural network model,

- **Indistinguishable Model Testing**: Data randomly assigned to the testing sample may not successfully distinguish between good and bad neural network models and be ineffective in preventing overfitting and inhibit neural network model generalizability,

- **Small Data Set Prohibitive**: The potential problems of bias and indistinguishable models associated with random data partitioning can arise in any data set; however their impact may be more acute with small data sets.

This dissertation presents heuristics that help reduce assignment bias, help distinguish between good and bad neural network models, and allow for the application of neural networks to small data sets.
OBJECTIVE OF THE STUDY

The objective of this dissertation is to work toward the implementation of the deterministic Neural Network Data Partitioning heuristic to the classification problem in discriminant analysis. The aim is to improve neural network classification accuracy through deterministic data preprocessing while contributing to the research literature in a number of areas. First, this research formalizes a heuristic to deterministically partition neural network training data for the two-group classification problem in discriminant analysis. Second, this research extends the two-group heuristic to a $k$-group heuristic. In both the two-group case and $k$-group case, we intend to show that the heuristics hold considerable promise in eliminating the innate negative effects that randomly partitioned neural network training data can have on building generalizable neural network models and on small data set applications. Third, this study compares two-group simulated and real-world data sets with respect to the interior and boundary positions of observations within their groups’ convex polyhedrons. A methodology for transforming the position of simulated data to the general position of real-world data is presented and combined with a deterministic neural network data partitioning heuristic to create generalizable neural network models.

RESEARCH METHODOLOGY

This dissertation will utilize current as well as seminal literature from the areas of statistical classification, neural networks, convex sets, and mathematical programming. This work is intended to extend the research of neural network applications to the classification problem in discriminant analysis through the implementation of deterministic Neural Network Data Partitioning. The Mahalanobis Distance Measure will enable the deterministic partitioning of
neural network training data in Chapters 2, 3, and 4. The deterministically partitioned data will ultimately be trained in a default neural network using sigmoidal activation functions. Mathematical programming will be used to solve the data location portion of this work in Chapter 4.

**SCOPE AND LIMITATIONS**

This research draws from the areas of convex sets, mathematical programming, traditional statistical classification techniques, and neural networks, as well as the classification problem in discriminant analysis. While each of these elements provides contributions to the methodologies and heuristics developed as well as their implementation, an endless amount of research can be pursued regarding individual issues associated with each area. This study is limited to finding a unique way to improve the predictive accuracy of neural networks on validation data and does not directly address such issues as the cost of misclassification, prior probabilities of new or unused data and comparative accuracy of simple statistical classification. Furthermore, the deterministic approach to splitting neural network training data described in this study is not intended to be an exhaustive explanation of the pre-processing of neural network training data. Other training data pre-processing techniques do exist, such as random partitioning, and are frequently employed. It is not the intent of this study to account for all pre-processing methods.
CONTRIBUTIONS OF THE RESEARCH

• This research formalizes a heuristic to deterministically partition neural network training data for the two-group classification problem in discriminant analysis. We intend to show that this heuristic holds considerable promise in eliminating the innate negative effects that randomly partitioned neural network training data can have on building a generalizable neural network.

• This research will also formalize a heuristic to deterministically partition neural network training data for the $k$-group classification problem in discriminant analysis. We also intend to show that this heuristic holds considerable promise in eliminating the innate negative effects that randomly partitioned neural network training data can have on building a generalizable neural network.

• The classification accuracy of the proposed heuristics will be compared against traditional classification techniques including the Mahalanobis Distance Measure and default neural networks to show improved classification accuracy on new or unused validation data.

• This dissertation examines neural network training data with respect to their position in group convex polyhedrons and the effect of projecting the data onto the shape’s boundary for use with a deterministic partitioning method.

PLAN OF PRESENTATION

This chapter offers background about the classification problem in discriminant analysis, identifies several tools available to solve such problems, and suggests deterministic training data pre-processing heuristics based on traditional statistical distance measures to improve classification accuracy for neural networks without enacting any modeling enhancements.
Chapter 2 presents a heuristic to deterministically split neural network training data to improve classification accuracy in the two-group classification problem.

Chapter 3 extends Chapter 2 with the development of a heuristic to deterministically partitioning neural network training data for the \(k\)-group classification problem.

Chapter 4 compares two-group simulated and real-world data sets with respect to the interior and boundary positions of observations within their groups’ convex polyhedrons. A methodology for transforming the position of simulated data to the general position of real-world data is presented and combined with a deterministic Neural Network Data Partitioning heuristic to create generalizable neural network models.

Chapter 5 offers conclusions and proposes potential future research stemming from this work.
Chapter 2

A Deterministic Approach to Partitioning Neural Network Training Data for the 2-Group Classification Problem
1. INTRODUCTION

The classification problem in discriminant analysis involves identifying a function that accurately distinguishes observations as originating from one of two or more mutually exclusive groups. This problem represents the fundamental challenge in many forms of decision making. A number of studies have shown that neural networks (NNs) can be successfully applied to the classification problem (Archer & Wang, 1993, Glorfeld & Hardgrave, 1996, Markham & Ragsdale, 1995, Patuwo et al., 1993, Piramuthu et al., 1994, Salchenberger et al., 1992, Smith & Gupta, 2000, Tam & Kiang, 1992, Wilson & Sharda, 1994). However, as researchers have pushed to improve predictive accuracy by addressing shortcomings in the NN model building process (e.g., selection of network architectures, training algorithms, stopping rules, etc.), a fundamental issue in how data are used to build NN models has largely been ignored.

To create a NN model for a classification problem we require a sample of data consisting of a set of observations of the form \( Y_i, X_{i1}, X_{i2}, \ldots, X_{ip} \), where the \( X_{ij} \) represent measured values on \( p \) independent variables and \( Y_i \) is a dependent variable coded to represent the group membership for observation \( i \). These data are often referred to as training data as they are used to teach the NN to distinguish between observations originating from the different groups represented by the dependent variable. While one generally wishes to create a NN that can predict the group memberships of the training data with reasonable accuracy, the ultimate objective is for the NN to generalize or accurately predict group memberships of new data that was not present in the training data and whose true group membership is not known. The ability of a NN to generalize depends greatly on the adequacy and use of its training data (Burke & Ignizio, 1992).
Typically, the training data presented to a NN are randomly partitioned into two samples: one for calibrating (or adjusting the weights in) the NN model and one for periodically testing the accuracy of the NN during the calibration process. The testing sample is used to prevent overfitting, which occurs if a NN begins to model sample-specific characteristics of the training data that are not representative of the population from which the data was drawn. Overfitting reduces the generalizability of a NN model and, as a result, is a major concern in NN model building.

Several potential problems arise when NN training data are randomly partitioned into calibration and testing samples. First, the data randomly assigned to the calibration sample might be biased and not accurately represent the population from which the training data was drawn, potentially leading to a sample-specific NN model. Second, the data randomly assigned to the testing sample may not effectively distinguish between good and bad NN models. For example, in a two-group discriminant problem, suppose the randomly selected testing data from each group happen to be points that are located tightly around each of the group centroids. In this case, a large number of classification functions are likely to be highly and equally effective at classifying the testing sample. As a result, the testing data are ineffective in preventing overfitting and inhibit (rather than enhance) the generalizability of the NN model.

Though the potential problems associated with random data partitioning can arise in any data set, their impact can be more acute with small data sets. This may have contributed to the widely held view that NNs are only appropriate to use for classification problems where a large amount of training data is available. However, if training data could be partitioned in such a way to combat the shortcomings of random partitioning the effectiveness of NNs might be enhanced, especially for smaller data sets.
In this chapter, we propose a Neural Network Data Partitioning (NNDP) heuristic that uses the Mahalanobis Distance Measure (MDM) to deterministically partition training data into calibration and testing samples so as to avoid the potential weaknesses of random partitioning. Computational results are presented indicating that the use of NNDP results in NN models that outperform traditional NN models and the MDM technique on small data sets.

The remainder of this chapter is organized as follows. First, the fundamental concepts of MDM and NN classification methods to solve two-group classification problems are discussed. Next, the proposed NNDP heuristic is described. Finally, the three techniques (MDM, NN, and NNDP) are applied to several two-group classification problems and the results are examined.

2. CLASSIFICATION METHODS

2.1 Mahalanobis Distance Measure

The aim of a two-group classification problem is to generate a rule for classifying observations of unknown origin into one of two mutually exclusive groups. The formulation of such a rule requires a “training sample” consisting of \( n \) observations where \( n_1 \) are known to belong to group 1, \( n_2 \) are known to belong to group 2, and \( n_1 + n_2 = n \). This training sample is analyzed to determine a classification rule applicable to new observations whose true group memberships are not known.

A very general yet effective statistical procedure for developing classification rules is the MDM technique. This technique attempts to classify a new observation of unknown origin into the group it is closest to based on the distance from the observation to the estimated mean vector for each of the two groups. To be specific, suppose that each observation \( X_i \) is described by its values on \( p \) independent variables \( X_i = (X_{i1}, X_{i2}, \ldots, X_{ip}) \). Let \( \bar{x}_{pk} \) represent the sample mean for
the $p^{th}$ independent variable in group $k$. Each of the two groups will have their own centroid denoted by $\overline{X}_k = (\overline{x}_{1k}, \overline{x}_{2k}, ..., \overline{x}_{pk})$, $k \in \{1,2\}$. The MDM of a new observation $X_{\text{new}}$ of unknown origin to the centroid of group $k$ is given by:

$$D_k = (X_{\text{new}} - \overline{X}_k)' C^{-1} (X_{\text{new}} - \overline{X}_k)$$  \hspace{2cm} (1)

where $C$ represents the pooled covariance matrix for both groups (Manly, 1994).

So to classify a new observation, the MDM approach first calculates the multivariate distance from the observation to the centroid of each of the two groups using (1). This will result in two distances: $D_1$ for group 1 and $D_2$ for group 2. A new observation would be classified as belonging to the group with minimum $D_k$ value.

Under certain conditions (e.g., multivariate normality of the independent variables in each group and equal covariance matrices across groups) the MDM approach provides “optimal” classification results in that it minimizes the probability of misclassification. Even when these conditions are violated, the MDM approach can still be used as a heuristic (although other techniques might be more appropriate). In any event, the simplicity, generality, and intuitiveness of the MDM approach make it a very appealing technique to use on classification problems (Markham & Ragsdale, 1995).

### 2.2 Neural Networks

Another way of solving two-group classification problems is through the application of NNs. NNs are function approximation tools that learn the relationship between independent and dependent variables. However, unlike most statistical techniques for the classification problem,
NNs are inherently non-parametric and make no distributional assumptions about the data presented for learning (Smith & Gupta, 2000).

A NN is composed of a number of layers of nodes linked together by weighted connections. The nodes serve as computational units that receive inputs and process them into outputs. The connections determine the information flow between nodes and can be unidirectional, where information flows only forwards or only backwards, or bidirectional, where information can flow forwards and backwards (Fausett, 1994).

Figure 2-1 depicts a multi-layered feed-forward neural network (MFNN) where weighted arcs are directed from nodes in an input layer to those in an intermediate or hidden layer, and then to an output layer.

**Figure 2-1: Multi-Layered Feed-Forward Neural Network for Two-group Classification**
The back-propagation (BP) algorithm is a widely accepted method used to train MFNN (Archer & Wang, 1993). When training a NN with the BP algorithm, each input node $I_1, \ldots, I_p$ receives an input value from an independent variable associated with a calibration sample observation and broadcasts this signal to each of the hidden layer nodes $H_1, \ldots, H_g$. Each hidden node then computes its activation (a functional response to the inputs) and sends its signal to each output node denoted $O_k$. Each output unit computes its activation to produce the response for the net for the observation in question. The BP algorithm uses supervised learning, meaning that examples of input (independent) and output (dependent) values from known origin for each of the two groups are provided to the NN.

In this study, the known output value for each example is provided as a two-element binary vector where a value of zero indicates the correct group membership. Errors are calculated as the difference between the known output and the NN response. These errors are propagated back through the network and drive the process of updating the weights between the layers to improve predictive accuracy. In simple terms, NNs “learn” as the weights are adjusted in this manner. Training begins with random weights that are adjusted iteratively as calibration observations are presented to the NN. Training continues with the objective of error minimization until stopping criteria are satisfied (Burke, 1991).

To keep a NN from overfitting the calibration data, testing data are periodically presented to the network to assess the generalizability of the model under construction. The Concurrent Descent Method (CDM) (Hoptroff et al., 1991) is widely used to determine the number of times the calibration data should be presented to achieve the best performance in terms of generalization. Using the CDM, the NN is trained for an arbitrarily large number of replications, with pauses at predetermined intervals. During each pause, the NN weights are saved and tested.
for predictive accuracy using the testing data. The average deviation of the predicted group to the known group for each observation in the testing sample is then calculated and replications continue (Markham & Ragsdale, 1995). The calibration process stops when the average deviation on the testing data worsens (or increases). The NN model with the best performance on the testing data is then selected for classification purposes (Klimasauskas et al., 2005).

Once a final NN is selected, new input observations may be presented to the network for classification. In the two-group case, the NN will produce two response values, one for each of the two groups for each new observation presented. As with the MDM classification technique, these responses could be interpreted as representing measures of group membership, when compared to the known two-group output vector, where the smaller (closer to zero) the value associated with a particular group, the greater the likelihood of the observation belonging to that group. Thus, the new observation is classified into the group corresponding to the NN output node producing the smallest response.

Since NNs are capable of approximating any measurable function to any degree of accuracy, they should be able to perform at least as well as the linear MDM technique on non-normal data (Hornick et al., 1989). However, several potential weaknesses with a NN model may arise when data presented for model building are randomly partitioned into groups for testing and training. First, the randomly assigned calibration data may not be a good representation of the population from which it was drawn, potentially leading to a sample-specific model. Second, the testing data may not accurately assess the generalization ability of a model if they are not chosen wisely. These weaknesses, individually or together, may adversely affect predictive accuracy and lead to a non-generalizable NN model. In both cases, the weaknesses arise because of problems with data partitioning and not from the model building process.
3. DETERMINISTIC NEURAL NETWORK DATA PARTITIONING

As stated earlier, randomly partitioning training data can adversely impact the generalizability and accuracy of NN results. Thus, we investigate the effect of using a deterministic pre-processing technique on training data to improve results and combat the potential shortcomings of random data selection. The intention of this effort is to deterministically select testing and calibration samples for a NN to limit overfitting and improve classification accuracy in two-group classification problems for small data sets.

We introduce a Neural Network Data Partitioning (NNDP) heuristic that utilizes MDM as the basis for selecting testing and calibration data. In the NNDP heuristic, MDM is used to calculate distances to both group centroids for each observation presented for training. These two distance values represent: (1) the distance from each observation to its own group centroid and (2) the distance from each observation to the opposite group centroid.

A predetermined number of observations having the smallest distance to the opposite group centroid are selected as the testing sample. These observations are those most apt to fall in the region where the groups overlap. Observations in the overlap region are the most difficult to classify correctly. Hence, this area is precisely where the network’s classification performance is most critical. Selecting testing data in this manner avoids the undesirable situation where no testing data falls in the overlap region, which might occur with random data partitioning (e.g., if the randomly selected testing data happen to fall tightly around the group centroids).

The training observations not assigned to the testing sample constitute the calibration sample. They represent values with the largest distance to the opposite group’s centroid and therefore are most dissimilar to the opposite group and most representative of their own group. We conjecture
that the NNDP heuristic will decrease overfitting and increase predictive accuracy for two-group classification problems in discriminant analysis.

4. METHODOLOGY

From the previous discussion, three different methods for solving the two-group problem were identified for computational testing:

- **MDM** - standard statistical classification using Mahalanobis Distance Measure
- **NN** - neural network classification using random testing and training data selection
- **NNDP** - neural network classification using the NNDP heuristic to deterministically select testing and calibration data.

The predictive accuracy of each of the techniques will be assessed using two bank failure prediction data sets which are summarized in Figure 2-2. The data sets were selected because they offer interesting contrasts in the number of observations and number of independent variables.

**Figure 2-2: Summary of Bankruptcy Data Sets**

<table>
<thead>
<tr>
<th></th>
<th>Texas Bank (Sexton, Sriram, &amp; Etheridge, 2003)</th>
<th>Moody's Industrial (Johnson &amp; Wichern, 1998)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Observations</td>
<td>162</td>
<td>46</td>
</tr>
<tr>
<td>Bankrupt firms</td>
<td>81</td>
<td>21</td>
</tr>
<tr>
<td>Non-bankrupt firms</td>
<td>81</td>
<td>25</td>
</tr>
<tr>
<td>Number of Variables</td>
<td>19</td>
<td>4</td>
</tr>
</tbody>
</table>

For experimental testing purposes, each data set is randomly divided into two samples, one for training and one for validation of the model. See Figure 2-3. The training data will be used with each of the three solution methodologies for model building purposes. While the NN techniques partition the training data into two samples (calibration and testing) for model building purposes
the MDM technique uses all the training data with no intermediate model testing. The validation data represent “new” observations to be presented to each of the three modeling techniques for classification, allowing the predictive accuracy of the various techniques to be assessed on observations that had no role in developing the respective classification functions. Thus, the validation data provide a good test for how well the classification techniques might perform when used on observations encountered in the future whose true group memberships are unknown.

**Figure 2-3: Experimental Use of Sample Data**

![Diagram showing data assignments](image)

To assess the effect of training data size on the various classification techniques, three different training and validation sample sizes were used for each data set. Figure 2-4 represents the randomly split data sizes in the study by data set, trial, and sample. The data assigned to training are balanced with an equal number of successes and failures.

**Figure 2-4: Summary of Data Assignments**

<table>
<thead>
<tr>
<th></th>
<th>Texas Bank</th>
<th>Moody's Industrial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trial 1</td>
<td>Trial 2</td>
</tr>
<tr>
<td>Training Sample</td>
<td>52</td>
<td>68</td>
</tr>
<tr>
<td>Validation Sample</td>
<td>110</td>
<td>94</td>
</tr>
<tr>
<td>Total</td>
<td>162</td>
<td>162</td>
</tr>
</tbody>
</table>
All observations assigned to the training sample are used in the MDM technique for model building. The NN technique uses the same training sample as the MDM technique, but randomly splits the training data into testing and calibration samples in a 50/50 split, with an equal assignment of successes and failures in each sample. The NNDP technique also uses the same training sample as the MDM and NN techniques, but uses our deterministic selection heuristic to choose testing and training samples. NNDP technique selects the half of each of the two groups that is closest to its opposite group centroid as the testing data. The remaining observations are assigned as calibration data. Again, there is a 50/50 assignment of successes and failures to both the testing and calibration samples.

For each bankruptcy data set, we generated 30 different models for each of the three training/validation sample size scenarios. This results in 90 runs for each of the three solution methodologies for each data set. For each run, MDM results were generated first, followed by the NN results and NNDP results.

A Microsoft EXCEL add-in was used to generate the MDM classification results as well as the distances used for data pre-processing for the NNDP heuristic. The NNs used in this study were developed using NeuralWorks™Predict® (Klimasauskas et al., 2005). The standard back-propagation configuration was used. The NNs used sigmoidal functions for activation at nodes in the hidden and output layers and all default settings for Predict were followed throughout.
5. RESULTS

5.1 Texas Bank Data

Figure 2-5 lists the average percentage of misclassified observations in the validation sample for each training/validation split of the Texas Bank Data. Note that the average rate of misclassification for NNDP was 16.58% as compared to the NN and MDM techniques which misclassified at 20.21% and 19.09%, respectively, using 52 observations for training (and 110 in validation). Likewise, the average rate of misclassification for NNDP, NN and MDM techniques were 16.03%, 18.83%, and 17.30%, respectively, using 68 observations for training (and 94 in validation). Finally, we found the average rate of misclassification for NNDP, NN and MDM to be 14.92%, 18.09%, 16.34%, respectively, using 80 observations for training (and 82 in validation).

<table>
<thead>
<tr>
<th>Validation Size</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>19.09%</td>
<td>20.21%</td>
<td>16.58%</td>
</tr>
<tr>
<td>94</td>
<td>17.30%</td>
<td>18.83%</td>
<td>16.03%</td>
</tr>
<tr>
<td>82</td>
<td>16.34%</td>
<td>18.09%</td>
<td>14.92%</td>
</tr>
</tbody>
</table>

1. Indicates statistically significant differences from NN at the $\alpha=.005$ level
2. Indicates statistically significant differences from MDM at the $\alpha=.005$ level

It should be noted that, on average, the NNDP technique was more accurate than the two other techniques at all experimental levels. Also, the average misclassification rate for each technique decreased as the number of observations assigned to model building increased (or validation sample size decreased) which we would expect with increased training sample size.
Figure 2-6 lists the number of times each technique produced the fewest misclassifications in each of 30 runs at each validation size for the Texas Bank Data. Although NNDP did not always produce the fewest number of misclassifications, it “won” significantly more times than the other two methods. Several cases exist where the MDM and/or NN outperformed the NNDP; these results are to be expected as NN are heuristic search techniques that may not always provide global optimal solutions.

**Figure 2-6: Number of Times Each Methodology Produced the Fewest Misclassifications**

<table>
<thead>
<tr>
<th>Validation Size</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>8</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>94</td>
<td>12</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>82</td>
<td>7</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>27</td>
<td>23</td>
<td>53</td>
</tr>
</tbody>
</table>

In the event of a tie, each tied technique received credit for having the fewest misclassifications. Therefore, the total number for each validation size may be greater than 30.

**5.2 Moody’s Industrial Data**

Figure 2-7 lists the average percentage of misclassified observations in the validation sample for each training/validation split of the Moody’s Industrial Data. We see that the average rate of misclassification for NNDP was 16.00% as compared to the NN and MDM techniques which both misclassified at 19.11% using 16 observations for training (and 30 in validation). Likewise, the average rate of misclassification for NNDP, NN and MDM techniques were 17.12%, 19.09%, and 20.00%, respectively, using 24 observations for training (and 22 in validation).
Finally, we found the average rate of misclassification for NNDP, NN and MDM to be 13.31%, 18.81%, and 17.14%, respectively, using 32 observations for training (and 14 in validation).

![Figure 2-7: Average Percentage of Misclassification by Solution Methodology](image)

<table>
<thead>
<tr>
<th>Validation Size</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>19.11%</td>
<td>19.11%</td>
<td>16.00%</td>
</tr>
<tr>
<td>22</td>
<td>20.00%(^1)</td>
<td>19.09%</td>
<td>17.12%(^1,2)</td>
</tr>
<tr>
<td>14</td>
<td>17.14%(^1)</td>
<td>18.81%</td>
<td>13.31%(^1,2)</td>
</tr>
<tr>
<td>Total</td>
<td>18.75%</td>
<td>19.00%</td>
<td>15.48%</td>
</tr>
</tbody>
</table>

1. Indicates statistically significant differences from NN at the \(\alpha=.005\) level
2. Indicates statistically significant differences from MDM at the \(\alpha=.005\) level

Again, it should be noted that, on average, the NNDP technique was more accurate than the two other techniques at all experimental levels. Also, the average misclassification rate for each technique decreased as the number of observations assigned to model building increased (or validation sample size decreased) which we would expect with increased training size.

Figure 2-8 lists the number of times each technique produced the fewest misclassifications in each of 30 runs at each training sample size for the Moody’s Industrial Data. Again we observe that the NNDP did not always produce the fewest number of misclassifications. However, it “won” significantly more times than the other two methods.
In the event of a tie, each tied technique received credit for having the fewest misclassifications. Therefore, the total number for each validation size may be greater than 30.

The results from both data sets show that the NNDP heuristic outperformed, on average, the MDM and NN in all cases. In addition, the NNDP reduced misclassification when compared to MDM (the more accurate of the two traditional techniques) by an average of 9.90% on the Texas Bank data and 17.44% on the Moody’s data.

6. IMPLICATIONS AND CONCLUSIONS

6.1 Implications

Several important implications arise from this research. First, the proposed NNDP heuristic holds considerable promise in eliminating the innate negative effects that random data partitioning can have on building a generalizable NN. While further testing is necessary, it appears that on small two-group data sets the NNDP technique will perform at least as well as traditional statistical techniques and standard NNs that use a random calibration and testing data assignment. This is especially significant as NNs are generally believed to be less effective or inappropriate for smaller data sets.
Second, our results show the NNDP technique produces improvements over simple NNs using default settings without model adjustment or application of enhanced NN model building techniques. This result is important as, potentially, NNDP could simply be applied in addition to any model enhancements, such as those proposed in (Mangiameli & West, 1999, Sexton et al., 2003), and increase accuracy even further.

Finally, many commercial NN software packages do not provide the capability for anything other than random partitioning of the training data. This appears to be a serious weakness that software vendors should address.

6.2 Conclusions

The NNDP heuristic has been introduced that combines the data classification properties of a traditional statistical technique (MDM) with a NN to create classification models that are less prone to overfitting. By deterministically partitioning training data into calibration and testing samples, undesirable effects of random data partitioning are mitigated. Computational testing shows the NNDP heuristic outperformed both MDM and tradition NN techniques when applied to relatively small data sets. Application of the NNDP heuristic may help dispel the notion that NNs are only appropriate for classification problems with large amounts of training data. Thus, the NNDP approach holds considerable promise and warrants further investigation.
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Chapter 3

A Deterministic Neural Network Data Partitioning Approach to the $k$-Group Classification Problem in Discriminant Analysis
1. INTRODUCTION

In this chapter, we investigate the effect of applying a deterministic approach to partitioning neural network training data for classification problems where the number of groups is greater than two. We refer to this kind of classification problem as a multi-group classification problem or MGCP. Typically, researchers examine classification tasks where the number of groups (represented by \( k \)) is equal to two. However, as researchers continue to quarry growing data mines, the need for tools to handle multiple group classification tasks where \( k \) is greater than two (\( k>2 \)) has gained momentum. With this in mind, we intend to develop and apply a deterministic neural network (NN) training data pre-processing heuristic, based on the two-group Neural Network Deterministic Partitioning (NNDP) approach we established in Chapter 2, to classification problems where the number of groups is greater than two.

The goal of the MGCP is to predict to which group an observation of unknown origin is to be classified. To accomplish this, a classification model (or rule) must be developed which can assign group membership to such data. Typically, the rule is established through a process referred to as supervised learning, which uses a sample of observations of the form \( Y_i, X_{i1}, X_{i2}, \ldots, X_{ip} \) where \( X_{ij} \) represents the measured value on independent variable \( j \) and \( Y_i \) is a dependent variable representing the group membership for observation \( i \). A subset, commonly referred to as training data, is used to train (or build) a classification model to distinguish between observations originating from the different groups represented by the known dependent variable.

Researchers have recently employed various classification techniques to the MGCP including: NNs (Subramanian et al., 1993 and Ostermark, 1999), genetic algorithms (Konstam, 1994), linear programming (Gochet et al., 1997 and Hastie & Tibshirani, 1998), and nearest-
neighbor (Friedman, 1996) techniques. In this research, we develop a heuristic for use with a NN with potential applicability to other classification techniques. While one generally wishes to create a NN that can predict the group memberships of training data with reasonable accuracy, the ultimate objective is for the NN to generalize or accurately predict group memberships of new data whose true group membership is not known. In fact, Archer & Wang (1993) found that accurately predicting group membership of training data is rather straightforward for NNs. However, they had mixed results when validating on new data. They found that though a NN performs well on most data it has seen previously, its performance on new data depends greatly on the adequacy and use of the available training data.

Training data presented to a NN are randomly partitioned, in most cases, into two samples: one for calibrating (or adjusting the weights in) the NN model and one for periodically testing the accuracy of the NN during the calibration process. The testing sample helps to combat overfitting, which occurs if a NN begins to model (or fit) sample-specific characteristics of the training data that are not representative of the underlying population from which the sample was drawn. Overfitting reduces the generalizability of a NN model and, as a result, is a major concern in NN model building (Archer & Wang, 1993).

A few problems might arise when NN training data are randomly partitioned into calibration and testing samples. First, the data randomly assigned to the calibration sample might be biased and not accurately represent the underlying population from which the training data were drawn, potentially leading to a sample-specific NN model. Second, the data randomly assigned to the testing sample may not be able to effectively distinguish between NN models that generalize well and those that do not. For example, suppose the randomly selected testing data from each group happens to be points that are located tightly around each of the group centroids. In this
case, a very large number of classification functions are likely to be highly and equally effective at classifying the testing sample. As a result, the testing data are ineffective in preventing overfitting and inhibit (rather than enhance) the generalizability of the NN model.

Though the potential problems associated with random data partitioning can arise in any data set, their impact can be more acute with small data sets. This may have contributed to the widely held view that NNs are only appropriate to use for classification problems where a large amount of training data are available. Archer & Wang (1993) found that classification rules generated by a NN have relatively unpredictable accuracy for small data sets. However, if training data could be partitioned in such a way to combat the shortcomings of random partitioning, the effectiveness of NNs might be enhanced, especially for smaller data sets.

Unfortunately, the determination of whether or not a data set is small is highly subjective. Delmaster & Hancock (2001) have suggested a minimum data set size heuristic which provides a rough estimate of the number of records necessary to achieve an adequate classification model. They suggest a minimum training data size of at least six times the number of independent variables multiplied by the number of groups (i.e., $6pk$). For purposes of this research, we consider a data set smaller than this estimate to be a small data set.

With this in mind, we hope to extend the two-group deterministic Neural Network Data Partitioning (NNDP) heuristic introduced in Chapter 2 to the MGCP. This is accomplished through the application of a “one-against-all” iterative two-group classification technique to reduce to the MGCP to a series of two-group problems to which the NNDP heuristic can be applied.

The remainder of this chapter is organized as follows. First, techniques for solving the MGCP are discussed. Second, we review the Mahalanobis Distance Measure and NN
classification methods. Third, the NNDP heuristic and its adaptation to solve the MGCP are described. Finally, four different classification techniques are applied to several three-group classification problems and the results are examined.

2. THE MGCP

Ultimately, the strength of any classification rule (or classifier) is its ability to accurately classify data of unknown origin. The methods that researchers have taken to develop and simplify multi-group classifiers are numerous, see Weston & Watkins (1998), Lee et al. (2001), Cramer & Singer (2002), Dietterich & Bakiri (1995), Allwein et al. (2000), Furnkranz (2002), Hsu & Lin (2002). Three of the most commonly used are: the $k$-group method, pair-wise coupling, and “one-against-all” classification.

The $k$-group method ($k$GM) is the traditional approach to addressing the MGCP. With the $k$GM, one classifier is developed from a multi-group data set that assigns an observation into one of $k$ mutually exclusive groups. The classifier attempts to establish boundaries that separate the underlying population data. A data point of unknown origin then uses these boundaries as group classification regions when applied to the problem. Figure 3-1 represents a $k=3$ group problem where the $k$GM has developed decision boundaries. The $k$GM approach has been employed extensively in traditional statistical classification research. Unfortunately, this approach is computationally complex and lacks the flexibility and simplicity of other approaches (Hastie & Tibshirani, 1998).
Typically, the two-group problem presents an easier task for classification methods than the $k$GM as there is concern for only one decision boundary for dichotomous classification. By adapting the MGCP into a collection of two-group problems, a user could apply an array of two-group classification techniques. Friedman (1996), expanding the work of Bradley & Terry (1952), showed that the multi-group problem can be solved as a series of pair-wise couples for each possible two-group pair. With pair-wise coupling, $\binom{k}{2}$ different two-group classifiers are constructed with each classifier separating a pair of groups. Figure 3-2 represents a three-group pair-wise comparison where three two-group classifiers are formed. An observation is then classified into each of the separated groups by the pair-wise classifier. The $\binom{k}{2}$ outcomes for each observation are tallied and the group with the maximum number of “wins” is the group to
which the observation is classified. This pair-wise or “all-against-all” (AAA) approach is a very intuitive approach to solving the multi-group problem. However, it is computationally expensive as it requires the creation of \( \binom{k}{2} \) classifiers. Therefore, the problem complexity grows along with the number of groups.

Figure 3-2: \( \binom{k}{2} \) Pair-wise Classifiers (k=3)
Another attempt at reducing the multi-group problem to a series of two-group classification problems is the “one-against-all” (OAA) approach. In this approach, \( k \) different two-group classifiers, each one trained to distinguish the examples in a single group from the examples in all remaining groups combined, are developed with each classifier separating a pair of groups, see Figure 3-3. Each of the \( k \) classifiers assigns an output value for an observation that ranges from zero to one where values close to zero represent membership to the single group and values close to one represent membership to “all remaining groups”.

In an effort to assess the level of membership to the single group, a classification score ranging from zero to one is created for each output value. The score is a measure of the distance from the output value to a value of one based on the separation (or cut-off point) between the two groups (\( e.g. \), an output value close to zero generates a classification score close to one). If the cut-off point between the two groups occurs at the midpoint in the output range \([0,1]\), the classification score is simply the difference between one and the classifier output value. However, when the cut-off point occurs elsewhere in the output range, a weighted distance measure must be used to generate the classification score. Section 4.2 presents a technique for generating weighted distance measures. In either case, the single group with the largest classification score is chosen as the group to which to classify the observation.
Several recent articles suggested AAA is superior to OAA by finding that AAA can be implemented to calibrate more quickly and test as quickly as the OAA approach (Allwein et al., 2000 and Hsu & Lin, 2002). However, Rifkin & Klautau (2004) argue against AAA superiority, as they feel it is not appropriate to simply compare “wins” among pairs and ignore the fact that a winning margin might be rather small. They find group selection by largest classification score to be a more appropriate measure for comparison. In their research, they found that the OAA approach is not superior to the AAA approach, but rather it will perform just as well as AAA.

In most cases, there is no way to know a priori which approach will have more success on a validation set. With this in mind, Rifkin & Klautau (2004) contend that the OAA approach
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should be selected over the AAA approach for its overall simplicity, group selection by largest classification score, and requiring less classification models when the number of groups exceeds three.

3. CLASSIFICATION METHODS

The aim of a MGCP is to generate a classification rule from a collected data sample consisting of a set of \( n \) observations from \( k \) groups. This sample, widely referred to as a “training sample”, consists of \( n \) observations where \( n_1 \) are known to belong to group 1, \( n_2 \) are known to belong to group 2, etc., and \( n_1 + n_2 \ldots + n_k = n \). This training sample is analyzed to determine a classification rule applicable to new observations whose true group memberships are not known.

Unfortunately, there is no classification method that is superior to all others in every application. Breiman (1994) found that the best classification method changes from one data context to another. Thus, researchers attempt to devise methods that perform well across a wide range of classification problems and data sets. In this research, we utilize two common classification methods which have shown to be effective over a wide range of problems: the Mahalanobis Distance Measure (MDM) technique that minimizes the probability of misclassification through distance (Mahalanobis, 1948), and the Backpropagation Neural Network, which is a universal approximator (Hornik, 1989).

3.1 Mahalanobis Distance Measure

The MDM technique (Mahalanobis, 1948) was established to classify a new observation of unknown origin into the group it is closest to based on the multivariate distance measure from the observation to the mean vector for each group (known as the group centroid).
More precisely, if we let $D_{ik}$ represent the multivariate distance from observation $i$ to the centroid of group $k$, we can calculate the distance as:

$$D_{ik} = \sqrt{(X_i - \overline{X}_k)^\top C^{-1}(X_i - \overline{X}_k)}$$  \hspace{1cm} (1)$$

where each observation $X_i$ is described by an instance of the vector of independent variables $(i.e., \ X_i = (X_{i1}, \ X_{i2}, \ldots, X_{ip}))$, $\overline{X}_k$ represents the centroid for group $k$, and $C$ represents the pooled sample covariance matrix. We allocate $X_i$ to the group for which $D_{ik}$ has the smallest value (Manly, 1994). It can be shown that the MDM technique is equivalent to Fisher’s Linear Discriminant Function (Fisher, 1936 and Fisher, 1938), which stands as the benchmark statistical classifier.

The MDM technique is based on the assumption of multivariate normality among the independent variables and equal covariance matrices across groups. Under this condition, it provides “optimal” classification results as it minimizes the probability of misclassification. However, even when these conditions are violated, the MDM approach can still serve as a heuristic or classification rate benchmark. In any event, the simplicity, generality, and intuitiveness of the MDM approach make it a very appealing technique to use on classification problems (Markham & Ragsdale, 1995).

3.2 Neural Networks

NNs provide another way of generating classifiers for the MGCP. NNs are function approximation tools that learn the relationship between independent and dependent variables. However, unlike most statistical techniques for the classification problem, NNs are inherently
non-parametric, making no distributional assumptions about the data presented for learning, and are inherently non-linear, giving them much accuracy when modeling complex data (Smith & Gupta, 2000).

The primary objective of a NN classifier is to accurately predict group membership of new data (i.e., data not present in the training sample) whose group membership is not known. Typically, training data presented to a NN are randomly partitioned into two samples: one for calibrating (or adjusting the weights in) the NN model and one for periodically testing the accuracy of the NN during the calibration process.

A NN is composed of a number of layers of nodes linked together by weighted connections. The nodes serve as computational units that receive inputs and process them into outputs. The connections determine the information flow between nodes and can be unidirectional, where information flows only forwards or only backwards, or bidirectional, where information can flow forwards and backwards (Fausett, 1994).

Figure 3-4 depicts a two-group ($k=2$) multi-layered feed-forward neural network (MFNN) where weighted arcs are directed from nodes in an input layer of predictor variables to those in an intermediate or hidden layer, and then to an output layer.

The back-propagation (BP) algorithm is a widely accepted method used to train MFNN (Archer & Wang 1993). Wong et al (1997) found approximately 95% of reported business applications employed the BP algorithm. When training a NN with the BP algorithm, each input node receives an input value from each of the $p$ independent variables associated with a calibration sample observation and broadcasts this signal to each of the hidden layer nodes. Each hidden node then computes its activation (a functional response to the inputs) and sends its signal to each output node. Each output unit computes its activation to produce the response for the net
for the observation in question. The BP algorithm uses supervised learning, meaning that examples of input (independent) and output (dependent) values of known origin for each of the $k$ groups are provided to the NN.

Errors are calculated as the difference between the known output and the NN response. These errors are propagated back through the network and drive the process of updating the weights between the layers to improve predictive accuracy. In simple terms, NNs “learn” as the weights are adjusted in this manner. Training begins with random weights that are adjusted iteratively as calibration observations are presented to the NN. Training continues with the objective of error minimization until stopping criteria are satisfied (Burke, 1991).

Figure 3-4: Multi-Layered Feed-Forward Neural Network

To keep a NN from overfitting the calibration data, testing data are periodically presented to the network to assess the generalizability of the model under construction. The Concurrent
Descent Method (CDM) (Hoptroff & Bramson, 1991) is widely used to determine the number of times the calibration data should be presented to achieve the best performance in terms of generalization. Using the CDM, the NN is trained for an arbitrarily large number of replications, with pauses at predetermined intervals. During each pause, the NN weights are saved and tested for predictive accuracy using the testing data. The average deviation of the predicted group to the known group for each observation in the testing sample is then calculated and replications continue (Markham & Ragsdale, 1995). The calibration process stops when the average deviation on the testing data worsens (or increases). The NN model with the best performance on the testing data is then selected for classification purposes (Klimasauskas, 2005).

Once a final NN is selected, new input observations of unknown origin may be presented to the network for classification. Typically, the NN will produce \( k \) response values, one for each of the \( k \) groups for each new observation presented. As with the MDM classification technique, these responses could be interpreted as representing measures of group membership, when compared to the known \( k \)-group output vector, where the smaller (closer to zero) the value associated with a particular group, the greater the likelihood of the observation belonging to that group. Thus, the new observation is classified into the group corresponding to the NN output node producing the smallest response. This resembles a form of the \( k \)GM applying MDM. Since NNs are capable of approximating any measurable function to any degree of accuracy, they should be able to perform at least as well as the linear MDM technique on non-normal data (Hornick, et al., 1989).

In Chapter 2, we pointed out several potential weaknesses with a two-group (\( k=2 \)) NN model that may arise when training data are randomly partitioned into groups for testing and calibration. These same potential weaknesses exist for the MGCP. First, the randomly assigned
calibration data may not be a good representation of the population from which it was drawn, potentially leading to a sample-specific model. Second, the testing data may not accurately assess the generalization ability of a model if they are not chosen wisely. These weaknesses, individually or together, may adversely affect predictive accuracy and lead to a non-generalizable NN model. In both cases, the weaknesses arise because of problems with data partitioning and not from the model building process.

4. DETERMINISTIC NEURAL NETWORK DATA PARTITIONING

4.1 NNDP

In Chapter 2, we introduced a technique to deterministically partition two-group neural network training data in an effort to improve classification results and combat the potential shortcomings of random data selection. The Neural Network Data Partitioning (NNDP) heuristic establishes a technique to “wisely” select testing and calibration samples from training data for a two-group NN. NNDP is based on MDM from each observation presented for training to its own group centroid and its opposite group centroid.

To review, a predetermined number of observations having the smallest distances to their opposite group centroid are selected from the training data as the testing sample. These observations are the most likely to fall in the region where the groups overlap and be the most difficult to classify correctly. We focus on this region because this is where the NN’s classification performance is most critical. Deterministically selecting testing data in this manner avoids the undesirable situation where none of the testing data fall in the overlap region, which might occur with random data partitioning (e.g., if the randomly selected testing data happen to fall tightly around the group centroids).
The remaining training data that are not assigned to the testing sample represent the calibration sample. The calibration sample constitutes values with the largest distances to the opposite group’s centroid and therefore are most dissimilar to its opposite group and most representative of their own group. In Chapter 2 we tested the NNDP heuristic on two different real-world data sets and showed that NNs which applied this heuristic for data pre-processing outperformed, on average, both a traditional statistical measure (MDM) and a NN built using randomly partitioned calibration and testing samples. Thus, we concluded that the NNDP heuristic decreased overfitting and increased predictive accuracy for the two small data sets.

4.2 kNNDP

The next logical step is to expand the notion of deterministic partitioning of NN training data to MGCPs. We introduce a multi-group heuristic based on the NNDP heuristic to improve classification results and address the potential shortcomings of random data selection on small multi-group data sets. We refer to this heuristic as the kNNDP heuristic.

The kNNDP heuristic requires several steps. First we perform a random hold-out sampling from data presented for classification. This hold-out or validation sample will ultimately be used to validate the accuracy of our heuristic. The remaining data, known as training data, will be used to construct our classification model.

Next, the training data, composed of \( k \) different groups, are paired in \( k \) different ways based on the OAA approach. We selected the OAA approach over the AAA approach because it treats MGCPs as a series of \( k \) two-group comparisons and uses classification scores for comparability. As stated previously, the OAA approach requires the creation of \( k \) different two-group classifiers, each one trained to distinguish the examples in a single group from the examples in
all remaining groups. In addition, we did not select the $k$GM as the approach to which we would apply deterministic partitioning. The $k$GM approach presents a significant challenge for determining minimum distance to an opposite group centroid as two or more opposite group centroids are present. We experimented with an array of distance values for partitioning, but could not define a deterministic selection rule that proved effective. Thus, based on the success NNDP exhibited on two-group classification problems, we selected a technique that reduces a MGCP to a series of two-group classification problems.

For the next step, the NNDP heuristic is applied to each of the $k$ different two-group problems resulting in deterministically partitioned calibration and testing samples for each of the $k$ pairs. This data are then used to build $k$ different NN classifiers (one for each OAA pair) through the application of a MFNN trained with BP.

Finally, we apply each of the $k$ classifiers to every observation of our validation sample and make classifications based on the OAA approach. That is, a comparable classification score must be generated for each validation observation in order to choose the most appropriate group. To accomplish this, our NN models are built with a single output node which provides a network response value between zero and one. Each validation record would therefore be represented by $k$ values between zero and one where output values close to zero represent membership to the single group and an output near one represents membership to “all remaining groups”. Recall that a classification score ranging between zero and one is developed for each of the $k$ output values as a measure of group membership for the single groups. The generation of a classification score requires identifying a cut-off point or threshold ($T$) between zero and one to select the appropriate distance measure calculation. Klimasauskas et al. (2005) suggest a unique
method for creating cut-off points between groups, which they refer to as the K-S (Kolmogorov-Smirnov) threshold, which has shown to be highly effective in NN applications.

The K-S threshold is based on how well the NN classifier has separated the two target groups. Cumulative histograms with 40 non-overlapping intervals formed from the predicted outputs of the calibration data for the two target groups are overlaid. The K-S threshold is the leading-edge value of the interval containing the greatest distance between corresponding NN output values in the two histograms. The greatest distance measure is referred to as the K-S statistic. Figure 3-5 is an example of a K-S threshold generation measured over nine intervals (rather than 40) for illustrative purposes. If a model were to output random values, the cumulative histograms would both be fairly linear and the K-S statistic would have a value close to zero. If the model were perfect, the Group 0 value would accumulate to one immediately and the Group 1 value would ascend from a value of zero to a value of one at the neural network output value of one (Klimasauskas et al., 2005).

**Figure 3-5: K-S Threshold Generation**
The K-S statistic provides a natural split between groups and an associated threshold by which an observation can be classified (e.g., a NN output below the K-S statistic would be classified to Group 0 (single group) and a value above the K-S threshold (T) would be classified to Group 1 (all remaining groups)). Using the K-S threshold as the cut-off point, we can generate classification scores where each NN output is valued based on its distance from this threshold.

The classification scores are developed as follows:

1. If an observation’s NN output equals T, the classification score equals .5
2. If an observation’s NN output is less than T, the classification score equals:
   \[ .5 + .5 \times \left( \frac{T - \text{NN Output}}{T} \right) \]
3. If an observation’s NN output is greater than T, the classification score equals:
   \[ .5 - .5 \times \left( \frac{\text{NN Output} - T}{1 - T} \right) \]

So, rather than performing a simple comparison of NN outputs, we generate \( k \) classification scores for each validation record. We then select the largest classification score and identify its associated group as the group to which we will classify that observation.

### 5. EXPERIMENTAL DESIGN

In an effort to evaluate the classification ability of our \( k \)NNDP heuristic, we tested four different methods for solving the MGCP:

- **RP-MDM** – applying the MDM technique with randomly partitioned training data
- **RPNN-\( k \)GM** – applying NNs with randomly partitioned training data for the \( k \)GM approach
• **RPNN-OAA** – applying NNs with randomly partitioned training data for the OAA approach

• **kNNDP** – applying NNs with $k$NNDP as the training data pre-processing heuristic for the OAA approach

The predictive accuracy of each technique will be assessed against three different data sets. For this research, we have chosen two real-world data sets and one simulated data set in an effort to provide different classification challenges for the four classification methods. The three were selected for their completeness (no missing values), variety, and size. They were extracted from UCSB database (Newman et al., 1998).

The first real-world data set is the 1,473 record contraceptive method choice data which are a subset of the 1987 National Indonesia Contraceptive Prevalence Survey. This three-group data set is used to predict the current contraceptive method (none, long-term, and short-term) used by non-pregnant married women based on their demographic and socio-economic characteristics. Nine different attributes were collected by researchers for each participant: (1) age, (2) educational level, (3) husband’s educational level, (4) number of children ever born, (5) religion, (6) employed, (7) husband’s occupation, (8) standard-of-living index, and (9) level of media exposure. This data set is comprised of 629 reporting no-use, 333 reporting long-term use, and 511 reporting short-term use and was previously used in (Lim et al., 1999).

The second real-world data set represents teaching assistant evaluation data that marks the evaluation of teaching performance as low, medium, or high. Data were gathered over three regular semesters and two summer sessions of 96 teaching assistants at the Statistics Department of the University of Wisconsin, Madison. The researchers collected information on each teaching assistant over five select variables: (1) whether or not the teaching assistant’s first
language was English, (2) the course instructor, (3) the course number, (4) regular semester or summer session, and (5) class size. This data set contains scores for 32 low, 32 medium, and 32 high scores and was previously used in (Loh & Shih, 1997 and Lim et al., 1999).

The simulated data set is the balance scale weight and distance data originally appearing in Sielger (1976). This data set was generated to model the results of psychological experiments. Each data record is classified to one of three groups having the balanced scale tip to the right, left, or balanced. The variables that comprise each record are left weight, left distance, right weight, and right distance. Group assignment is found as the greater of (left distance * left weight) and (right distance * right weight). If they are equal, then the assignment is balanced. This data set contains 625 records where 49 are balanced, 288 are left, and 288 are right. The data has been previously used in (Klahr, 1978, Langley, 1987, Newell, 1990, McClelland, 1988, and Shultz, 1994).

A summary of all three data sets can be found in Figure 3-6.

**Figure 3-6: Summary of Data Sets**

<table>
<thead>
<tr>
<th></th>
<th>Balanced Scale</th>
<th>Contraceptive Prevalence</th>
<th>Teaching Assistant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Observations</td>
<td>625</td>
<td>1,473</td>
<td>96</td>
</tr>
<tr>
<td>-Group 1</td>
<td>49</td>
<td>629</td>
<td>32</td>
</tr>
<tr>
<td>-Group 2</td>
<td>288</td>
<td>333</td>
<td>32</td>
</tr>
<tr>
<td>-Group 3</td>
<td>288</td>
<td>511</td>
<td>32</td>
</tr>
<tr>
<td>Number of Variables</td>
<td>4</td>
<td>9</td>
<td>5</td>
</tr>
</tbody>
</table>

For experimental testing purposes, each data set undergoes a random hold-out sampling which results in two data samples, one for training and one for validation of the model. The training data will be used with each of the four solution methodologies for model building.
purposes. While the NN driven techniques partition the training data into two samples (calibration and testing) for model building purposes, the MDM technique will use all the training data with no intermediate model testing. The validation data represent “new” observations to be presented to each of the four modeling techniques for classification; allowing the predictive accuracy of the various techniques to be assessed on observations that had no role in developing the respective classification functions. Thus, the validation data provides a good test for how well the classification techniques might perform when used on observations encountered in the future whose true group memberships are unknown.

To assess the effect of training sample size on the various classification techniques, we required the training and validation sample sizes to be nearly equivalent but still allow for even partitioning of training data. Figure 3-7 represents the randomly split data sizes in the study by data set and sample. Based on our assessment of small data set size, only the teaching assistant data set can be considered a small data set as the total number of training data falls below its adequate sample size threshold. In this case, the threshold was 90 (6*5 predictor variables*3 groups) and the training data size was 48 observations.

**Figure 3-7: Summary of Data Assignments**

<table>
<thead>
<tr>
<th></th>
<th>Balanced Scale</th>
<th>Contraceptive Prevalence</th>
<th>Teaching Assistant</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training Data</strong></td>
<td>314</td>
<td>760</td>
<td>48</td>
</tr>
<tr>
<td><em>Calibration Sample</em></td>
<td>157</td>
<td>380</td>
<td>24</td>
</tr>
<tr>
<td><em>Testing Sample</em></td>
<td>157</td>
<td>380</td>
<td>24</td>
</tr>
<tr>
<td><strong>Validation Data</strong></td>
<td>311</td>
<td>713</td>
<td>48</td>
</tr>
</tbody>
</table>
All observations assigned to the training sample are used in the MDM technique for model building. All NN techniques use the same training sample as the MDM technique, but split the training data into testing and calibration samples in a 50/50 split, with an equal assignment of each group in each sample based on their assigned pre-processing technique. The \( k \)NNDP technique selects the half of each group that is closest to its opposite group centroid as the testing data. The remaining observations are assigned as calibration data. The random partitioning techniques randomly assign half of each group to the testing and calibration data. We generated 30 different models for each method and data set combination.

A Microsoft EXCEL add-in was used to generate the MDM classification results as well as the distances used for data pre-processing for the \( k \)NNDP heuristic. The NNs used in this study were developed using NeuralWorks™ Predict® (Klimasauskas, 2005). The standard back-propagation configuration was used. The NNs used sigmoidal activation functions for nodes in the hidden and output layers. All remaining settings for Predict were default settings.

6. RESULTS

6.1 Balanced Scale Weight and Distance Data

Figure 3-8 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the balance scale weight and distance data. We found that the average classification rate for the NN that employed the \( k \)NNDP heuristic was 91.37%. This value exceeded the RPNN-\( k \)GM, RPNN-OAA, and RP-MDM techniques which had classification rates of 90.79%, 90.46%, and 74.97% respectively. We also found that the \( k \)NNDP approach produced the largest number of highest classification rates ("wins") among these
techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, the \(k\)NNDP technique was shown to be significantly different than the other three other techniques. We also found the RPNN-\(k\)GM and RPNN-OAA techniques were not significantly different. So, in this case, applying the OAA approach to a NN employing randomly partitioned training data does not produce a classifier that outperforms a NN with randomly partitioned training data for the \(k\)-group method. However, as noted previously, an application of \(k\)NNDP to a NN outperforms all other methods tested on this data.

6.2 Contraceptive Prevalence Survey Data

Figure 3-9 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the contraceptive prevalence survey data. We found that the average classification rate for the NN that employed the \(k\)NNDP heuristic was 56.19%. This value exceeded the RPNN-\(k\)GM, RPNN-OAA, and RP-MDM techniques which had classification rates of 53.19%, 53.79%, and 50.15% respectively. We also found that the \(k\)NNDP approach produced the largest number of highest classification rates (“wins”) among techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, the \(k\)NNDP technique was shown to be significantly different than the other three other techniques. Additionally, the RPNN-\(k\)GM and RPNN-OAA techniques were not significantly different. So, in this case, applying the OAA approach to a NN employing randomly partitioned training data does not produce a classifier that outperforms a
NN with randomly partitioned training data for the \( k \)-group method. However, once again we found that an application of \( k \)NNDP to a NN outperforms all other methods tested on these data.

### 6.3 Teaching Assistant Evaluation Data

Figure 3-10 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the teaching assistant evaluation data. Recall that earlier we determined this data set to be small, so therefore the potential problems of neural network classification may be heightened. However, we found that the average classification rate for the NN that employed the \( k \)NNDP heuristic to be 70.35% which exceeded the RPNN-\( k \)GM, RPNN-OAA, and RP-MDM techniques. Each had classification rates of 62.50%, 65.56%, and 67.43% respectively. We also found that the \( k \)NNDP approach produced the largest number of highest classification rates (“wins”) among techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, \( k \)NNDP technique was shown to be significantly different than the other three other techniques. Additionally, the RPNN-\( k \)GM and RPNN-OAA techniques were found to be significantly different. So, in this case, applying the OAA approach to a NN employing randomly partitioned training data did produce a classifier that outperforms a NN with randomly partitioned training data for the \( k \)-group method. However, in this last data set, we again found that an application of \( k \)NNDP to a NN outperforms all other methods tested on this data and that a wisely partitioned NN is appropriate for small data set usage.
7. IMPLICATIONS AND CONCLUSIONS

7.1 Implications

Several important implications arise from this research. First, by expanding the use of the NNDP heuristic to MGCPs, we see that the developed $k$NNDP heuristic holds considerable promise in eliminating the innate negative effects that random data partitioning can have on building a generalizable NN. While further testing is necessary, it appears that the $k$NNDP technique will perform at least as well as traditional statistical techniques and standard NNs that use a random calibration and testing data assignment. This is particularly important for small data sets for, as we saw in our study, the most significant impact on results was with the small teaching assistant evaluation data.

Second, our results show the $k$NNDP technique which applies OAA produces improvements over an application of OAA to randomly partitioned NN training data. This is important as it shows the impact of the heuristic is more than simple data manipulation. This result is important as, potentially, a deterministic data partitioning approach, similar to $k$NNDP, could be applied to other classification techniques.

Finally, many commercial NN software packages do not provide the capability for anything other than random partitioning of the training data. This appears to be a serious weakness that software vendors should address.

7.2 Conclusions

The $k$NNDP heuristic has been introduced that combines the data classification properties of a traditional statistical technique (MDM) with a NN to create classification models that are less prone to overfitting. By deterministically partitioning training data into calibration and testing...
samples, undesirable effects of random data partitioning are shown to be mitigated. Computational testing shows the $k$NNDP heuristic proved superior to other widely accepted methods for MGCPs over an array of varying data sizes. Perhaps most significantly, application of the $k$NNDP heuristic may help increase the applicability of NNs for classification problems with small training samples. Thus, the $k$NNDP heuristic holds considerable promise and warrants further investigation.
Figure 3-8: Percentage of Correctly Classified Observations for Balanced Scale Weight and Distance Data

<table>
<thead>
<tr>
<th>Run</th>
<th>RP-MDM</th>
<th>RPNN-kGM</th>
<th>RPNN-OAA</th>
<th>kNNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70.74%</td>
<td>92.28%</td>
<td>90.35%</td>
<td>92.93%</td>
</tr>
<tr>
<td>2</td>
<td>74.60%</td>
<td>89.39%</td>
<td>90.03%</td>
<td>90.35%</td>
</tr>
<tr>
<td>3</td>
<td>69.13%</td>
<td>91.32%</td>
<td>90.68%</td>
<td>91.32%</td>
</tr>
<tr>
<td>4</td>
<td>77.17%</td>
<td>93.25%</td>
<td>90.68%</td>
<td>92.28%</td>
</tr>
<tr>
<td>5</td>
<td>77.17%</td>
<td>90.78%</td>
<td>89.71%</td>
<td>89.39%</td>
</tr>
<tr>
<td>6</td>
<td>77.17%</td>
<td>90.35%</td>
<td>90.68%</td>
<td>90.03%</td>
</tr>
<tr>
<td>7</td>
<td>67.85%</td>
<td>85.53%</td>
<td>88.75%</td>
<td>89.71%</td>
</tr>
<tr>
<td>8</td>
<td>76.85%</td>
<td>92.28%</td>
<td>90.03%</td>
<td>90.35%</td>
</tr>
<tr>
<td>9</td>
<td>79.10%</td>
<td>90.03%</td>
<td>90.68%</td>
<td>90.35%</td>
</tr>
<tr>
<td>10</td>
<td>77.81%</td>
<td>90.35%</td>
<td>90.68%</td>
<td>90.03%</td>
</tr>
<tr>
<td>11</td>
<td>78.14%</td>
<td>93.57%</td>
<td>91.96%</td>
<td>93.57%</td>
</tr>
<tr>
<td>12</td>
<td>73.63%</td>
<td>87.46%</td>
<td>91.64%</td>
<td>92.28%</td>
</tr>
<tr>
<td>13</td>
<td>69.77%</td>
<td>89.71%</td>
<td>90.35%</td>
<td>90.03%</td>
</tr>
<tr>
<td>14</td>
<td>73.63%</td>
<td>90.68%</td>
<td>91.96%</td>
<td>90.03%</td>
</tr>
<tr>
<td>15</td>
<td>82.96%</td>
<td>91.64%</td>
<td>90.68%</td>
<td>92.60%</td>
</tr>
<tr>
<td>16</td>
<td>78.78%</td>
<td>89.39%</td>
<td>90.03%</td>
<td>91.64%</td>
</tr>
<tr>
<td>17</td>
<td>76.85%</td>
<td>94.21%</td>
<td>90.35%</td>
<td>94.53%</td>
</tr>
<tr>
<td>18</td>
<td>73.63%</td>
<td>90.03%</td>
<td>88.75%</td>
<td>91.64%</td>
</tr>
<tr>
<td>19</td>
<td>74.60%</td>
<td>88.42%</td>
<td>91.96%</td>
<td>92.60%</td>
</tr>
<tr>
<td>20</td>
<td>81.03%</td>
<td>93.25%</td>
<td>86.50%</td>
<td>93.89%</td>
</tr>
<tr>
<td>21</td>
<td>73.95%</td>
<td>91.64%</td>
<td>89.39%</td>
<td>91.32%</td>
</tr>
<tr>
<td>22</td>
<td>70.74%</td>
<td>92.28%</td>
<td>91.00%</td>
<td>93.25%</td>
</tr>
<tr>
<td>23</td>
<td>74.60%</td>
<td>88.42%</td>
<td>90.68%</td>
<td>89.71%</td>
</tr>
<tr>
<td>24</td>
<td>69.13%</td>
<td>91.32%</td>
<td>88.75%</td>
<td>90.35%</td>
</tr>
<tr>
<td>25</td>
<td>77.17%</td>
<td>92.93%</td>
<td>90.03%</td>
<td>93.25%</td>
</tr>
<tr>
<td>26</td>
<td>78.46%</td>
<td>91.32%</td>
<td>91.64%</td>
<td>90.68%</td>
</tr>
<tr>
<td>27</td>
<td>73.31%</td>
<td>90.03%</td>
<td>91.00%</td>
<td>89.71%</td>
</tr>
<tr>
<td>28</td>
<td>73.95%</td>
<td>91.32%</td>
<td>91.00%</td>
<td>90.68%</td>
</tr>
<tr>
<td>29</td>
<td>73.95%</td>
<td>88.42%</td>
<td>91.96%</td>
<td>90.68%</td>
</tr>
<tr>
<td>30</td>
<td>73.31%</td>
<td>91.96%</td>
<td>91.96%</td>
<td>91.96%</td>
</tr>
</tbody>
</table>

**Average** 74.97%  90.79%  90.46%  91.37%

**Wins**  0  9  10  15

Tests for Differences in the Average Rate of Classification

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPNN-k GM vs kNNDP</td>
<td>1.989 *</td>
</tr>
<tr>
<td>RPNN-OAA vs kNNDP</td>
<td>2.582 *</td>
</tr>
<tr>
<td>RP-MDM vs kNNDP</td>
<td>25.288 *</td>
</tr>
<tr>
<td>RPNN-k GM vs RPNN-OAA</td>
<td>0.745</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
### Figure 3-9: Percentage of Correctly Classified Observations for Contraceptive Prevalence Survey Data

<table>
<thead>
<tr>
<th>Run</th>
<th>RP-MDM</th>
<th>RPNN-kGM</th>
<th>RPNN-OAA</th>
<th>k NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.35%</td>
<td>56.10%</td>
<td>54.14%</td>
<td>59.89%</td>
</tr>
<tr>
<td>2</td>
<td>49.23</td>
<td>53.44</td>
<td>52.17</td>
<td>54.98</td>
</tr>
<tr>
<td>3</td>
<td>50.21</td>
<td>54.00</td>
<td>55.82</td>
<td>59.47</td>
</tr>
<tr>
<td>4</td>
<td>50.07</td>
<td>50.07</td>
<td>53.02</td>
<td>57.78</td>
</tr>
<tr>
<td>5</td>
<td>51.47</td>
<td>54.56</td>
<td>55.54</td>
<td>55.96</td>
</tr>
<tr>
<td>6</td>
<td>51.33</td>
<td>55.12</td>
<td>55.82</td>
<td>57.78</td>
</tr>
<tr>
<td>7</td>
<td>49.23</td>
<td>48.53</td>
<td>55.12</td>
<td>57.08</td>
</tr>
<tr>
<td>8</td>
<td>51.75</td>
<td>54.98</td>
<td>57.92</td>
<td>59.89</td>
</tr>
<tr>
<td>9</td>
<td>51.89</td>
<td>54.14</td>
<td>55.12</td>
<td>54.98</td>
</tr>
<tr>
<td>10</td>
<td>51.61</td>
<td>53.30</td>
<td>57.50</td>
<td>57.22</td>
</tr>
<tr>
<td>11</td>
<td>47.83</td>
<td>48.67</td>
<td>51.61</td>
<td>56.80</td>
</tr>
<tr>
<td>12</td>
<td>48.11</td>
<td>52.73</td>
<td>48.95</td>
<td>54.00</td>
</tr>
<tr>
<td>13</td>
<td>48.81</td>
<td>52.03</td>
<td>51.89</td>
<td>55.40</td>
</tr>
<tr>
<td>14</td>
<td>49.93</td>
<td>54.42</td>
<td>53.72</td>
<td>55.68</td>
</tr>
<tr>
<td>15</td>
<td>48.67</td>
<td>48.67</td>
<td>50.49</td>
<td>56.94</td>
</tr>
<tr>
<td>16</td>
<td>51.75</td>
<td>54.56</td>
<td>54.14</td>
<td>56.24</td>
</tr>
<tr>
<td>17</td>
<td>49.51</td>
<td>55.54</td>
<td>57.08</td>
<td>51.19</td>
</tr>
<tr>
<td>18</td>
<td>50.35</td>
<td>52.03</td>
<td>52.73</td>
<td>52.45</td>
</tr>
<tr>
<td>19</td>
<td>48.81</td>
<td>53.02</td>
<td>52.31</td>
<td>54.00</td>
</tr>
<tr>
<td>20</td>
<td>49.79</td>
<td>56.52</td>
<td>53.86</td>
<td>54.14</td>
</tr>
<tr>
<td>21</td>
<td>50.35</td>
<td>49.93</td>
<td>54.52</td>
<td>54.42</td>
</tr>
<tr>
<td>22</td>
<td>49.23</td>
<td>50.21</td>
<td>52.17</td>
<td>55.12</td>
</tr>
<tr>
<td>23</td>
<td>50.21</td>
<td>54.14</td>
<td>56.52</td>
<td>58.77</td>
</tr>
<tr>
<td>24</td>
<td>50.07</td>
<td>51.89</td>
<td>51.89</td>
<td>56.10</td>
</tr>
<tr>
<td>25</td>
<td>51.47</td>
<td>54.89</td>
<td>53.72</td>
<td>54.28</td>
</tr>
<tr>
<td>26</td>
<td>48.25</td>
<td>55.40</td>
<td>53.86</td>
<td>59.19</td>
</tr>
<tr>
<td>27</td>
<td>53.72</td>
<td>55.82</td>
<td>52.17</td>
<td>58.35</td>
</tr>
<tr>
<td>28</td>
<td>51.05</td>
<td>54.00</td>
<td>54.56</td>
<td>55.12</td>
</tr>
<tr>
<td>29</td>
<td>50.21</td>
<td>54.70</td>
<td>51.47</td>
<td>58.06</td>
</tr>
<tr>
<td>30</td>
<td>49.09</td>
<td>52.31</td>
<td>54.00</td>
<td>54.28</td>
</tr>
</tbody>
</table>

**Average**  
50.15%  53.19%  53.79%  56.19%

**Wins**  
0  2  5  23

### Tests for Differences in the Average Rate of Classification

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPNN-k GM vs k NNDP</td>
<td>5.500</td>
</tr>
<tr>
<td>RPNN-OAA vs k NNDP</td>
<td>4.846</td>
</tr>
<tr>
<td>RP-MDM vs k NNDP</td>
<td>14.371</td>
</tr>
<tr>
<td>RPNN-k GM vs RPNN-OAA</td>
<td>1.337</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
Figure 3-10: Percentage of Correctly Classified Observations for Teaching Assistant Evaluation Data

<table>
<thead>
<tr>
<th>Run</th>
<th>RP-MDM</th>
<th>RPNN-kGM</th>
<th>RPNN-OAA</th>
<th>kNNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72.92%</td>
<td>60.42%</td>
<td>66.67%</td>
<td>77.08%</td>
</tr>
<tr>
<td>2</td>
<td>77.08</td>
<td>72.92</td>
<td>68.75</td>
<td>77.08</td>
</tr>
<tr>
<td>3</td>
<td>64.58</td>
<td>66.67</td>
<td>70.83</td>
<td>70.83</td>
</tr>
<tr>
<td>4</td>
<td>72.92</td>
<td>70.83</td>
<td>75.00</td>
<td>79.17</td>
</tr>
<tr>
<td>5</td>
<td>66.67</td>
<td>64.58</td>
<td>62.50</td>
<td>64.58</td>
</tr>
<tr>
<td>6</td>
<td>66.67</td>
<td>50.00</td>
<td>64.58</td>
<td>68.75</td>
</tr>
<tr>
<td>7</td>
<td>70.83</td>
<td>66.67</td>
<td>72.92</td>
<td>68.75</td>
</tr>
<tr>
<td>8</td>
<td>62.50</td>
<td>66.67</td>
<td>62.50</td>
<td>64.58</td>
</tr>
<tr>
<td>9</td>
<td>77.08</td>
<td>68.75</td>
<td>75.00</td>
<td>75.00</td>
</tr>
<tr>
<td>10</td>
<td>66.67</td>
<td>60.42</td>
<td>56.25</td>
<td>66.67</td>
</tr>
<tr>
<td>11</td>
<td>66.67</td>
<td>64.58</td>
<td>56.25</td>
<td>72.92</td>
</tr>
<tr>
<td>12</td>
<td>62.50</td>
<td>66.67</td>
<td>70.83</td>
<td>66.67</td>
</tr>
<tr>
<td>13</td>
<td>64.58</td>
<td>66.67</td>
<td>75.00</td>
<td>72.92</td>
</tr>
<tr>
<td>14</td>
<td>68.75</td>
<td>72.92</td>
<td>72.92</td>
<td>72.92</td>
</tr>
<tr>
<td>15</td>
<td>70.83</td>
<td>56.25</td>
<td>58.33</td>
<td>83.33</td>
</tr>
<tr>
<td>16</td>
<td>64.58</td>
<td>52.08</td>
<td>50.00</td>
<td>56.25</td>
</tr>
<tr>
<td>17</td>
<td>62.50</td>
<td>45.83</td>
<td>54.17</td>
<td>60.42</td>
</tr>
<tr>
<td>18</td>
<td>54.17</td>
<td>64.58</td>
<td>58.33</td>
<td>68.75</td>
</tr>
<tr>
<td>19</td>
<td>72.92</td>
<td>54.17</td>
<td>62.50</td>
<td>72.92</td>
</tr>
<tr>
<td>20</td>
<td>68.75</td>
<td>72.92</td>
<td>72.92</td>
<td>66.67</td>
</tr>
<tr>
<td>21</td>
<td>68.75</td>
<td>54.17</td>
<td>64.58</td>
<td>70.83</td>
</tr>
<tr>
<td>22</td>
<td>70.83</td>
<td>62.50</td>
<td>66.67</td>
<td>70.83</td>
</tr>
<tr>
<td>23</td>
<td>54.17</td>
<td>52.08</td>
<td>54.17</td>
<td>58.33</td>
</tr>
<tr>
<td>24</td>
<td>77.08</td>
<td>75.00</td>
<td>77.08</td>
<td>77.08</td>
</tr>
<tr>
<td>25</td>
<td>64.58</td>
<td>56.25</td>
<td>66.67</td>
<td>66.67</td>
</tr>
<tr>
<td>26</td>
<td>60.42</td>
<td>66.67</td>
<td>64.58</td>
<td>70.83</td>
</tr>
<tr>
<td>27</td>
<td>68.75</td>
<td>39.58</td>
<td>58.33</td>
<td>66.67</td>
</tr>
<tr>
<td>28</td>
<td>66.67</td>
<td>58.33</td>
<td>66.67</td>
<td>70.83</td>
</tr>
<tr>
<td>29</td>
<td>62.50</td>
<td>77.08</td>
<td>70.83</td>
<td>70.83</td>
</tr>
<tr>
<td>30</td>
<td>75.00</td>
<td>68.75</td>
<td>70.83</td>
<td>81.25</td>
</tr>
</tbody>
</table>

Average  67.43%  62.50%  65.56%  70.35%

Wins  10  4  8  18

Tests for Differences in the Average Rate of Classification

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPNN-k GM vs kNNDP</td>
<td>5.105 *</td>
</tr>
<tr>
<td>RPNN-OAA vs kNNDP</td>
<td>4.037 *</td>
</tr>
<tr>
<td>RP-MDM vs kNNDP</td>
<td>3.213 *</td>
</tr>
<tr>
<td>RPNN-k GM vs RPNN-OAA</td>
<td>2.606 *</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
References:


Chapter 4

Bing Bang Discriminant Analysis:
Exploring the Edges of the Neural Network Training Data Universe
1. INTRODUCTION

In Chapter 2 we focused on the development of a deterministic Neural Network Data Partitioning (NNDP) heuristic for two-group training data. The success that the heuristic exhibited on real-world data is of practical importance as ultimately the strength of any classification technique is how well it performs under experimental conditions with real-world data. However, much of the current research in discriminant analysis employs simulated data. Simulated data allow researchers much flexibility for testing as large amounts of data can be generated quickly by individual researchers for specific classification problems. Although the advantages of simulating data are desirable, there are pitfalls with the most obvious being that simulated data generally do not resemble real-world data (Hooker, 1996). This begs the question: How well do simulated neural network training data approximate real-world data?

In this chapter, we address this question by examining the position of neural network training data with respect to their location within group convex polyhedrons. We present a training data positioning algorithm, apply it to several common real-world and simulated data sets, and compare the general positions. In addition, we test the applicability of NNDP to two-group simulated data through its application to several simulated data sets and examine its classification accuracy against several commonly used classification techniques. Next, following the success NNDP exhibited on real-world data, we examine whether developing a pre-processing technique that transforms the position of simulated data to positions that resemble real-world data enhances the performance of NNDP and improves classification accuracy. Last, we present our findings and discuss implications.
2. BACKGROUND

As stated previously, the objective of the two-group classification problem in discriminant analysis is to identify a function that accurately distinguishes observations as originating from one of two mutually exclusive groups. Researchers have developed numerous approaches for the two-group classification problem, but the problem still remains a major challenge in many forms of decision making. Mangiameli & West (1999) confirm this by stating that no classification model is best for all data sets. They suggest building models that give good classification results across a wide range of problems.

A common practice among researchers is to compare the classification accuracy of NNs against other classification techniques. Boritz et al. (1995), Coates & Fant (1992), Etheridge & Sriram (1996), Fanning & Cogger (1994), Pendley et al. (1998), Tam & Kiang (1992), Markham & Ragsdale (1995) are among many who followed this path. A general consensus among researchers is that NNs do create classifiers that fit training data well.

Rumelhart et al. (1986) supports this finding by stating that appropriately designed NNs have consistently been shown to generate good separation in training data sets. However, NNs provided mixed results when classifying new observations of unknown origin (Lehar & Weaver, 1987 and Archer & Wang, 1993). So, the generalizability of a neural network to new data of unknown origin is heavily dependent on the proper use of training data. We will show this also requires an understanding of the data’s position in space.

Zobel et al. (2006) recently developed a method for identifying a new observation’s position relative to the convex polyhedrons of each training data group. The authors established a boundary generation algorithm to determine class membership by locating the relative position
of a new observation with respect to the existing class boundaries. Their algorithm identifies a point as being located within the shape, on the boundary, or outside the shape.

By applying a similar algorithm to neural network training data for the two group problem, we can establish the position of the training data for each group as interior to or on the boundary of their specific group convex polyhedron. In this way, we establish the position of data to be used for classification and assess the selection of test samples for NNDP.

3. TRAINING DATA POSITION ALGORITHM

3.1 Methodology

The identification of an observation’s position with respect to its own group convex polyhedron is established through convex combinations. A convex combination is any point on the line segment joining two points \( x_a \) and \( x_b \) of the form \( \lambda x_a + (1-\lambda)x_b \) where \( 0 \leq \lambda \leq 1 \) (Bazaraa et al., 2004). A set \( X \) in \( \mathbb{R}^n \) is called a convex set if the convex combination formed by any pair of points in \( X \) lies entirely within \( X \). The intersection of all convex sets within \( X \) is known as a convex hull. A convex polyhedron is the shape formed by the exterior faces of the convex hull. The convex polyhedron surrounds a bounded volume of interior space (Weisstein, 2002).

The collection of all training data for a particular group defines a convex polyhedron for that group. Each training data observation exists on the interior or the boundary of the convex polyhedron associated with the group to which it belongs. An interior point is contained entirely within the form while a boundary point can occur as a vertex (or extreme point) or as a perimeter point (or a point on a polygonal face).

Any interior observation can be written as a convex combination of two or more boundary points of the polyhedron. Any perimeter observation between a pair of vertices can be written as
a convex combination of the vertices. However, an observation that is a vertex cannot be formed as a convex combination of any other points within the polyhedron. For simplicity, we will refer to points as either interior or boundary.

So, given a set of observations of the form \( x_i = (x_{i1}, x_{i2}, \ldots, x_{ip}) \), the following linear programming problem identifies an observation \( x_k \) as an interior or boundary point.

\[
\text{(BB)} \quad \begin{align*}
\text{Max} \quad & \alpha \\
\text{s.t.} \quad & \sum_i \lambda_i x_i = \bar{x} + \alpha (x_k - \bar{x}) \\
& \sum_i \lambda_i = 1 \\
& \lambda_k = 0 \\
& \lambda_i \geq 0
\end{align*}
\]

That is, we attempt to find the largest distance multiplier, \( \alpha \), in (1) that, when starting at the group centroid \( \bar{x} \) and moving in a direction towards \( x_k \), results in a point that is a convex combination of observations from the data set excluding \( x_k \). The possible solutions for \( \alpha \) are:

- If (BB) has a feasible solution with \( \alpha = 1 \), then \( x_k \) is a perimeter point,
- If (BB) has a feasible solution with \( \alpha > 1 \), then \( x_k \) is an interior point,
- If (BB) is infeasible, then \( x_k \) is a vertex.

It should be noted that for this application, a feasible solution with \( \alpha < 1 \) will not be present as the training data are composed entirely of interior and boundary points. This result stems from only the training data points used in the formulation of the group centroid being tested. However, it is possible for points not used in the generation of the group centroid to fall outside
of the convex polyhedron. In such cases, feasible solutions with $\alpha < 1$ would indicate exterior points.

### 3.2 Application

To evaluate the performance of the data positioning algorithm, we assessed the data position of several real-world data sets using (BB). These sets include:

**Boston Housing Data**

This two group data set includes 14 attributes for 506 records. It was collected by the US Census Service concerning housing in the area of Boston Massachusetts. The data were originally published by Harrison & Rubinfeld (1978).

**Hepatitis Domain Data**

This two group data set includes 20 attributes for 155 records for hepatitis diagnosis and whether the subject lived or passed away. The data were originally published by Diaconis & Efron (1983).

**Texas Bank Data**

This two group data sample consists of Texas banks that failed in the period 1985-1987. It consists of 162 records with 19 attributes. This data set appeared numerous times in the literature, notably in Tam & Kiang (1992).
Credit Approval Data

This two group data set includes 15 attributes for 653 records for credit card applications and whether the subjects were approved or denied credit. The data were originally published by Quinlan (1987).

Wisconsin Breast Cancer Data

This two group data set was obtained from the University of Wisconsin Hospitals, Madison from Dr. William H. Wolberg and consists of 699 records with 9 attributes. The data were originally published by Mangasarian & Wolberg (1990).

Moody’s Industrial Data

This two group data sample consists of 4 attributes with 46 records and represents annual financial data from Moody’s Industrial Manuals. These data were obtained from Johnson & Wichern (1998).

Results from applying the data positioning algorithm to each data set can be seen in Figure 4-1.

Figure 4-1: Real-World Data Position

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Total Observations</th>
<th>Number of Attributes</th>
<th>Number of Boundary Points</th>
<th>Number of Interior Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston Housing</td>
<td>506</td>
<td>14</td>
<td>506 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Hepatitis Domain</td>
<td>155</td>
<td>20</td>
<td>155 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Texas Bank</td>
<td>162</td>
<td>19</td>
<td>162 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Credit Approval</td>
<td>653</td>
<td>15</td>
<td>653 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer</td>
<td>699</td>
<td>9</td>
<td>694 (99%)</td>
<td>5 (1%)</td>
</tr>
<tr>
<td>Moody's Industrial</td>
<td>46</td>
<td>4</td>
<td>40 (87%)</td>
<td>6 (13%)</td>
</tr>
</tbody>
</table>
As the data reveal, the majority (4 out of 6) of data sets contain no interior points and thus are composed entirely of boundary points (perimeter points and vertices) positioned on group specific convex polyhedrons. The sets that do contain interior points, the Breast Cancer and Moody’s data sets, contain only 1% and 13% interior points each. The results suggest that real-world data is dominated by boundary points.

Next, we wanted to evaluate several simulated data sets from the literature using (BB). The data sets include:

**Multivariate Normal Distribution with Identity Variance/Covariance Matrices**

Samples are drawn from two multivariate normal populations with three attributes. The first is distributed $N(\mu_1,I)$ and the second is distributed $N(\mu_2,I)$, where:

\[
\mu_1 = [6.5, 6.5, 6.5] \text{ and } \mu_2 = [5.5, 5.5, 5.5],
\]

respectively (Lam et al., 1996).

**Bivariate Normal Distribution with Unequal Variance/Covariance Matrices**

Samples are drawn from the bivariate normal distribution with unequal variance covariance matrices. They were drawn from:

\[
\mu_1 = \begin{pmatrix} 5 \\ 5 \end{pmatrix}, \quad \mu_2 = \begin{pmatrix} 15 \\ 5 \end{pmatrix}, \quad \Sigma_1 = \begin{pmatrix} 25 & 7.5 \\ 7.5 & 25 \end{pmatrix}, \quad \Sigma_2 = \begin{pmatrix} 225 & 22.5 \\ 22.5 & 25 \end{pmatrix}
\]

(Patuwo et al., 1993).
Multivariate Normal Distribution with Outlier Observations

Samples are drawn from two multivariate normal populations with three variates. The first is distributed $N(\mu_1, I)$ and the second is distributed $N(\mu_2, I)$, where:

$$\mu_1 = [10.0, 10.0, 10.0] \text{ and } \mu_2 = [11.5, 11.5, 11.5],$$

with equal covariance matrices for both. To contaminate the population, approximately 10% of the observations generated were then replaced by outlier observations. The outlier observations for the first group were generated using the transformation:

- For group 1, $b_{i0} = \mu_{i0} + 3 + \delta_0$,
- For group 2, $b_{i1} = \mu_{i1} - 3 - \delta_1$,

where $\delta_0$ and $\delta_1$ were drawn from the Beta distribution with parameters $\alpha = 5, \beta = 1.5$ and $\alpha = 1.5, \beta = 5$, respectively (Stam & Ragsdale, 1992).

Beta Distribution

Samples are drawn from two Beta distributions with five variables.

$$f(x) = (1/B(p, q))x^{p-1}(1-x)^{q-1} \text{ where } B(p, q) = \int_0^1 x^{p-1}(1-x)^{q-1} dx$$

<table>
<thead>
<tr>
<th>Beta Data Sets</th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable 1</td>
<td>$p=1.4$ and $q=3.0$</td>
<td>$p=3.0$ and $q=1.5$</td>
</tr>
<tr>
<td>Variable 2</td>
<td>$p=2.5$ and $q=4.0$</td>
<td>$p=4.0$ and $q=2.5$</td>
</tr>
<tr>
<td>Variable 3</td>
<td>$p=3.0$ and $q=5.0$</td>
<td>$p=3.0$ and $q=5.0$</td>
</tr>
<tr>
<td>Variable 4</td>
<td>$p=2.0$ and $q=3.0$</td>
<td>$p=3.0$ and $q=2.0$</td>
</tr>
<tr>
<td>Variable 5</td>
<td>$p=4.0$ and $q=5.0$</td>
<td>$p=5.0$ and $q=4.0$</td>
</tr>
</tbody>
</table>

(Sueyoshi et al., 2006).
For each method, 200 data records were simulated (100 for each group) over 10 replications and the position results averaged. Figure 4-2 reports the position findings.

**Figure 4-2: Simulated Data Position**

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Total Observations</th>
<th>Number of Attributes</th>
<th>Number of Boundary Points</th>
<th>Number of Interior Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lam et al.,1996</td>
<td>200</td>
<td>3</td>
<td>43 (22%)</td>
<td>157 (78%)</td>
</tr>
<tr>
<td>Patuwo et al.,1993</td>
<td>200</td>
<td>2</td>
<td>21 (11%)</td>
<td>179 (89%)</td>
</tr>
<tr>
<td>Stam &amp; Ragsdale,1992</td>
<td>200</td>
<td>3</td>
<td>51 (26%)</td>
<td>149 (74%)</td>
</tr>
<tr>
<td>Sueyoshi et al.,2006</td>
<td>200</td>
<td>5</td>
<td>145 (73%)</td>
<td>55 (27%)</td>
</tr>
</tbody>
</table>

The results show that the typical data position of several commonly used simulated data sets do not reflect the boundary-centric characteristics of the commonly used real-world data sets we tested. Rather, the composition is starkly different. The real-world data were almost entirely boundary points, while the simulated data present as primarily interior points. Interestingly, the two data sets used in Chapter 2, the Texas Bankruptcy and Moody’s, are shown to be markedly different from the simulated data we tested in this chapter. So, to fully examine the impact of the NNDP heuristic, we need to apply NNDP to training data with more interior data points (similar to the simulated data) than the two sets used to originally evaluate the heuristic.

### 4. SIMULATED DATA PERFORMANCE TEST

In Chapter 2, we evaluated the performance of data sets against three classification methods: MDM, NN and NNDP.
4.1 Mahalanobis Distance Measure

The MDM technique attempts to classify a new observation of unknown origin into one of two groups. Developed by Mahalanobis (1948), the MDM approach calculates the multivariate distance of a new observation of unknown group origin to the centroid of each of the two groups. The observation is classified as belonging to the group to which it has the minimum distance.

Under certain conditions (i.e., multivariate normality of the independent variables in each group and equal covariance matrices across groups) the MDM approach provides “optimal” classification results in that it minimizes the probability of misclassification. Even when these conditions are violated, the MDM approach can still be used as a heuristic (although other techniques might be more appropriate). In any event, the simplicity, generality, and intuitiveness of the MDM approach make it a very appealing technique to use on classification problems (Markham & Ragsdale, 1995).

4.2 Neural Networks

NNs are function approximation tools that learn the relationship between independent and dependent variables. However, unlike most statistical techniques for the classification problem, NNs are inherently non-parametric and make no distributional assumptions about the data being modeled (Smith & Gupta, 2000).

A NN is composed of a number of layers of nodes linked together by weighted connections. The nodes serve as computational units that receive inputs and process them into outputs. The connections determine the information flow between nodes and can be unidirectional, where information flows only forwards or only backwards, or bidirectional, where information can flow forwards and backwards (Fausett, 1994).
A multi-layered feed-forward neural network (MFNN) is a very common application where weighted arcs are directed from nodes in an input layer to those in an intermediate or hidden layer, and then to an output layer.

The back-propagation (BP) algorithm is the most widely used neural network training algorithm used in business applications. When training a NN with the BP algorithm, each node in the input layer receives a value from an independent variable associated with a calibration sample observation and broadcasts this signal to each of the hidden layer nodes. Each hidden node then computes its activation (a functional response to the inputs) and sends its signal to each output node. Each output unit computes its activation to produce the response for the net for the observation in question. The BP algorithm uses supervised learning, meaning that examples of input (independent) and output (dependent) values from known origin for each of the two groups are provided to the NN.

Typically, the known output value for each example is provided. Errors are calculated as the difference between the known output and the NN response. These errors are propagated back through the network and drive the process of updating the weights between the layers to improve predictive accuracy. In simple terms, NNs “learn” as the weights are adjusted in this manner. Training begins with random weights that are adjusted iteratively as calibration observations are presented to the NN. Training continues with the objective of error minimization until stopping criteria are satisfied (Burke, 1991).

To keep a NN from overfitting the calibration data, testing data are periodically presented to the network to assess the generalizability of the model under construction. The concurrent descent method (CDM) (Hoptroff et al., 1991) is widely used to determine the number of times the calibration data should be presented to achieve the best performance in terms of
generalization. Using the CDM, the NN is trained for an arbitrarily large number of replications, with pauses at predetermined intervals. During each pause, the NN weights are saved and tested for predictive accuracy using the testing sample. The average deviation of the predicted group to the known group for each observation in the testing sample is then calculated and replications continue (Markham & Ragsdale, 1995). The calibration process stops when the average deviation on the testing data worsens (or increases). The NN model with the best performance on the testing data is then selected for classification purposes (Klimasauskas et al., 1989).

Once a final NN is selected, new input observations may be presented to the network for classification. For the two-group case, the NNs used in this study produce two response values; one response for each of the two groups for each new observation presented. As with the MDM classification technique, these responses could be interpreted as representing measures of group membership, when compared to the known two-group output vector, where the smaller (closer to zero) the value associated with a particular group, the greater the likelihood of the observation belonging to that group. Thus, a new observation is classified into the group corresponding to the NN output node producing the smallest response.

Since NNs are capable of approximating any measurable function to any degree of accuracy they should be able to perform at least as well as the linear MDM technique on non-normal data (Hornick et al., 1989). However, several potential weaknesses may arise when data presented for NN model building is randomly partitioned into the samples needed for testing and calibration. First, the randomly assigned calibration sample may not be a good representation of the population from which it was drawn, potentially leading to a sample-specific NN model. Second, the randomly assigned testing sample may not accurately assess the generalizability of a model if it is not chosen wisely. These weaknesses, individually or together, may adversely
affect predictive accuracy and lead to a non-generalizable NN model. In both cases, the weaknesses arise because of problems with data partitioning and not from the model building process.

4.3 NNDP Heuristic

The Neural Network Data Partitioning (NNDP) heuristic utilizes MDM to select testing and calibration samples in the two-group classification problem. MDM is used to calculate distances for each training sample observation to both group centroids. These two distance values represent: (1) the distance from each observation to its own group centroid and (2) the distance from each observation to the opposite group's centroid.

We select a predetermined number of observations having the smallest distances to the opposite group's centroid as the testing sample. These observations are those most apt to fall in the region where the groups overlap. Observations in the overlap region are the most difficult to classify correctly. Hence, this area is precisely where the network’s classification performance is most critical. Selecting the testing data in this manner avoids the undesirable situation where no testing data falls in the overlap region, which might occur with random data partitioning (e.g., if the randomly selected testing data happens to fall tightly around the group centroids).

The training observations not assigned to the testing sample constitute the calibration sample. Thus, the calibration sample consists of observations with the largest distances to the opposite group’s centroid and therefore are most dissimilar to the opposite group and most representative of their own group.
4.4 Test Methodology

We compared three different methods for solving the two-group problem:

- **MDM** - standard statistical classification using the Mahalanobis Distance Measure,
- **NN** - neural network classification using random testing and calibration sample selection,
- **NNDP** - neural network classification using the NNDP heuristic to deterministically select testing and calibration samples.

We tested the classification accuracy of the three techniques across four simulated data sets generated from the following three two-group distributions developed from Sueyoshi (2006):

The two-group Beta Distribution based on:

\[ f(x) = \frac{1}{B(p, q)} x^{p-1} (1-x)^{q-1} \quad \text{where} \quad B(p, q) = \int_0^1 x^{p-1} (1-x)^{q-1} \, dx \]

<table>
<thead>
<tr>
<th>Beta Data Sets</th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable 1</td>
<td>p=1.4 and q=3.0</td>
<td>p=3.0 and q=1.5</td>
</tr>
<tr>
<td>Variable 2</td>
<td>p=2.5 and q=4.0</td>
<td>p=4.0 and q=2.5</td>
</tr>
<tr>
<td>Variable 3</td>
<td>p=3.0 and q=5.0</td>
<td>p=3.0 and q=5.0</td>
</tr>
<tr>
<td>Variable 4</td>
<td>p=2.0 and q=3.0</td>
<td>p=3.0 and q=2.0</td>
</tr>
<tr>
<td>Variable 5</td>
<td>p=4.0 and q=5.0</td>
<td>p=5.0 and q=4.0</td>
</tr>
</tbody>
</table>

The two-group uniform distribution based on:

\[ f(x) = \begin{cases} 
\frac{1}{b-a} & \text{for } a < x < b \\
0 & \text{for } x < a \text{ or } x > b 
\end{cases} \]
The two-group Normal Distribution based on:

\[ f(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right) \]

We generated 150 observations for each of the two groups using the distributions described above. Four data sets were then generated as follows:

- **Data Set 1**: Observations drawn from the two-group Beta Distribution
- **Data Set 2**: Observations drawn from the two-group Uniform Distribution
- **Data Set 3**: A ratio of observations drawn from the two-group Beta Distribution to observations drawn from the two-group Uniform Distribution
- **Data Set 4**: A ratio of observations drawn from the two-group Uniform Distribution to observations drawn from the two-group Normal Distribution.
For experimental testing purposes, each data set undergoes a random hold-out sampling which results in two data samples, one for validation and one for training the model. Thus, for each group, 50 observations were assigned to validation, while the remaining 100 observations were allocated to training. The training data will be used with each of the three solution methodologies for model building purposes. While the NN driven techniques partition the training data into two samples (calibration and testing) for model building purposes, the MDM technique will use all the training data with no intermediate model testing. The validation data represent “new” observations to be presented to each of the four modeling techniques for classification; allowing the predictive accuracy of the various techniques to be assessed on observations that had no role in developing the respective classification functions. Thus, the validation data provide a good test for how well the classification techniques might perform when used on observations encountered in the future whose true group memberships are unknown.

As stated previously, all observations assigned to the training sample are used in the MDM technique for model building. All NN techniques use the same training sample as the MDM technique, but split the training data into testing and calibration samples in a 50/50 split, with an equal assignment of each group in each sample based on their assigned pre-processing technique. We generated 30 different models for each technique.

A Microsoft EXCEL add-in was used to generate the MDM classification results as well as the distances used for data pre-processing for the NNDP heuristic. The NNs used in this study were developed using NeuralWorks™ Predict® (Klimasauskas, 2005). The standard back-propagation configuration was used. The NNs used sigmoidal activation functions for nodes in the hidden and output layers. All remaining settings for Predict were default settings.
4.5 Results

The results of the application are seen in Figure 4-3.

Figure 4-3: Simulated Data Classification Rate Accuracy

<table>
<thead>
<tr>
<th>Data</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Set 1</td>
<td>88.6%</td>
<td>85.7%</td>
<td>87.2%</td>
</tr>
<tr>
<td>Data Set 2</td>
<td>91.6%</td>
<td>86.3%</td>
<td>87.8%</td>
</tr>
<tr>
<td>Data Set 3</td>
<td>81.0%</td>
<td>91.0%</td>
<td>91.9%</td>
</tr>
<tr>
<td>Data Set 4</td>
<td>82.8%</td>
<td>85.2%</td>
<td>86.8%</td>
</tr>
</tbody>
</table>

We found that the NNDP heuristic outperformed the default randomly partitioned neural network, on average, in each data set but did not prove significantly different. Also, the NNDP does not outperform MDM in every data set as it did on the data sets in Chapter 2.

Recall from Chapter 2 that the NNDP heuristic outperformed the default NN and MDM when the training data was all or almost all boundary data. We decided to examine if shifting all interior data, when available, to positions on the boundary in a direction starting at the group centroid, and then applying the NNDP heuristic, provides a similar result. By projecting points in this manner, we are reinforcing the boundary of the convex polyhedron with additional data points. This is important as ultimately the boundaries of the group polyhedrons define the classifier. In addition, we hope to increase the difficulty of classification of observations that are to be selected as testing data with NNDP. Our intention is to increase the number of observations that occur in or near the overlap region. By doing so, we create observations that have been shown to be the most difficult to classify. This is important for observations from one group that might have been selected as testing data based on distance to their opposite group centroid and appeared exclusively in their own convex polyhedron. Such an observation would not present a difficult challenge for a classifier in its original position; however when it is
projected to the boundary, the difficulty is magnified. The remaining observations that are not selected for the testing sample will again be assigned to the calibration sample. The projected calibration sample provides the model with observations that are easy to classify, but more difficult than a calibration sample from the unprojected data. Our hope is that the projected data, when deterministically partitioned by NNDP, will provide a more generalizable model than the three techniques tested previously. Therefore, we intend to show that when data are shifted to all boundary positions, an application of the NNDP heuristic outperforms MDM, NN, and NNDP.

5. BOUNDARY NNDP HEURISTIC

The Boundary NNDP heuristic utilizes the fact that the training sample observations form a convex polyhedron with each observation located on the boundary or contained within the shape of each group. Figure 4-4(a) demonstrates the generation of a convex polyhedron for a single group.

The first step is to calculate multivariate distances from each training observation to its own group centroid using MDM. We select a small arbitrary amount of values farthest from their group centroid and remove them from the hull. We refer to these values as outliers. Steuer (1986) suggested that using all such extreme values may not be necessary in constructing such forms because of lack of contribution to the model. A new convex polyhedron composed of the remaining training observations is generated using all original group observations to create the centroid. Figure 4-4(b) demonstrates the removal of outliers and generation of a new polyhedron.
Next, we project all interior points and newly severed exterior points for each group to the boundary region of each new group convex hull. To accomplish this task, we must employ (BB). For this application, possible solutions are:

- If (BB) has a feasible solution with $\alpha = 1$, then $x_k$ is a perimeter point and no position change is required,

- If (BB) has a feasible solution with $\alpha > 1$, then $x_k$ is an interior point and the solution for $\bar{x} + \alpha(x_k - \bar{x})$ represents a projected position on the boundary of the polyhedron for the point,

- If (BB) has a feasible solution with $\alpha < 1$, then $x_k$ is an exterior point and the solution for $\bar{x} + \alpha(x_k - \bar{x})$ represents a projected position on the boundary of the polyhedron for the point,

- If (BB) is infeasible, then $x_k$ is a vertex and no position change is required.

Figure 4-4(c) demonstrates the projection of data to the boundary of the convex polyhedron. This results in the creation of two boundary only polyhedrons. Figure 4-4(d) demonstrates the generation of a boundary only convex polyhedron for a single group.

Finally, the NNDP heuristic is introduced to our newly formed boundary only training samples and a neural network is developed. The intention of this effort is to replicate the success NNDP had on training data heavily composed of boundary data in Chapter 2.
Figure 4-4: Boundary NNPD Convex Polyhedron

(a) Convex Polyhedron – All Training Observations

(b) Convex Polyhedron – Removing Outliers

(c) Convex Polyhedron – Interior/Exterior Point Projection

(d) Convex Polyhedron – Converted Boundary Data
6. EXPERIMENTAL DESIGN

In an effort to evaluate the effectiveness of our Boundary NNDP heuristic, we intend to compare its performance against three other classification techniques for the two-group problem:

- **MDM** - standard statistical classification using the Mahalanobis Distance Measure,
- **NN** - neural network classification using random testing and calibration sample selection,
- **NNDP** - neural network classification using the NNDP heuristic to deterministically select testing and calibration samples.
- **Boundary NNDP** – neural network classification that applies the NNDP heuristic to deterministically select testing and calibration samples for data that has been projected to the convex polyhedron boundary

We follow the same testing methodology used previously. In addition, when applying the Boundary NNDP heuristic we will hold out 10% of the training observations as outliers. This is a conservative estimate based on Hample et al.’s (1986) assertion that between 1% and 10% of the data points in a typical data set contain outliers. The following results are based on the generation of 30 different models for each technique.
7. RESULTS

7.1 Data Set 1: Beta Distribution

Figure 4-5 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the Beta distribution data. We found that the average classification rate for the NN that employed the Boundary NNDP heuristic was 88.9%. This value exceeded the MDM, default NN with random data partitioning, and a NN employing the NNDP heuristic. The actual classification rate results were of 88.0%, 85.2%, and 86.2% respectively. We also found that the Boundary NNDP approach produced the largest number of highest classification rates (“wins”) among techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, the Boundary NNDP technique was shown to be significantly different than the other three other techniques. We also found the NN with random data partitioning and a NN employing the NNDP heuristic were not significantly different, although NNDP did perform better on average.

7.2 Data Set 2: Uniform Distribution

Figure 4-6 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the Uniform distribution data. We found that the average classification rate for the NN that employed the Boundary NNDP heuristic was 90.2%. This value exceeded the classification rates for MDM (89.7%), default NN with random data partitioning (87.0%), and a NN employing the NNDP heuristic (88.0%). We also found that the Boundary NNDP approach produced the largest number of highest classification rates (“wins”)

among techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, the Boundary NNDP technique was shown to be significantly different than the NN with random data partitioning and a NN employing the NNDP heuristic. We also found the NN with random data partitioning and a NN employing the NNDP heuristic were not significantly different, although NNDP did perform better on average.

7.3 Data Set 3: Beta Distribution-Uniform Distribution Ratio

Figure 4-7 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the Beta-Uniform ratio data. We found that the average classification rate for the NN that employed the Boundary NNDP heuristic was 93.2%. This value exceeded the MDM, default NN with random data partitioning, and a NN employing the NNDP heuristic. The actual classification rate results were of 81.0%, 90.8%, and 91.3% respectively. We also found that the Boundary NNDP approach produced the largest number of highest classification rates (“wins”) among techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, the Boundary NNDP technique was shown to be significantly different than the other three other techniques. We also found the NN with random data partitioning and a NN employing the NNDP heuristic were not significantly different, although NNDP did perform better on average.
7.4 Data Set 4: Uniform Distribution - Normal Distribution Ratio

Figure 4-8 lists the percentage of correctly classified observations in the validation data for each of the 30 replications performed on the Uniform-Normal ratio data. We found that the average classification rate for the NN that employed the Boundary NNDP heuristic was 93.5%. This value exceeded the MDM, default NN with random data partitioning, and a NN employing the NNDP heuristic. The actual classification rate results were of 86.9%, 90.1%, and 90.4% respectively. We also found that the Boundary NNDP approach produced the largest number of highest classification rates (“wins”) among techniques. Although it did not always produce the highest percentage, it posted significantly more “wins” than the other three methods.

It should also be noted that, on average, the Boundary NNDP technique was shown to be significantly different than the other three other techniques. We also found the NN with random data partitioning and a NN employing the NNDP heuristic were not significantly different, although NNDP did perform better on average.

8. IMPLICATIONS AND CONCLUSIONS

8.1 Implications

Several important implications stem from this research. First, through a direct comparison of the relative data position of real-world and simulated data sets, we found that the typical position of points is markedly different. Real-world data tended to be boundary dominant, while the simulated data tended to be interior dominant. Second, by projecting interior points and outlier exterior points to the convex polyhedron boundary, we form a generalizable neural network model that outperforms several well known techniques as well as an effective heuristic established in Chapter 2. While further testing is necessary, it appears that the Boundary NNDP
technique will perform at least as well as traditional statistical techniques, standard NNs that use a random calibration and testing data assignment, and NNs employing NNDP when addressing training data sets containing interior points.

Our results show the Boundary NNDP technique produces improvements over our NNDP heuristic applied to our original un-projected training sample. This is important as it shows the impact of boundary points on the development of a generalizable model. Ultimately the true success of a heuristic is how well it performs on real-world data. It is our hope that extending the Boundary NNDP heuristic to interior point laden real-world data maximizes the application of NNDP and improves classification accuracy.

Finally, many commercial NN software packages do not provide the capability for anything other than random partitioning of the training data. This appears to be a serious weakness that software vendors should address.

8.2 Conclusions

The Boundary NNDP heuristic has been introduced that enhances the effect of the NNDP heuristic introduced in Chapter 2. Computational testing shows the Boundary NNDP heuristic performed at least as well, and in most cases superior to other widely accepted methods for the two-group classification problem. Application of the Boundary NNDP heuristic may help increase the applicability of NNs for real-world classification problems with a large number of interior points than we have seen. Thus, the Boundary NNDP heuristic holds considerable promise and warrants further investigation.
### Figure 4-5: Percentage of Correctly Classified Observations for Data Set 1

<table>
<thead>
<tr>
<th>Run</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
<th>Boundary NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>87%</td>
<td>83%</td>
<td>87%</td>
<td>89%</td>
</tr>
<tr>
<td>2</td>
<td>79</td>
<td>77</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>3</td>
<td>87</td>
<td>89</td>
<td>89</td>
<td>92</td>
</tr>
<tr>
<td>4</td>
<td>93</td>
<td>87</td>
<td>90</td>
<td>93</td>
</tr>
<tr>
<td>5</td>
<td>88</td>
<td>84</td>
<td>87</td>
<td>88</td>
</tr>
<tr>
<td>6</td>
<td>95</td>
<td>90</td>
<td>91</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>91</td>
<td>84</td>
<td>89</td>
<td>93</td>
</tr>
<tr>
<td>8</td>
<td>89</td>
<td>90</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>91</td>
<td>89</td>
<td>89</td>
<td>93</td>
</tr>
<tr>
<td>10</td>
<td>86</td>
<td>84</td>
<td>85</td>
<td>87</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>83</td>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>12</td>
<td>85</td>
<td>87</td>
<td>90</td>
<td>89</td>
</tr>
<tr>
<td>13</td>
<td>84</td>
<td>84</td>
<td>86</td>
<td>88</td>
</tr>
<tr>
<td>14</td>
<td>92</td>
<td>85</td>
<td>90</td>
<td>91</td>
</tr>
<tr>
<td>15</td>
<td>92</td>
<td>92</td>
<td>91</td>
<td>93</td>
</tr>
<tr>
<td>16</td>
<td>86</td>
<td>85</td>
<td>84</td>
<td>86</td>
</tr>
<tr>
<td>17</td>
<td>92</td>
<td>92</td>
<td>86</td>
<td>93</td>
</tr>
<tr>
<td>18</td>
<td>90</td>
<td>90</td>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>19</td>
<td>88</td>
<td>87</td>
<td>89</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>88</td>
<td>85</td>
<td>75</td>
<td>87</td>
</tr>
<tr>
<td>21</td>
<td>92</td>
<td>86</td>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>22</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>89</td>
</tr>
<tr>
<td>23</td>
<td>86</td>
<td>73</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>24</td>
<td>82</td>
<td>78</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>25</td>
<td>90</td>
<td>86</td>
<td>86</td>
<td>91</td>
</tr>
<tr>
<td>26</td>
<td>90</td>
<td>91</td>
<td>89</td>
<td>92</td>
</tr>
<tr>
<td>27</td>
<td>84</td>
<td>83</td>
<td>81</td>
<td>84</td>
</tr>
<tr>
<td>28</td>
<td>83</td>
<td>75</td>
<td>82</td>
<td>82</td>
</tr>
<tr>
<td>29</td>
<td>86</td>
<td>85</td>
<td>84</td>
<td>87</td>
</tr>
<tr>
<td>30</td>
<td>88</td>
<td>85</td>
<td>85</td>
<td>88</td>
</tr>
</tbody>
</table>

**Average** 88.0% 85.2% 86.2% 88.9%

**Wins** 13 1 1 23

### Tests for Differences in the Average Rate of Classification

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDM vs Boundary NNDP</td>
<td>3.119</td>
</tr>
<tr>
<td>NN vs Boundary NNDP</td>
<td>7.868</td>
</tr>
<tr>
<td>NNDP vs Boundary NNDP</td>
<td>6.139</td>
</tr>
<tr>
<td>NN vs NNDP</td>
<td>1.489</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
Figure 4-6: Percentage of Correctly Classified Observations for Data Set 2

<table>
<thead>
<tr>
<th>Run</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
<th>Boundary NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>89%</td>
<td>83%</td>
<td>86%</td>
<td>86%</td>
</tr>
<tr>
<td>2</td>
<td>91</td>
<td>85</td>
<td>87</td>
<td>89</td>
</tr>
<tr>
<td>3</td>
<td>93</td>
<td>85</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>92</td>
<td>86</td>
<td>86</td>
<td>92</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>88</td>
<td>90</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>88</td>
<td>88</td>
<td>90</td>
</tr>
<tr>
<td>7</td>
<td>92</td>
<td>84</td>
<td>84</td>
<td>91</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>87</td>
<td>87</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>94</td>
<td>90</td>
<td>92</td>
<td>94</td>
</tr>
<tr>
<td>10</td>
<td>95</td>
<td>87</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>84</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td>12</td>
<td>83</td>
<td>83</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>13</td>
<td>87</td>
<td>87</td>
<td>89</td>
<td>90</td>
</tr>
<tr>
<td>14</td>
<td>90</td>
<td>91</td>
<td>88</td>
<td>90</td>
</tr>
<tr>
<td>15</td>
<td>94</td>
<td>89</td>
<td>93</td>
<td>92</td>
</tr>
<tr>
<td>16</td>
<td>90</td>
<td>89</td>
<td>86</td>
<td>92</td>
</tr>
<tr>
<td>17</td>
<td>84</td>
<td>82</td>
<td>89</td>
<td>87</td>
</tr>
<tr>
<td>18</td>
<td>88</td>
<td>88</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>19</td>
<td>88</td>
<td>83</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>88</td>
<td>82</td>
<td>79</td>
<td>89</td>
</tr>
<tr>
<td>21</td>
<td>93</td>
<td>92</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td>22</td>
<td>92</td>
<td>94</td>
<td>89</td>
<td>92</td>
</tr>
<tr>
<td>23</td>
<td>87</td>
<td>84</td>
<td>82</td>
<td>87</td>
</tr>
<tr>
<td>24</td>
<td>91</td>
<td>87</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>25</td>
<td>89</td>
<td>87</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>26</td>
<td>86</td>
<td>89</td>
<td>85</td>
<td>84</td>
</tr>
<tr>
<td>27</td>
<td>87</td>
<td>88</td>
<td>87</td>
<td>92</td>
</tr>
<tr>
<td>28</td>
<td>89</td>
<td>87</td>
<td>90</td>
<td>91</td>
</tr>
<tr>
<td>29</td>
<td>91</td>
<td>91</td>
<td>92</td>
<td>93</td>
</tr>
<tr>
<td>30</td>
<td>88</td>
<td>90</td>
<td>90</td>
<td>91</td>
</tr>
</tbody>
</table>

**Average**

89.7% 87.0% 88.0% 90.2%

**Wins**

12 3 4 18

Tests for Differences in the Average Rate of Classification

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDM vs Boundary NNDP</td>
<td>1.447</td>
</tr>
<tr>
<td>NN vs Boundary NNDP</td>
<td>6.560</td>
</tr>
<tr>
<td>NNDP vs Boundary NNDP</td>
<td>4.616</td>
</tr>
<tr>
<td>NN vs Boundary NNDP</td>
<td>1.864</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
### Figure 4-7: Percentage of Correctly Classified Observations for Data Set 3

<table>
<thead>
<tr>
<th>Run</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
<th>Boundary NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>88%</td>
<td>91%</td>
<td>94%</td>
<td>94%</td>
</tr>
<tr>
<td>2</td>
<td>86</td>
<td>86</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>75</td>
<td>85</td>
<td>88</td>
<td>87</td>
</tr>
<tr>
<td>4</td>
<td>76</td>
<td>96</td>
<td>95</td>
<td>98</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>91</td>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>81</td>
<td>95</td>
<td>97</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>93</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td>8</td>
<td>82</td>
<td>91</td>
<td>92</td>
<td>91</td>
</tr>
<tr>
<td>9</td>
<td>84</td>
<td>91</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>10</td>
<td>73</td>
<td>91</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>90</td>
<td>87</td>
<td>91</td>
</tr>
<tr>
<td>12</td>
<td>80</td>
<td>91</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>13</td>
<td>82</td>
<td>92</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>14</td>
<td>82</td>
<td>89</td>
<td>90</td>
<td>91</td>
</tr>
<tr>
<td>15</td>
<td>82</td>
<td>91</td>
<td>90</td>
<td>97</td>
</tr>
<tr>
<td>16</td>
<td>85</td>
<td>88</td>
<td>94</td>
<td>92</td>
</tr>
<tr>
<td>17</td>
<td>71</td>
<td>89</td>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>18</td>
<td>84</td>
<td>93</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td>19</td>
<td>85</td>
<td>93</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>20</td>
<td>76</td>
<td>88</td>
<td>86</td>
<td>92</td>
</tr>
<tr>
<td>21</td>
<td>83</td>
<td>94</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>22</td>
<td>86</td>
<td>95</td>
<td>94</td>
<td>97</td>
</tr>
<tr>
<td>23</td>
<td>75</td>
<td>90</td>
<td>87</td>
<td>94</td>
</tr>
<tr>
<td>24</td>
<td>84</td>
<td>86</td>
<td>89</td>
<td>93</td>
</tr>
<tr>
<td>25</td>
<td>85</td>
<td>91</td>
<td>91</td>
<td>93</td>
</tr>
<tr>
<td>26</td>
<td>78</td>
<td>91</td>
<td>87</td>
<td>92</td>
</tr>
<tr>
<td>27</td>
<td>79</td>
<td>94</td>
<td>94</td>
<td>93</td>
</tr>
<tr>
<td>28</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>92</td>
</tr>
<tr>
<td>29</td>
<td>86</td>
<td>91</td>
<td>92</td>
<td>93</td>
</tr>
<tr>
<td>30</td>
<td>71</td>
<td>92</td>
<td>95</td>
<td>96</td>
</tr>
</tbody>
</table>

**Average**
- MDM: 81.0%
- NN: 90.8%
- NNDP: 91.3%
- Boundary NNDP: 93.2%

**Wins**
- MDM: 0
- NN: 4
- NNDP: 8
- Boundary NNDP: 24

### Tests for Differences in the Average Rate of Classification

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDM vs Boundary NNDP</td>
<td>12.030</td>
</tr>
<tr>
<td>NN vs Boundary NNDP</td>
<td>6.484</td>
</tr>
<tr>
<td>NNDP vs Boundary NNDP</td>
<td>4.312</td>
</tr>
<tr>
<td>NN vs NNDP</td>
<td>1.075</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
Figure 4-8: Percentage of Correctly Classified Observations for Data Set 4

<table>
<thead>
<tr>
<th>Run</th>
<th>MDM</th>
<th>NN</th>
<th>NNDP</th>
<th>Boundary NNDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84%</td>
<td>85%</td>
<td>83%</td>
<td>88%</td>
</tr>
<tr>
<td>2</td>
<td>77</td>
<td>93</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>4</td>
<td>83</td>
<td>75</td>
<td>92</td>
<td>91</td>
</tr>
<tr>
<td>5</td>
<td>83</td>
<td>77</td>
<td>81</td>
<td>85</td>
</tr>
<tr>
<td>6</td>
<td>84</td>
<td>89</td>
<td>87</td>
<td>95</td>
</tr>
<tr>
<td>7</td>
<td>74</td>
<td>93</td>
<td>86</td>
<td>92</td>
</tr>
<tr>
<td>8</td>
<td>89</td>
<td>79</td>
<td>80</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>86</td>
<td>92</td>
<td>87</td>
<td>92</td>
</tr>
<tr>
<td>10</td>
<td>87</td>
<td>88</td>
<td>96</td>
<td>95</td>
</tr>
<tr>
<td>11</td>
<td>90</td>
<td>92</td>
<td>90</td>
<td>93</td>
</tr>
<tr>
<td>12</td>
<td>89</td>
<td>98</td>
<td>96</td>
<td>97</td>
</tr>
<tr>
<td>13</td>
<td>90</td>
<td>95</td>
<td>93</td>
<td>95</td>
</tr>
<tr>
<td>14</td>
<td>89</td>
<td>86</td>
<td>94</td>
<td>95</td>
</tr>
<tr>
<td>15</td>
<td>86</td>
<td>94</td>
<td>92</td>
<td>93</td>
</tr>
<tr>
<td>16</td>
<td>86</td>
<td>92</td>
<td>88</td>
<td>95</td>
</tr>
<tr>
<td>17</td>
<td>93</td>
<td>91</td>
<td>89</td>
<td>93</td>
</tr>
<tr>
<td>18</td>
<td>93</td>
<td>86</td>
<td>88</td>
<td>91</td>
</tr>
<tr>
<td>19</td>
<td>92</td>
<td>95</td>
<td>93</td>
<td>95</td>
</tr>
<tr>
<td>20</td>
<td>84</td>
<td>93</td>
<td>95</td>
<td>96</td>
</tr>
<tr>
<td>21</td>
<td>87</td>
<td>92</td>
<td>97</td>
<td>98</td>
</tr>
<tr>
<td>22</td>
<td>88</td>
<td>95</td>
<td>88</td>
<td>91</td>
</tr>
<tr>
<td>23</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>95</td>
</tr>
<tr>
<td>24</td>
<td>86</td>
<td>95</td>
<td>93</td>
<td>96</td>
</tr>
<tr>
<td>25</td>
<td>93</td>
<td>95</td>
<td>89</td>
<td>97</td>
</tr>
<tr>
<td>26</td>
<td>85</td>
<td>91</td>
<td>92</td>
<td>94</td>
</tr>
<tr>
<td>27</td>
<td>86</td>
<td>92</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>28</td>
<td>87</td>
<td>94</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>29</td>
<td>89</td>
<td>90</td>
<td>91</td>
<td>96</td>
</tr>
<tr>
<td>30</td>
<td>94</td>
<td>93</td>
<td>92</td>
<td>98</td>
</tr>
</tbody>
</table>

**Average** 86.9%  90.1%  90.4%  93.5%

**Wins** 3  8  3  22

**Tests for Differences in the Average Rate of Classification**

<table>
<thead>
<tr>
<th>Comparison</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDM vs Boundary NNDP</td>
<td>7.415</td>
</tr>
<tr>
<td>NN vs Boundary NNDP</td>
<td>4.572</td>
</tr>
<tr>
<td>NNDP vs Boundary NNDP</td>
<td>4.996</td>
</tr>
<tr>
<td>NN vs NNDP</td>
<td>0.431</td>
</tr>
</tbody>
</table>

* t-value significant at α=.05
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SUMMARY

The classification of data has become a necessary routine for many businesses. It involves identifying a function that accurately classifies observations as originating from one of two or more mutually exclusive groups. For businesses, neural networks have become the most commonly applied technique for function development.

In this dissertation, we identified and discussed a number of potential problems with typical random partitioning of neural network training data for the classification problem and introduced deterministic methods to partitioning that overcame these obstacles and improved classification accuracy on new validation data. We presented heuristics for both the two-group classification problem and $k$-group classification problem and showed that these heuristics produced generalizable neural network models that were more accurate, on average, than several commonly used classification techniques.

In addition, we compared several two-group simulated and real-world data sets with respect to the interior and boundary positions of observations within their groups’ convex polyhedrons. By projecting the interior points of simulated data to the boundary of their group polyhedrons, we generated convex shapes similar to real-world data convex polyhedrons. Through an application of our two-group deterministic partitioning heuristic to the repositioned simulated data, we produced data classification accuracy that was superior to several commonly used classification techniques.
“Top Hat” Deterministic Neural Network Data Partitioning

In this research we add our deterministic neural network data partitioning heuristics to existing neural network classification modeling enhancements (e.g., improved networks, architectures, or stopping rules) in an effort to extend classification accuracy. The heuristics introduced in this dissertation were tested with default neural networks so we assert that this research should do no worse than maintain the level of classification accuracy of the modeling enhancements and more likely will improve classification accuracy.

Big-Bang Data Generation

In this dissertation we introduced a heuristic to project interior points to the boundary of their group convex polyhedrons. This effort helped to reinforce the boundary and increase the number of potential observations in the overlap region. In this research, we suggest generating boundary points in a similar manner but maintaining the original position of the interior points as well. This would increase the number of training observations, a potential benefit for very small data sets, and not only reinforce the boundary, but provide interior coverage for calibration samples as well. Our hope is that by increasing the number of observations, while maintaining the integrity of the original group convex polyhedrons, we could enhance the generalizability of a neural network model.
CONCLUSIONS

This dissertation presents an interesting and often neglected area of neural network research, training data partitioning. In this research, we introduce methods to deterministically partition neural network training data for the classification problem which counter the typical random partitioning methodology. We show by example that deterministically partitioning training data into calibration and testing samples, based on the application of a statistical distance measure, produces neural network models that exhibit superior classification accuracy over several widely accepted classification techniques. Furthermore, we show that the relative position of two-group real-world and simulated data sets are starkly different. We develop a heuristic to transform the position of simulated data observations into positions similar to typical real-world data. We show by example that applying our two-group deterministic data partitioning heuristic to the transformed data produces neural network models that are more accurate, on average, than several well known classification techniques.
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