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Abstract

The problem of managing multi-antenna resources is one of meeting minimum operating constraints while trying to maximize efficiency. For multi-antenna systems, this requires knowledge of the channel parameters such as angle spread and receive SNR, and knowing how the system will perform for each configuration. System performance is, of course, a function of the entire signaling scheme, including the symbol constellation, the FEC code type and rate in addition to the multi-antenna scheme.

Previous attempts to adapt MIMO systems in the presence of varying channel conditions typically focus on characterizing the performance of a limited and predefined set of joint MoDem/CoDec and MIMO configurations over a representative set of channel realizations. Other work has attempted to adapt only the MIMO scheme to varying channel conditions without considering modulation format or the channel code used. Finally, attempts to configure the system through direct BER calculation based on channel conditions were also proposed. These methods suffer the problems of dependence on a limited set of simulated curves which may not account for all channel conditions that a real system might see, not configuring all parameters jointly or implicitly requiring channel state information to be fed back to the transmitter. None of these previous attempts have handled both cases where CSIT is available or not while jointly configuring the MoDem, CoDec and multi-antenna scheme.
This work consists of two parts, focusing on energy efficiency in the presence of unoccupied frequency bands and on spectrally efficient operation under static frequency assignment. Utilizing minimum Euclidean distances of MoDem constellations and the minimum free Hamming distance metrics for channel codes, we develop distance metrics to describe the MIMO schemes which are considered. A minimum required distance is then determined as a function of desired BER and constellation. Based on the unified set of distance metrics, adaptive algorithms can evaluate the total distance of a signaling scheme, including MoDem, CoDec and MIMO scheme, and then calculate a decision metric based on the total distance and the required distance to meet the desired BER.

The proposed system which aims to maximize energy efficiency is able to choose, based on spatial correlation, available channels, CSIT availability, and power amplifier configuration, the appropriate multi-antenna configuration, MoDem and Codec to meet a fixed throughput requirement while maximizing the energy efficiency or robustness of the link. The proposed work assumes that the open channels of a network can be accessed through individually tunable RF chains of the multi-antenna systems. This assumption permits the use of a multi-antenna, multi-channel scheme which sacrifices spatial diversity for frequency diversity. In addition to traditional, single-channel transmit diversity schemes, the adaptive system is also able choose, when more energy efficient, this novel, multi-channel configuration.

When focusing on the maximization of spectral efficiency, a more conventional, single-channel model is assumed. In addition to the distance metrics for single-channel diversity schemes, distance metrics are then developed for spatial multiplexing schemes which take
into account the interaction of spatial correlation, number of antennas and the rate of the channel code. The adaptive system uses the total distance of the joint configuration of MoDem, CoDec and MIMO scheme to calculate a decision metric which indicates whether the configuration will meet the desired BER. From a list of joint configurations which will meet the desired BER, the adaptive system then chooses the one which maximizes the spectral efficiency.
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Chapter 1

Introduction

The crowding of the electromagnetic spectrum is accelerating. Required data rates per user, the number of users and the mobility of the average user are increasing simultaneously. Consequently, connections and networking are becoming increasingly ad-hoc and user terminals are subject to an increasing amount of interference. Network planning and spectrum allocation, once utilized as a means to effectively share resources and guarantee performance for independent links and separate systems have not only become impractical to manage the increasing number of users given their mobility, but have also become the cause for much of the inefficiency in resource sharing. Unfortunately, the non-deterministic nature of these newer users and networks precludes a method to effectively predict network configurations or manage end-user performance and thus, much of the intelligence that went into planning more static and traditional networks by system designers now must be automated and pushed closer to the users. Meanwhile, Quality of Service (QoS) expectations from the user
are increasing and the traditional model of voice plus data is yielding to more a wider variety of traffic such as real-time video which may also increase the QoS requirements.

The increasing demands and requirements in the presence of these factors and circumstances require that user radios must become more capable, flexible and agile. The end result is that user radios are becoming more complex and as alluded to, the intelligence to manage and configure radio resource complexity must be built-in to assure that the capabilities are effectively used to maximize the radio’s performance in unpredictable environments and network topologies.

1.1 Motivation

With the ongoing research in cognitive radios and other resource management techniques meant to address the increasing bandwidth and QoS requirements of users and networks, the advanced hardware configurations available in nearly all new radios will both enable the solutions to meet these challenges and increase the complexity of the resources to be managed. A next generation system must be both dynamically reconfigurable to tailor its own performance and sufficiently agile to avoid legacy systems and other competing systems which may also be ad-hoc or have mobile nodes.

After the pioneering work by Foschini [11], multi-antenna systems began a period of heavy investigation. Important work by Foschini and Gans [12] and Telatar [38] investigated the limits and capacities of the MIMO channel and the era of multi-antenna systems had officially begun. Simultaneously, Tarokh [37] and Wolniansky [42] had begun their investigations into
practical architectures to leverage the dimensionality of the MIMO channel.

This work addresses the resource management aspect of multi-antenna systems. Being designed into nearly all future radios or existing as part of nearly all new standards, it is well-known at this point that multi-antenna configurations are one way to leverage diversity to improve performance at the obvious expense of both complexity and cost. Multi-antenna resources, as usually configured, are better known as MIMO systems, or Multiple-Input, Multiple-Output, since in single-frequency operation, the resulting channel is a pairwise coupling of transmit and receive antennas which is most easily viewed as a matrix containing the associated channel states for these couplings. We refer to these systems more generally as multi-antenna or Multiple-Transmit, Multiple-Receive (MTMR) [15] systems because the goal of this work is meant to manage these hardware resources in both single-frequency and multi-frequency operation.

In addition to both single-frequency and multi-frequency operation, this work is goal-driven by both aspects of performance, i.e. spectral efficiency under error constraint and energy efficiency under a signaling rate constraint. The complexity problem of managing multi-antenna hardware is not merely one of signal processing, selection or combining, but also of channel state information and of the channel itself. Mobile radios, dynamic environments, duplex modes, feedback capability, power amplifier configuration and antenna array design all affect the channel characteristics or the viable and appropriate hardware configurations. Specifically, in this work we incorporate the effects of spatial correlation as well as transmitter-side availability of Channel State Information or CSIT in the decision rules.
1.2 Overview

In Chapter 2, the fundamental concepts of small-scale fading are covered and then developed into an overview of the Multiple-Input, Multiple-Output channel. Correlation in the spectral, temporal and spatial domains are discussed as they relate to the concept of diversity mechanisms. The fundamental concept of diversity-capacity trade-off is discussed as it relates to MIMO systems, and as it makes these systems attractive for adaptive operation based on the characteristics of the channel. The basic concepts of transmit-side and receive-side diversity are discussed. MoDem constellation and FEC channel CoDec design considerations are discussed as well as the feedback channel as a means for coordination, configuration, control and information sharing. Finally, specific configurations of the multi-antenna resources are described.

In Chapter 4, a multi-channel approach is used to explore maximization of energy efficiency as the primary objective for MTMR radio links in a network environment with dynamically assigned, channelized spectrum. A novel approach for multi-antenna, multi-channel resource allocation is presented and applied to MTMR links and its performance is evaluated and compared to traditional, single-channel MIMO diversity schemes. Finally, metrics are developed to predict the performance of both the single-channel and multi-channel diversity schemes and integrated into an adaptive algorithm that switches multi-antenna modes to improve spectral efficiency given varying network and channel conditions relative to any single transmit diversity scheme.

A more traditional objective is explored in Chapter 5 as performance is characterized
for a variety of MIMO diversity and multiplexing schemes and transformed into a set of metrics for maximal spectral efficiency adaptation for MIMO systems. A novel approach is developed to create a set of metrics which closely predicts the performance of the various schemes which is both simple and attractive for implementation. The approach does not rely on storing BER curves, fixed switching points or calculating the probability of bit error at run time. The proposed scheme jointly configures Modem constellation, FEC Codec and MIMO scheme in response to spatial correlation and SNR. The metrics are integrated into an adaptive algorithm to show maximum spectrum efficiency over varying channel conditions while meeting a BER constraint.

Finally, in Chapter 6, conclusions, future work and the impact of the proposed work are discussed.
Chapter 2

Background

2.1 Small-Scale Fading

Before the discussion of signaling techniques used in the MIMO channel, the mechanisms which describe it must first be covered. Small-scale fading is the result of multipath propagation in the wireless channel. Multiple, non line-of-sight (NLOS) reflections arriving at a point in space are summed incoherently and the resulting amplitude and phase of the signal is a result of the number of paths by which reflections propagate from source to destination, the reflectivity of the objects which are in the path and the path lengths. If there are a large number of paths with roughly equal amplitude, the summed signal is a complex Gaussian random variable having an amplitude which is a Rayleigh random variable. Independent envelope values are often created by means of a complex Gaussian random variable and temporally-correlated samples are sometimes modeled using the Jakes model [17].
2.1.1 Spectral, Spatial and Temporal Correlation

Correlation between samples of a fading envelope can occur within each of the domains in which a signal exists, those being time, frequency and space. The level of correlation between samples depends on the distance between samples, the signal characteristics as well as the dynamic nature of the environment, the source and the destination.

Due to the effects of multipath on combined with mobility, an effect known as Doppler Spread is observed. Coherence Time is the time domain dual of Doppler Spread and gives a method for measuring the time for which the amplitude of a channel is correlated with itself. In [29], for correlation, $\rho \geq 0.9$ the coherence time is expressed as inversely proportional to the Doppler Spread. Coherence Time gives a measure of time for which the fading envelope remains static between subsequent samples of the channel. Samples of the channel taken at intervals much greater than the coherence time would be assumed to be uncorrelated and thus, independent. In Equation 2.1, this relationship is estimated for rapidly fluctuating channels.

$$T_c \approx \frac{1}{f_m}$$  \hspace{1cm} (2.1)

In [32], an expression is given relating Coherence Time and Doppler Shift for more slowly varying channels where $\rho \geq 0.5$ and where $f_m$ is the maximum Doppler shift.

$$T_c \approx \frac{9}{16\pi f_m}$$  \hspace{1cm} (2.2)

In the time domain, the path lengths over which the multiple paths propagate will nat-
urally arrive at a point in space with delays proportional to the length of the path. This effect is characterized as Delay Spread and is a measure of the time between the arrivals of paths with power above a threshold. The frequency domain dual of Delay Spread is known as Coherence Bandwidth and gives a measure of bandwidth for which a signal could be assumed to experience correlated (frequency-flat) fading. Samples in frequency separated by less than the coherent bandwidth could assumed to be nearly equal or at least strongly correlated, while samples at distances greater than the coherent bandwidth results in uncorrelated, independent samples and signals sent with bandwidth exceeding the coherent bandwidth would be said to experience frequency selective fading.

The expression for Coherence Bandwidth where correlation, $\rho \geq 0.9$ is given in [22] where $\tau$ is the RMS delay spread as:

$$B_c \approx \frac{1}{50\sigma_{\tau}} \quad (2.3)$$

For $\rho \geq 0.5$, the expression becomes

$$B_c \approx \frac{1}{5\sigma_{\tau}} \quad (2.4)$$

Finally, a measure of coherence in the spatial domain must be defined. Coherence Space, as it is sometimes called, is a measure of distance in the spatial domain over which samples of the fading channel can be assumed to be correlated. As a function of wavelength, separation between samples and statistical mean and distribution of the arriving paths, an expression for spatial correlation is given in [3].

The expression below describes the case where the arriving (or departing) paths are
assumed to be distributed normally about a central angle.

\[
\rho(d) \approx \exp\left\{ j \frac{2\pi d}{\lambda} \sin(\phi) \right\} \exp\left\{ -\frac{(\frac{2\pi d}{\lambda} \cos(\phi))^2}{2} \right\}
\] (2.5)

And this expression describes the case where the distribution is assumed to be uniformly distributed about a central angle.

\[
\rho(d) \approx \exp \left( j \frac{2\pi d}{\lambda} \sin(\phi) \right) \text{sinc} \left( \frac{2\pi d}{\lambda} \sigma \cos(\phi) \Delta \right)
\] (2.6)

Where \( d \) is the separation between antennas, \( \lambda \) is the wavelength, \( \phi \) is the central Angle-of-Arrival or Angle-of-Departure (AoA) or (AoD) and \( \sigma \) is the standard deviation of the normal distribution of the AoA or AoD while \( \Delta \) is the one-sided range of angles from the central angle for the AoA or AoD for paths for the uniform distribution.

### 2.2 Capacity and Diversity of The MIMO Channel

Depending on the MIMO configuration, there is an inherent capacity-diversity trade-off. Essentially, the degrees of freedom provided by the MIMO channel provide dimensions by which diversity is obtained through transmission of versions of the desired symbols or capacity through simultaneous, parallel and separable symbols can be transmitted. In this regard, a system can be configured to have either diversity gain for improved energy efficiency or capacity gain for improved spectral efficiency. With this view, a MIMO system’s capacity-diversity trade-off now resembles the familiar AWGN, SISO channel whose limits are bounded by the well know Shannon capacity curve and whose relationship between spectral efficiency and energy efficiency is informed by this relationship. At opposite ends of the
spectrum, the diversity-only transmission is sometimes called 'scalar transmission' while the capacity maximizing transmission is sometimes referred to as 'vector' transmission.

The MIMO channel results from the coordinated usage of multiple sources and destinations over the same fading channel. A result of the multiple sources and destinations is multiple points from which to observe, sample or witness the fading phenomenon. The ability to observe the same channel from different points results in the fundamental concept of dimensionality. In general, degrees of dimensionality are increased when more than one observation is made of the same phenomenon within any of the domains in which the phenomenon exists. Specifically, signal diversity is attainable when the same signal can be observed at different points in time, frequency or space. Capacity can be improved through the projection of different signals onto the dimensions within the time, frequency or spatial domains. The degree of dimensionality is proportional to the distance between observation points in the domain in which they are made. Essentially, dimensional maximization occurs when the observation points are uncorrelated and independent. Sampling in time at intervals greater than the Coherence Time, in frequency at intervals greater than the Coherence Bandwidth or in Space at intervals greater than the Coherence Space will result in maximum dimensionality.

In this work, a narrow band signal model is assumed, thus the Coherence Bandwidth is assumed to be greater than the bandwidth of the signal. This assumption is common and one of simplification that allows a flat-fading channel response assumption. The following expression is for a MIMO channel matrix at time instant $n$ where $\tilde{h}_{ij}$ is the complex gain
between receive antenna \(i\) and transmit antenna \(j\).

\[
\mathbf{H}(n) = \begin{bmatrix}
\tilde{h}_{11}(n) & \tilde{h}_{21}(n) & \ldots & \tilde{h}_{1N_t}(n) \\
\tilde{h}_{21}(n) & \tilde{h}_{22}(n) & \ldots & \tilde{h}_{2N_t}(n) \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{h}_{N_r,1}(n) & \tilde{h}_{N_r,2}(n) & \ldots & \tilde{h}_{N_r,N_t}(n)
\end{bmatrix}
\]  

(2.7)

Where \(N_t\) and \(N_r\) denote the number of transmitting and receiving elements, respectively.

Expressions for MIMO channel capacity are given in [15], for two distinct cases, each with two sub-cases. In the first case, the MTMR system does not have or does not utilize CSIT and the expressions below give capacity for the sub-cases when the number of transmitting antennas \((N_t)\) is greater than or equal to the number of receive antennas \((N_r)\), and when the number of receive elements equals or outnumbers the number of transmit antennas.

\[
C = \mathbb{E}[\log_2\{\det(\mathbf{I}_{N_r} + \frac{\rho}{N_t}\mathbf{H}\mathbf{H}^\dagger)\}] \text{bps/Hz} 
\]  

(2.8)

when \(N_t \geq N_r\).

\[
C = \mathbb{E}[\log_2\{\det(\mathbf{I}_{N_t} + \frac{\rho}{N_r}\mathbf{H}^\dagger\mathbf{H})\}] \text{bps/Hz} 
\]  

(2.9)

when \(N_t \leq N_r\).

These equations are for systems that transmit with equal power from each of the transmitters and are equivalent when \(N_t = N_r\), as in the case of symmetric MIMO links. For operation without CSIT, \(\rho\) is the average SNR.
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When CSIT is available, the MIMO capacity is expressed as the sum of the capacities taken over the eigenmodes of the channel.

Here, $\lambda_i$ is the $i$th eigenvalue of $\mathbf{HH}^\dagger$.

$$C = \mathbb{E}\left[\sum_{i=1}^{N_r} \log_2(1 + \frac{\rho_i}{N_t} \lambda_i)\right] \text{bps/Hz}$$

(2.10)

when $N_t \geq N_r$.

$$C = \mathbb{E}\left[\sum_{i=1}^{N_t} \log_2(1 + \frac{\rho_i}{N_r} \lambda_i)\right] \text{bps/Hz}$$

(2.11)

when $N_t \leq N_r$.

Again, these last two expressions become equivalent in the case of symmetric MIMO links. With full CSIT, however, the MIMO channel can be treated as a set of parallel and interference-free SISO channels through decomposition, also allowing the system to allocate power across the sub-streams according to their respective gains. Therefore, $\rho_i$ in this case is the SNR for the $i$th sub-stream. This approach allows for further capacity maximization through power allocation and rate adjustment on a per sub-stream basis.

For both cases with and without CSIT, $\dagger$ is used to denote the Hermitian or complex conjugate transpose of the matrix.

When CSIT is available, a singular value decomposition (SVD) can be used to take advantage of this knowledge to improve performance of the system [39]. The expressions which describe the SVD and equivalent channel are in Equations 2.12, 2.13, 2.14 and 2.15, below.
The expression for an SVD is given below.

$$ H = UV^\dagger $$ \hspace{1cm} (2.12)

The singular values are essentially the measure of the gains of the equivalent channels after decomposition of the MIMO channel.

$$ \Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_{N_t}) $$ \hspace{1cm} (2.13)

The left unitary matrix is used to weight and coherently detect incoming signals at the receiver.

$$ U = [\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_{N_r}] $$ \hspace{1cm} (2.14)

The right unitary matrix is used to weight and co-phase the transmitted symbols.

$$ V = [\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{N_t}] $$ \hspace{1cm} (2.15)

### 2.2.1 Transmit-side Diversity

The MIMO channel matrix is a generalization of the case with both transmit- and receive-side diversity, however, looking specifically at the case where there are multiple transmit elements and only one receive element, the MIMO channel matrix collapses into the degenerate case known as the MISO channel matrix.

$$ H(n) = \begin{bmatrix} \tilde{h}_1(n) & \tilde{h}_1(n) & \ldots & \tilde{h}_{N_t}(n) \end{bmatrix} $$ \hspace{1cm} (2.16)

In any multi-antenna system with multiple transmit antennas, there are three primary types of transmit diversity.
2.2.1.1 Transmit Selection

Transmit selection diversity is a scheme by which the only one element from the transmit array is used as any time instance. At first, this scheme does not seem to provide diversity, however, the diversity results from the selection of the transmit element. The selection of the element can either be arbitrary, configured by feedback from the receiver or chosen based on some channel information available to the transmitter, but not necessarily full CSIT. A typical assumption for transmit selection is the capability of the total power available to the transmit array can be combined and used on any single element of the array or 

\[ P_{\text{total}} = \sum_{j=0}^{N_t-1} P_j \quad \text{and} \quad P_{tx} = [0, 0, \ldots P_{\text{total}}, \ldots 0] \]

2.2.1.2 Equal-power transmission

The transmit diversity scheme most often employed for systems without CSIT utilizes equal power allocation across all of the transmitting elements. In much of the literature, equal power allocation is implicit in discussions of transmit diversity. This power allocation strategy is also implicit in the development of Space-Time Codes (STC) including Space-Time Block Codes (STBC) and Space-Time Trellis Codes (STTC). The power allocation profile obeys 

\[ P_{\text{total}} = \sum_{j=0}^{N_t-1} P_j \quad \text{and} \quad P_j = \frac{P_{\text{total}}}{N_t}, j = 1, 2, ..., N_t - 1. \]

2.2.1.3 Maximal Ratio Transmission

Finally, when full CSIT is available and the total transmit power is available to allocate across the transmit array in an unequal manner, an SVD (Equation 2.12) is used to de-
termine the complex weighting vector for the transmitted symbols. The complex weighting vector is actually just the column of the right unitary matrix corresponding to the maximum singular value of the channel matrix or Equation 2.15. This complex-valued weighting vector normalizes the overall transmit power but weights and co-phases according to the eigenmodes of the matrix. While the term Maximal Ratio Transmission is used to imply its duality to Maximal Ratio Combining, Eigenbeamforming is the more commonly used term to describe this transmit-side diversity scheme. For MRT or BF, the only constraint on power allocation is normalized $P_{\text{total}} = 1$ thus $1 = \sum_{j=0}^{N_t-1} P_j$ with $0 \leq P_j \leq 1, j = 1, 2, ..., N_t - 1$

### 2.2.2 Receive-side Diversity

To illustrate receive-side diversity, when a multi-antenna system has multiple antennas at the receiver only, the MIMO channel becomes the degenerate case known at the SIMO channel, as shown below.

$$H(n) = \begin{bmatrix} \tilde{h}_1(n) \\ \tilde{h}_2(n) \\ \vdots \\ \tilde{h}_{N_r}(n) \end{bmatrix}$$  \hspace{1cm} (2.17)

Again, there are three primary types of combining commonly referred to in the literature. Square-law combining is an example of a practical type of combining rule for implementation that is not included, but commonly used in practice. While receive-side diversity schemes have diversity mechanisms and gains analogous to their transmitter-side duals, when summing multiple samples, they have the added benefit in that combining multiple noisy samples
also help to improve SNR which is called receive array gain. In the following, $\gamma$ denotes SNR.

### 2.2.2.1 Selection Combining

Selection combining, strictly speaking, does not combine received signals, but chooses the received version of the signal which maximizes SNR. It is analogous to transmit selection in that the diversity is a result of the selection of the appropriate element. Selection combining is potentially more economical than other receive combining techniques since a single RF chain can switch its input among multiple antennas. The receive SNR is expressed below.[15]

$$\gamma_{sc} = \max\{\gamma_1, \gamma_2, \ldots, \gamma_{N_r}\}$$  \hspace{1cm} (2.18)

### 2.2.2.2 Equal Gain Combining

Equal gain combining is a true combining technique requiring RF chains for each of the receive antenna elements, where the received signals are co-phased, equally weighted and summed coherently. Like selection combining, it is sub-optimal but avoids some practical issues that are involved in the optimal receive combining techniques. The expression for post-combining SNR is given below. [15]

$$\gamma_{egc} = \frac{\left[\sum_{i=0}^{N_r-1} |\tilde{h}_i|^2\right]}{\sum_{i=0}^{N_r-1} \sigma_i^2}$$ \hspace{1cm} (2.19)

### 2.2.2.3 Maximal Ratio Combining

Maximal Ratio Combining is the optimal receive combining technique. Like equal gain combining, it requires RF chains for each of the receive antennas. Unlike equal gain combining,
an additional variable gain stage is included in each RF chain and before summing, the gain weights are set according to the respective channel gains. After weighting and co-phasing, the received signals are summed coherently resulting in a post-combining SNR which is equal to the sum of the respective SNRs. The expression is given below. Further work for MRC in Nakagami fading is presented in [1].

\[
\gamma_{mrc} = \sum_{i=0}^{N_r-1} \gamma_i
\]  

(2.20)

### 2.3 MoDem, FEC CoDec and Feedback Configurations

#### 2.3.1 Modulation and Demodulation

For the work considered, four commonly used MoDem constellations are used: QPSK, 8-PSK, 16-QAM and 64-QAM.

At the time of demodulation, (with the exception of BLAST detection), after the received symbols are de-mapped to their ML transmitted symbols, soft bit values are generated for each bit position per symbol as in [28]. Once soft bit values are generated, and since CSIR is assumed for space-time decoding, side information (SI) in addition to noise variance are used to generate bit-wise Log-Likelihood Ratios (LLR) values according to [43]. In [20], the authors investigated soft metric generation for higher order constellations given a fading channel or Generalized LLR (GLLR) and in [41], the authors considered the effects of channel estimation error on performance. The final, compact bit-wise LLR values for a fading channel using SI are computed as below.
\[ \Lambda = \ln \sum_{s^+ \in \{ s: c_k = +1 \}} \exp \left( -\frac{|x - \alpha s^+|^2}{\sigma_n^2} \right) - \ln \sum_{s^- \in \{ s: c_k = -1 \}} \exp \left( -\frac{|x - \alpha s^-|^2}{\sigma_n^2} \right) \] (2.21)

Where \( \alpha \) is the channel gain, \( s \) is the transmitted symbol and \( c_k \) is the bit at position \( k \) within the transmitted symbol.

An important metric used to predict the performance of various modulation formats is the Euclidean distance between symbols in the constellations. Since symbols are most likely to be erroneously de-mapped to the nearest neighbors within the constellation, it is these nearest neighbor inter-symbol distances which can be used to very accurately predict the approximate symbol error performance of these uncoded modulation formats. When reflected binary coding, or Gray coding is used to map bits to symbols, the approximation for symbol error performance can then be used to predict bit error performance.

The minimum Euclidean distances between symbols for the considered constellations were found after normalizing the average signal power to unity. This method allows for a more direct comparison of the constellations without the need to define the received symbol energy. This method for computing the distance metrics is also important because is allows the variables under the radical in the \( Q \)-function to be treated separately. Ultimately, because it is desirable to choose constellations based on gains and SNR, this method does not require the actual Euclidean distance to be recalculated as SNR and channel conditions fluctuate.

Expressions to estimate the expected BER for these constellations in an AWGN channel
Table 2.1: Average Power Normalized Minimum Euclidean Distances

<table>
<thead>
<tr>
<th>MoDem Constellation</th>
<th>$d_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK</td>
<td>2</td>
</tr>
<tr>
<td>8-PSK</td>
<td>0.765</td>
</tr>
<tr>
<td>16-QAM</td>
<td>0.6325</td>
</tr>
<tr>
<td>64-QAM</td>
<td>0.3086</td>
</tr>
</tbody>
</table>

are given in Equations 2.22, 2.23, 2.25 and 2.26.

\[ P_{b,QPSK} = Q \left( \sqrt{\frac{d_{min}^2 E_b}{2 N_o}} \right) \quad (2.22) \]

\[ P_{b,8-PSK} \approx \frac{1}{\log_2(M)} 2Q \left( \sqrt{\frac{d_{min}^2 \log_2(M) E_b}{2 N_o}} \right) \quad (2.23) \]

\[ P_{b,16-QAM} \approx \frac{1}{\log_2(M)} \frac{1}{4} 2Q \left( \sqrt{\frac{d_{min}^2 \log_2(M) E_b}{2 N_o}} \right) + \frac{1}{\log_2(M)} \frac{1}{2} 3Q \left( \sqrt{\frac{d_{min}^2 \log_2(M) E_b}{2 N_o}} \right) + \frac{1}{\log_2(M)} \frac{1}{4} 4Q \left( \sqrt{\frac{d_{min}^2 \log_2(M) E_b}{2 N_o}} \right) \quad (2.24) \]
2.3.2 Forward Error Correction and Interleaving

Made attractive by its familiarity, relative simplicity and good performance, convolutional coding with Viterbi decoding is a commonly implemented channel code that encodes the incoming data stream, adding redundancy and memory. From [27], the free-distance maximizing generator polynomials and puncturing matrices can be found. For this work, the convolutional code is based on the $K = 8$ generators and rates where $R_c \geq 1/2$, the optimal puncturing matrices from [27], based on $R_c = 1/2$ codes are used. Additionally, zero-state forcing is used, but the length of the incoming data stream is made long enough so that no additional coding gain from this termination method is realized. While the error correction capabilities of convolutional codes can not be predicted on a codeword-by-codeword basis as they can for block codes, for convolutional codes, asymptotic performance gains can be approximated by knowing the rate and the Hamming distance of the lowest weight, non-zero divergent path through the trellis, known as the free distance or $d_{\text{free}}$. The rates and distances for the codes considered in this work are listed below in Table 2.2.
Table 2.2: $K = 8$, Convolutional Codes and $d_{free}$

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$d_{free}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncoded</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{3}{4}$</td>
<td>6</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>7</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>10</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>16</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>22</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>34</td>
</tr>
</tbody>
</table>

Since convolutional codes are designed to work for AWGN channels, they must be handled with special care on fading channels or when modulated symbols experience different channel gains during transmission such as in channels where the coherence time is less than the time to transmit a codeword or when multiplexed sub-streams are transmitted over quasi-static channels. For this reason, a standard block-interleaver is inserted between the channel encoder and the symbol mapper. For this work, the block interleaver has the same number of elements as the coded bit stream and serves to randomize the received, coded bits before decoding. Assuming that the interleaver depth is greater than the coherence time of the channel, fading induced errors will appear to be more noise-like to the decoder and decrease
the likelihood of decoding error.

### 2.3.3 Feedback Channel for Closed-Loop Operation

For adaptive systems, it is implicit that some sort of feedback mechanism is employed to adjust operating parameters in response to changes in environment, performance and QoS requirements and it is often assumed that this feedback is both error-free and requires negligible bandwidth and power. While this assumption is of course for convenience only and does not reflect reality, this standard assumption leads to a fair comparison with the majority of research on adaptive systems.

Close-Loop operation allows some variable amount of information to be sent back to the transmitter about configuration, performance or the channel. In an ARQ scheme, for example, the receiver is implicitly sending information to the transmitter about the performance of the current configuration. At the other extreme, the feedback channel may send back the complete channel matrix to the transmitter. In between these two examples, the receiver may send back only an entry from a codebook that corresponds to a particular configuration, or some statistical information about the channel, or in lieu of the full channel matrix, it may send back only the eigenvectors which it would like the transmitter to use.

The speed of the feedback channel relative to the Coherence Time of the channel is also an important parameter to consider. In a system with a feedback channel which updates slower than the speed of the channel variation, configuration must be done on a time-averaged basis. For example, while the fading channel might be varying at a rate faster than the feedback
channel as a result of environmental changes, the variation of the covariance matrices describing the correlation at the transmitter and receiver antenna arrays is likely to be static or changing slowly relative to the speed of the feedback channel. Under these circumstances, the adaptive system must take a statistical approach to adaptation.

2.3.4 Frequency and Time Duplexing Operation

Two potential scenarios help to inform assumptions about the availability of CSIT and the feedback mechanism. In a frequency-duplexed system, the upstream and downstream components of a link are at different frequencies and thus, will experience different propagation effects. Because of this, frequency-duplexed systems are reliant on explicit feedback when the duplex frequencies are separated by more than the coherent bandwidth of the channel and thus, eliminating the possibility that the propagation effects and channel are correlated. In time-duplexed operation, the upstream and downstream components share the same bandwidth, and when the duplexing operation happens more quickly than the coherence time of the channel, reciprocity is the conventionally made assumption, which allows both nodes to have full CSIT when it is their turn to transmit. When the assumption about the duplexing duty cycle relative to coherence time can not be made, explicit feedback is required as it is in frequency-duplexed operation, because the CSIT measured by reciprocity will become stale too quickly to be used.
2.4 Multi-Antenna Configurations

2.4.1 Parallel SISO with Multi-Channel DSA

In Chapter 4, the novel scheme which is proposed sacrifices receive array gain and spectral efficiency when the sub-streams are frequency-multiplexed over what are assumed to be non-contiguous, narrow-band channels, subject to sufficient frequency selectivity to allow the assumption that the MIMO channel realization is i.i.d from frequency band to frequency band. Additionally, a simplifying assumption is made that allows the spatial correlation and covariance matrices describing the antenna arrays to remain constant even though that realistically, the actual spatial correlation is a function of wavelength. It is assumed that the maximum difference in frequency between multiplexed sub-streams is small enough that the change in wavelength has reasonably negligible effect on the spatial correlation between antennas within the arrays.

The multi-channel DSA mechanism, which will be described, is a novel approach to multi-antenna, multi-channel resource allocation and is used to select the frequencies from a given channel realization. The DSA scheduler chooses $N_t$ channels to use from the $N_c$ available channels with which it is presented. As such, the system implicitly uses all transmit antennas available, provided that $N_r \geq N_t$ and $N_c \geq N_t$. 
2.4.2 Transmit Diversity with and without DSA

In Chapter 4, fair comparisons between diversity approaches must be made. For this reason, a simple, single-channel DSA was created for each traditional transmit diversity scheme to evaluate the multi-frequency MIMO channel realization and choose the single frequency which maximizes the realized diversity gain for each particular scheme. In Chapter 5, in the absence of multiple frequency channels, there is no DSA required.

For this work, Eigenbeamforming (or sometimes MRT), STBC, and Transmit selection are evaluated. Of these four, STBC is the only approach that is allowed under an equal power constraint, while all others require a more flexible PA assumption. Additionally, while Eigenbeamforming requires full CSIT or the maximum eigenvector to be supplied by the receiver through the feedback channel, transmit selection requires the transmitter index in addition to the codebook configuration index.

The history of space-time coded transmit diversity schemes is rather interesting and began with [4] where design criteria were developed for space-time coding. The authors defined Rank and Determinant criteria for STCs. Because the authors were investigating a combined approach to channel coding and spatial diversity, the determinant criteria describes the potential coding gain of the space-time codeword while the rank criteria describe the potential diversity gain of the space-time codeword. In [30], the same group of researchers described the class of combined channel and space-time code known as Space Time Trellis Codes or STTC. In the same spirit as Trellis Coded Modulation, the codeword, constellation mapping and transmitter mapping was done jointly, as was the detection, de-mapping and
decoding operation at the receiver. Finally, in [37], this group of researchers released the generalization of STTCs including design criteria. Out of nowhere it now seems, in [2], the author proposed a much simpler transmit diversity scheme now named the Alamouti scheme, after its author. This class of simpler, memoryless and linear STC is known as Space-Time Block Codes, or STBC. Though this proposed scheme was simple, did not combine channel coding and was initially limited to only two transmit antennas, it seemed to have an effect on the researchers working on STTCs, as this original group, in [34] and [35] generalized STBCs and presented some improvements. In [13], the authors proposed an improved version of the sporadic codes for 3 and 4 transmit antennas presented in [35]. Finally, in [36], the authors proposed a class of Layered Space-Time transmission based on STTC component codes, in a effort to explore the capacity gain regime of the MIMO channel.

As is always the case with coding of any kind, the performance relative to rate was heavily investigated, as researchers did not initially know the rates at which STBCs could be encoded. The Alamouti scheme is the only full rate complex, orthogonal STBC, or CO-STBC in existence and it was not yet known how the upper bound on rate related to the number of transmit antennas participating in the transmit diversity scheme. In [40], it was proven that the rate achieved by the sporadic codes for 3 and 4 transmit antenna systems of $R_c = \frac{3}{4}$ was the maximum achievable for transmit arrays of this size. Finally, the general rate limit as a function of $N_t$ was proven in [23] and finally, in [33], the required block length to achieve maximum rate was investigated.

Though only complex orthogonal STBCs are considered here, there are of course quasi-
orthogonal STBCs which sacrifice linearity for rate maximization and of course, STBCs
which are real only, but as a result are not suitable to complex constellations, thus limiting
their attractiveness for most systems.

2.4.3 Spatial Multiplexing

In Chapter 5, the capacity-diversity trade off is investigated. In addition to the transmit
diversity schemes, multiplexing schemes will be evaluated as well. Without full CSIT, trans-
mit multiplexing is used. In this scheme, sub-streams are sent from each of the participating
antennas and detected using Bell Labs Layered Space-Time (BLAST)-type detection. Specif-
ically, a Vertical (V)-BLAST receiver is used with MMSE ordering and cancelation. The
original work on V-BLAST, given its name, was performed at Bell Laboratories and can be
found in [42], [14], [6] and [10]. This original work attracted a lot of interest. Even now,
the work that is being performed to adaptively exploit the capacity-diversity trade off of the
MIMO channel has been motivated by the computationally attractive detection and decoding
methods for both the diversity- and capacity- enhancing BLAST-type systems. While the
MMSE V-BLAST scheme is not the optimal in the sense that it does not use ML detection,
it was created specifically to avoid the tremendous complexity required for true ML detec-
tion of transmit multiplexed streams and while achieving performance very close to the ML
detector, and far superior to a Zero-Forcing (ZF) ordering and nulling V-BLAST receiver.
Additionally, the MMSE V-BLAST detector is able to achieve this level of performance with
only a small increase in computational complexity over the ZF receiver.
With full CSIT, eigenmode-multiplexing is used for spatial multiplexing. For this arrangement, full CSIT or the eigenvectors corresponding eigenmodes of the channel must be available to the transmitter.

Finally, for both spatial multiplexing schemes, the number of sub-streams is allowed to be reduced in response to channel variation. In the BLAST-type system, the feedback channel carries with it, in addition to the usual configuration information, the subset of transmitters to be used in the case of reduced sub-stream transmit multiplexing. The subset is generated from the ordered detection and cancelation operation at the receiver. Since the performance is dominated by the last sub-stream to be detected, the transmitters to be used will correspond to the first transmitters that are to be detected. In the case of eigenmode multiplexing, the transmitter decides how many of the eigenvectors to transmit on based on the error dominating performance of the weakest eigenmode.
Chapter 3

Previous Work

A search for previous work in the area of adaptive multi-antenna systems yields a rich and growing body of work. Of the more recent work which will be briefly covered here, previous attempts must first be categorized by assumptions made by the authors about the availability of Channel State Information to the Transmitter (CSIT) for a given MIMO link. At one end of the spectrum, full CSIT is assumed, and by implication, the assumption that the Power Amplifier (PA) configuration of the transmitter allows the total power available to be allocated unequally amongst the participating transmitting elements. With CSIT, or eigenvector knowledge at the transmitter, traditional transmit diversity and transmit multiplexing schemes are possible as well as more complex and efficient schemes that transmit stream(s) along the eigenmodes of the channel.

At the other end of the spectrum, CSIT is not assumed, eliminating the possibility of eigenmode transmission. Under this assumption, traditional transmit diversity and transmit...
multiplexing schemes are possible, optionally augmented by the flexibility of the PA in allocating power to the participating transmit elements, and increasing the number of transmit diversity options.

Along with the assumptions about transmitter-side channel knowledge, previous work also must be compared in terms of the main objective for optimization, the signaling parameters which are configured by the adaptive schemes, and their ability to configure themselves for a channel, taking into account the degree of spatial correlation.

There are three notable works which aim to adapt the MIMO scheme to channel and link conditions while assuming CSIT. In [44], CSIT allows the transmitter to perform an SVD and either adjust the number of eigenmodes or to adjust the power to each of the streams. For this work, the MoDem uses 16-QAM, but no FEC CoDec is used.

In a second work [31], which also assumes CSIT, the MoDem constellation is allowed to vary between BPSK, 4-QAM (QPSK) and 16-QAM. In this work the variable constellation size allows the transmitter to compensate for the relative gains of the eigenmodes. As in the [44] though, channel coding is ignored.

Finally, in [21], the authors propose a unique combination of Diagonal BLAST and Vertical BLAST. For a 4x4 system with CSIT, the authors propose that the system vary the level of redundancy of transmitted symbols within the Space-Time encoded blocks. While the authors claim that the system converges to D-BLAST when symbol redundancy (diversity) is maximized and V-BLAST when rate is maximized, they are using an MMSE ordered SIC method to separate the transmitter-multiplexed streams and then recombine depending on
the diversity-multiplexing mode the system has chosen, thus the system does not truly converge to D-BLAST when the system is transmitting with maximum space-time redundancy. Regardless, the system entirely neglects the gains that are possible with CSIT and since they are limited to symbols mapped from a QPSK constellation, they also ignore channel coding in their system.

In these first three examples, the main objective for adaptation was to maintain an acceptable BER while maximizing the overall spectral efficiency of the system. However, in none of these examples do the authors jointly adapt MoDem constellation, FEC CoDec and MIMO scheme.

There is one example of work where CSIT is not strictly assumed, but the eigenvectors of the channel are updated at the transmitter by way of the feedback channel. In terms of performance, the system found in [18] should be compared, appropriately, to the systems where CSIT is assumed. In this system, groupings of the transmit antenna array participate in sub-streams which are spatially multiplexed. When there is one sub-stream, this is equivalent to Eigenbeamforming and when the number of sub-streams is equal to the number of participating elements in the transmit array, the system is equivalent to a BLAST-type system. In this work, the issues involved in adaptation of constellation or FEC is not addressed and the main objective is to maximize spectral efficiency for a given channel and receive SNR.

Moving on to systems where CSIT is not assumed, there is somewhat more interest since there is potentially more applicability given the practical considerations and complication of
maintaining channel information at the transmitter.

One of the most prominent, yet simple examples of adaptation for a MIMO system without CSIT is [16]. For this system, the main objective is to minimize the BER for a fixed spectral efficiency and regardless of received SNR. In this work, the system switches between full diversity and full multiplexing modes with appropriate constellation sizes chosen for each mode which allow the fixed spectral efficiency constraint. While the MoDem is chosen for each of the two modes, the constellation size is not varied other than when the mode multi-antenna scheme is switched. Channel coding is not considered. The novel contribution of this paper, however, is the use of the Demmel Condition Number as a metric for estimating the spatial selectivity of the channel and thus the appropriate multi-antenna scheme while considering the minimum Euclidean distance of the respective MoDem constellations. A later adaptation of [16], by the same authors was presented in [7] which considered the effects of correlated MIMO channels and at least one project was developed to measure the Demmel condition number and characterize various types of MIMO channels [19].

In [26] sub-streams were strictly spatially multiplexed while the adaptive component of the system determined the number of sub-streams and from which subset of elements of the transmit array. This work then went on to evaluate both BLAST-type detection including ordered interference cancelation and a sequential detection where order of the detection and cancelation were fixed. In both systems, a required spectral efficiency was the main objective and the system was then configured to minimize the BER for the given channel, SNR(s) and required spectral efficiency. With BLAST-type detection, the constellation was the same
across the transmitting elements to meet the required spectral efficiency given the number of participating transmit elements while the number and subset of these elements were determined by the order in which BLAST detection was to occur and by the post-processing SNR. In the system with fixed-order detection and cancelation, bit allocation across all of the transmit elements (up to the number of receive elements) is determined through joint optimization with the post detection SNR after ordered detection and interference cancelation. Implicit to the latter approach is that while all transmit elements are potentially active, the bit allocation may result in transmit element(s) which would result in a sub-threshold SNR for its respective sub-stream post-detection.

In [45] spatially multiplexed sub-streams are received using BLAST-type detection. Unlike ordinary V-BLAST however, a feedback channel is designed to send configuration information about constellation selection for each of the transmitting elements and a power allocation vector. Implicit to this configuration is that the PA is capable of handling such a power allocation. As would be expected with power allocation across the transmit elements and individual constellation selection, this closed-loop system outperforms the standard, open-loop V-BLAST system. Somewhat intuitively, the proposed system also outperforms the standard V-BLAST system by large margins in channels with greater spatial correlation, where diversity and spatial dimensionality are decreased and thus less able to support the full degree of multiplexed streams. Once again, while the constellation is adapted in response to the channel with the objective of reduced BER, channel coding and the number of multiplexed sub-streams are not considered.
Two notable works which attempt to adapt constellation and channel code in addition to MIMO configuration were [5] and [8] which expanded upon [9]. In both cases the configuration of MoDem, CoDec and MIMO scheme was performed jointly based on a look-up table. In the former, spatial correlation is ignored as well as the rank and conditioning of the matrix and adaptation is performed solely in response to SNR fluctuations. In the latter, however, the conditioning of the channel matrix is considered and the look-up table is generated for all combinations of MoDem, CoDec and MIMO scheme for various combinations of SNR and “spatial selectivity” values, where “spatial selectivity” is the Demmel Condition Number for the covariance matrix. Based on a calculated “spatial selectivity” value and average SNR, the receiver configures the transmitter via the feedback channel according to the look-up table. In one of the MIMO configurations however, the required bandwidth for the feedback channel increases as the transmitter requires the dominant eigenvector to perform beamforming.

Finally, the work which by intent is closest to the objective in Chapter 5 is found in [25]. With the main objective of maximizing spectral efficiency while meeting a BER constraint, this work also seeks to be independent of pre-generated look-up tables of switching points. [25] also addresses the issue of joint configuration of MoDem, CoDec as well as MIMO configuration. With two MIMO schemes (beamforming and spatial multiplexing), BER expressions are derived for arbitrary bit-interleaved coded modulation (BICM). Using the covariance matrices for the transmit and receive arrays, the receiver calculates the BER for all possible configurations and chooses the mode which meets the BER operating constraint...
while maximizing the spectral efficiency. While this work is very similar to the proposed system, it does not consider reduced-rate multiplexing and requires that the receiver calculate BER which could potentially be computationally intensive.

3.1 Deficiencies of Previous Work Addressed by Proposed Work

The vast majority of the previous work does not deal with joint configuration of the MoDem and CoDec with the MIMO scheme, and most of them ignore reduced-rate multiplexing. This work proposes to address these deficiencies by jointly configuring MoDem, CoDec and MIMO scheme in response to channel characteristics and average SNR.

While there was no multi-channel, multi-antenna work for comparison to Chapter 4, the work which seeks to minimize BER for a fixed spectral efficiency would be the closest. While spectral efficiency is a variable in Chapter 4, the main goal is to choose a configuration which maximizes energy efficiency while overall throughput is fixed.
Chapter 4

Energy Efficiency

4.1 Introduction

Common approaches to multi-antenna adaptation focus on increasing spectral efficiency while meeting an operating constraint such as BER. Spectral efficiency, however, is only one half of the tradeoff that communications engineers may work with. In many real world cases, it may be more desirable to minimize the power required, or to choose a configuration with higher resiliency or robustness to channel variations while achieving a fixed throughput. With multi-antenna systems, it becomes possible to leverage the frequency agility and independently tunable RF chains in combination with unoccupied frequency bands to create multiple, frequency-multiplexed and parallel sub-streams between multi-antenna radios. This configuration, unlike single-band MIMO diversity schemes ordinarily employed with multi-antenna systems, is able to directly sacrifice bandwidth efficiency by using multiple,
though not necessarily adjacent frequency bands to increase energy efficiency by decreasing the overall energy required to transmit at the same aggregate data rate. This approach is analogous to any system which uses bandwidth expansion techniques to improve energy efficiency, though the proposed method requires appropriate resource allocation techniques to assure that the trade-off is beneficial. The proposed work on this configuration shows that under certain channel conditions, this multi-band approach is able to outperform single-band diversity approaches even while accounting for the loss of spatial diversity and receive array combining gain. An important contribution of this work is the scheduling techniques used to arrive at these conclusions which may also have application to other resource allocation problems.

### 4.2 System Description

In a network environment with a pool of channelized frequency bands used for establishing links between nodes, there will exist bands that are unoccupied for periods of time while links are not utilizing them. A multi-band radio could potentially access these underutilized bands dynamically in order to augment its own performance. In effect, a multi-band approach would potentially capitalize on sparsely populated network environments to either reduce its own power consumption or to improve its link quality. From a flow perspective, a multi-band link would be no different from a single-band link since the overall data rate remains constant. In the proposed system, a multi-antenna, multi-channel approach is considered in addition to traditional, single-band MIMO-based diversity schemes.
The proposed system, consisting of multiple transmit and receive antennas, along with multiple unoccupied channels within the network, is assumed to have CSI for each of the frequencies which is available, either through training sequences or some other network mechanism for channel sounding. It is also assumed that $N_t \leq N_r$ and $N_t \leq N_c$. Based on instantaneous channel measurements, the proposed system is permitted to choose from either a single-band MIMO diversity scheme, or the proposed multi-band scheme. The system will use the set of metrics, which are developed in Section 4.5, to choose the multi-antenna approach which maximizes energy efficiency for a fixed throughput. Given the fixed throughput requirement, the constellation sizes and coding rates are chosen based on the overall throughput requirement and the number of transmit antennas.

Assuming that there are at least as many receive antennas and open frequencies as transmitting antennas, this multi-band configuration, called, Parallel SISO, assigns a receive antenna and open band to each of the participating transmit antennas. The main data stream is then split into sub-streams which are split equally across the multiple parallel SISO channels. Optionally, the main data stream can be channel coded and interleaved across the sub-streams and then recombined at baseband in the receiver. Since no assumptions are made about the adjacency of the multiple bands used for this approach, it is assumed that there is no array combining performed at the receiver. As a result of the frequency-duplexed nature of this link, the sub-streams can assumed to be interference-free. Finally, since the multi-band link is composed of parallel SISO links, traditional equalization techniques can be used on a per-frequency basis, as opposed to the very complex equalization that are required
with single-band MIMO approaches. While this is not the focus of our work, it may be of
great interest in terms of practicality and suitability for implementation.

In Tables 4.1 and 4.2 below, the required spectral efficiency is listed for each MTMR
configuration in order to achieve the throughput in the left-most column. As can be seen,
the multi-band configurations requires a less spectrally efficient MoDem-CoDec combinations
when compared to the single-band configurations. When finding combinations of MoDem,
CoDec and MTMR configurations for a fair comparison, the configurations used must be
realizable based on our MoDem-CoDec codebook that will be developed in Section 5.1, and
the MoDem-CoDec combination for both single-band and multi-band configurations should
be either both coded or uncoded. In Tables 4.1 and 4.2, the comparable configurations have
been highlighted.

For the 2x2 system in Table 4.1, the full-rate, Alamouti code can be used for the STBC
system, so there is no required increase in spectral efficiency due to a space-time coding
rate loss. Also, with a 2x2 system, the Parallel SISO system is able to reduce its spectral
efficiency by half compared to the single-band diversity schemes.

In Table 4.2, special attention must be paid to the code rate of the Space-Time Block
Code used for systems with four transmit antennas. With a 4x4 system, since the maximum
STBC code rate is $R_c = \frac{3}{4}$, the STBC configuration requires higher spectral efficiency than
the other single-band transmit diversity schemes to maintain the same throughput. As was
the case for the 2x2 system, the Parallel SISO configuration can now reduce its spectral
efficiency further while maintaining the equivalent throughput. We can see that due to
Table 4.1: Throughput and Spectral Efficiency for MTMR Approaches, 2x2

<table>
<thead>
<tr>
<th>Throughput bps/(sub - streams × Hz)</th>
<th>BF bps/Hz</th>
<th>SelTX bps/Hz</th>
<th>STBC bps/Hz</th>
<th>P siso bps/Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.17</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.33</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>0.67</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>1.13</td>
</tr>
<tr>
<td>2.67</td>
<td>2.67</td>
<td>2.67</td>
<td>2.67</td>
<td>1.33</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>2.25</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

the choices in the MoDem-CoDec configuration and the space-time coding rate, that the number of valid comparisons that maintain the same throughput and are either all coded or all uncoded have been vastly reduced and that the comparisons would have to be done at different levels of throughput for a comparison of Beamforming, TX Selection and Parallel SISO as they would have to be for a comparison between STBC and Parallel SISO. While the comparisons were investigated to validate the work in this chapter, the 4x4 comparisons are not shown here since no single set of plots could contain all configurations simultaneously.
Table 4.2: Throughput and Spectral Efficiency for MTMR Approaches, 4x4

<table>
<thead>
<tr>
<th>Throughput bps/(sub-streams × Hz)</th>
<th>BF bps/Hz</th>
<th>ScTX bps/Hz</th>
<th>STBC bps/Hz</th>
<th>Psiso bps/Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.44</td>
<td>0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.67</td>
<td>0.89</td>
<td>0.125</td>
</tr>
<tr>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.89</td>
<td>0.17</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.33</td>
<td>1.33</td>
<td>0.25</td>
</tr>
<tr>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>1.78</td>
<td>0.33</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>2.00</td>
<td>0.38</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.67</td>
<td>0.50</td>
</tr>
<tr>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>3.00</td>
<td>0.56</td>
</tr>
<tr>
<td>2.67</td>
<td>2.67</td>
<td>2.67</td>
<td>3.56</td>
<td>0.67</td>
</tr>
<tr>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>4.00</td>
<td>0.75</td>
</tr>
<tr>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>5.33</td>
<td>1.00</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>6.00</td>
<td>1.13</td>
</tr>
<tr>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>8.00</td>
<td>1.50</td>
</tr>
</tbody>
</table>

### 4.3 Scheduler Approaches

In the single-band case, the frequency band can be chosen to simply maximize SNR, but for the multi-band approach, the problem is much more difficult. Even for a small number of transmit and receive antennas, and unoccupied frequencies, there are a huge number of possible ways to assign these resources, and thus a scheduler must be designed to perform this task.

Before discussing scheduler approaches, we note that the solution space consists of an array whose dimensions are defined by the number of transmitting and receiving elements.
(or sources and sinks) and by the number of unoccupied or unassigned channels. These variables are labeled $N_t$, $N_r$ and $N_c$ respectively. A single assignment consists of a transmitter, a receiver and an available channel and a complete solution consists of $N_t$ simultaneous assignments within the solution space. Since no sources may share channels, they also may not share sinks and thus a complete solution may be visualized as a set of $N_t$ disjoint elements in the solution space array. Obviously, the number of potential sinks and available channels are lower bounded as $N_t \leq N_r$ and $N_t \leq N_c$, and potentially the final solution may consist of fewer assignments within a solution than there are sources, but for this work, it is assumed that every source is assigned in every solution.

Because each assignment utilizes a different frequency, the assumption is made that each assignment is also interference-free from the other assignments within a solution. Without interference, the assignments are merely associated with the appropriated channel gain for a particular grouping of transmitter, receiver and unoccupied frequency band and their individual performance is determined by the absolute value of those complex-valued gains. Finally, transmitter powers are assumed to be equal for each source, the noise powers are equal for each sink.

Now that the solution space is defined, the two main approaches evaluated for finding solutions to the problem of multi-channel, multi-antenna resource allocation can be considered. The first goal of the scheduler for the proposed multi-band technique is that the solution should maximize energy efficiency. That is, assuming the signaling scheme is equivalent across all assignments within a solution, the average Symbol Error Rate (SER) and
Bit Error Rate (BER) must be minimized. The second goal for the scheduler is that it be computationally efficient and it’s complexity must not increase too quickly as the solution space gets larger. That is, as $N_t$, $N_r$ and/or $N_c$ increase, the time to find the solution should increase as slowly as possible. As will be shown, achieving either of these goals is not difficult, but achieving them simultaneously presents a challenge.

The first approach, which is called $max - max$, is an iterative assignment method which seeks to maximize the channel gain for each subsequent assignment until a solution is completed. On the first iteration, the maximum channel gain is chosen and the associated source, sink and channel are synchronized to the same frequency and the remaining assignments that are associated with those resources are stricken from the solution space. In subsequent iterations, the maximum gain is chosen from the surviving elements and its associated resources are assigned and removed from further iterations in the same manner. This process continues until all the sources or transmitting elements are assigned and the solution is complete. Although this method results in the first assignment having an excellent channel with high probability, subsequent assignments are impacted by the reduction in available assignments until the final assignment is made. For small solution spaces, this method results in a solution where the final assignment made has a very high probability of using a very poor channel. For systems where $N_r >> N_t$ and/or $N_c >> N_t$ the effect is less severe. However, when $N_r = N_t$ and $N_c = N_t$, there exists only one possible assignment on the last iteration, thus maximizing the probability of a poor channel for at least one assignment within the solution.
The benefit of the $max - max$ based scheduler is its simplicity. The algorithm, while operating on a reduced number of assignments on each iteration, must only find the maximum gain element within the solution space each time and the number of iterations is equal to the number of sources or transmitters that must be assigned. Thus it meets the goal for minimizing the time to solution. The goal of maximizing energy efficiency, however, is not met since the SER and BER performance will be dominated by the poorest performing assignment in the solution and with at least one poor channel assignment, the overall performance will be severely degraded. While increasing the number of receivers or available channels sufficiently may counteract this concern, it can not be guaranteed that radio and/or network resources will always be greater than the minimum number required.

The second approach, which is called $max - min$ is also iterative, but it considers complete solutions and seeks to maximize, from smallest to largest, the gains for each assignment within a solution. While a new and reduced complexity implementation will be discussed in 4.8, as originally implemented, the first iteration of the $max - min$ scheduler assembles a complete solution consisting of $N_t$ assignments. The first solution merely consists of the the first transmitter and receiver being assigned to the first available band, the second transmitter-receiver pair on the second available band and so on with each assignment disjoint from the others. On each subsequent iteration, the scheduler finds the next permutation of the solution by changing a single assignment and compares the resulting solution to the existing one. If the subsequent solution improves any of the assignment gains without decreasing any of the smaller gains within the solution, the potential solution is updated
with the current one. If, however, none of the assignment gains are improved, at least one gain is improved but a smaller gain is further decreased, or no gains are improved and at least one is decreased, the current solution is discarded and the scheduler moves on to the next permutation and this continues until all possible solutions are exhaustively evaluated. The resulting solution will consist of a set of $N_t$ assignments where no assignment can be improved without decreasing a lower order assignment gain within the solution.

In Figure 4.1, below, the $max - max$ and $max - min$ schedulers are compared by showing the distributions of the gains for each assigned sub-stream. As can be seen, the while the maximum gains achieved by the $max - min$ scheduler are not as high as those for the $max - max$ scheduler, the weighting of the distribution for the worst gain is far better. This effect is mitigated as the number of available channels, $N_c$ is increased further, while the disparity is magnified as spatial correlation is decreased. Since it is the distribution of the worst gain which will ultimately dominate performance, this gives a visual demonstration of the importance of the $max - min$ scheduler for a multi-antenna, multi-band system using transmitters with equal power and all using the same constellation size.
Figure 4.1: Distributions of Sub-stream Gains for Max-Min and Max-Max, Correlated

(a) $\text{max} - \text{min}, N_c = N_t$, High Correlation  
(b) $\text{max} - \text{min}, N_c > N_t$, High Correlation

(c) $\text{max} - \text{max}, N_c = N_t$, High Correlation  
(d) $\text{max} - \text{max}, N_c > N_t$, High Correlation

Figure 4.1: Distributions of Sub-stream Gains for Max-Min and Max-Max, Correlated

In Figure 4.2, below, the spatial correlation is removed and the effect is even more dramatic, compounding the importance of the appropriate scheduling.
The benefit of the $\text{max} - \text{min}$ based scheduler is the guaranteed optimal energy efficient solution for uncoded transmission with equal-power and equal constellations on each transmit antenna. This method minimizes the BER, from worst to best, of each assign-
ment, thus eliminating the concern of one assignment’s performance dominating the overall performance. While the best assignment in a $\text{max} - \text{min}$ solution will likely have poorer gain and performance than the best (first) assignment made in the $\text{max} - \text{max}$ scheduler, it still contributes far fewer errors than the worst assignment and thus does little to limit the average error performance of the overall solution.

While the energy efficiency goal is met by the $\text{max} - \text{min}$ scheduler, the penalty for such performance is paid in its complexity. The number of solutions grows very quickly with increasing dimensionality of the solution space and thus the number of solutions this scheduler must evaluate (and subsequently, the time to solution) grows at an equal rate. Since guaranteed optimal performance is desired, it is not desirable to eliminate evaluating available channels or receivers, or limit the number of transmitters in the global solution. However, since the dimensionality of the solution space can not be limited, an acceptable time to solution with increasing radio and network resources can not be guaranteed. To illuminate the complexity issue for the $\text{max} - \text{min}$ scheduler, the number of solutions in terms of the solution space dimensions is defined in Equation 4.1 where $N_s$ is the number of potential solutions and a few data points are listed in Table 4.3 for relatively small solution spaces.

$$N_s = \prod_{i=0}^{N_t-1} (N_r - i)(N_c - i)) \quad (4.1)$$

The performance of $\text{max} - \text{max}$ and $\text{max} - \text{min}$ schedulers for an $N_t = 2, N_r = 2$ system are compared as the number of available channels is increased, $N_c = 2, 4, 8$ in Figures 4.3, 4.4.
Table 4.3: Solutions for Small Spaces

<table>
<thead>
<tr>
<th>$N_c \backslash N_t \times N_r$</th>
<th>2 × 2</th>
<th>4 × 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>576</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>2880</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>8640</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>20160</td>
</tr>
<tr>
<td>8</td>
<td>112</td>
<td>40320</td>
</tr>
</tbody>
</table>

and 4.5, respectively. For this comparison, uncoded QPSK is used. For all solution space realizations for this work, the available channels are assumed to be i.i.d with no spectral correlation.

As can be seen, the $max - min$ scheduler is always superior to the $max - max$ scheduler. For both schedulers, performance improves with the availability of additional channels. More importantly, when available channel resources are limited, the difference in performance between the two schedulers is substantial. From this point on, a scheduler using the $max - min$ criteria is used for the multi-channel transmit diversity system called Parallel SISO.
4.4 Performance of Transmit Diversity Schemes

First, the performance of the four systems will be shown. For comparison, the equal power transmit diversity scheme that can be compared directly to Parallel SISO is STBC. Performance for beamforming and transmit selection diversity schemes will be compared as
well, with the caveat that they require additional PA flexibility and feedback information. Since a single-channel DSA was used for each of the single-channel, MIMO-based diversity schemes, their performances with respect to spatial correlation and rate of improvement with increasing number of available channels will also be of interest.

(a) 2 Bands, High Correlation

(b) 8 Bands, High Correlation
With a small number of channels and high spatial correlation ($\rho$), the results are exactly what would be expected. Beamforming, which requires CSIT and a flexible PA, outperforms the other schemes, followed by transmitter selection, STBC and finally Parallel SISO. Moving to a larger number of open channels with high correlation however, shows that Parallel SISO outperforms STBC by about 1 dB $E_b/N_0$. With a higher number of available channels and low spatial correlation, Parallel SISO not only outperforms STBC by about 2 dB $E_b/N_0$, but it is also beginning to outperform transmitter selection.

Given these results, it becomes desirable to have a system which automatically chooses the scheme which for a given channel, achieves the best energy efficiency. The metrics which make such decision-making possible are developed in the next section.
4.5 Developing Metrics For Adaptation

With the use of channel coding, it is desirable to know the exact gain and hence, distance properties of the codes being used. As the $R_c d_{free}$ metric, or channel code rate multiplied by its minimum free Hamming distance, provides the means to determine the asymptotic performance gain, it is implicit that this gain is only realized at arbitrarily low bit error rates and does not account for the weight spectrum of the code being used. Since the systems being evaluated are intended to operate around $P_b = 10^{-3}$, Monte-Carlo simulations were used to determine the equivalent $R_c d_{free}(BER = 10^{-3})$ or distance metric for the codes being used. Where $R_c d_{free}$ indicates the asymptotic performance gain, the equivalent $R_c d_{free}(BER = 10^{-3})$ is determined in order to find $d_{comp,code}$, or the compensation factor for the channel code. In Table 4.4, these realizable metrics are shown and the metric, $d_{comp,code}$ is introduced to convey the difference between the asymptotic gain and the gain seen at the operating point. Together, $R_c d_{free} d_{comp,code}$ reflects the actual performance gain from the channel code being used at the BER of interest.

To predict performance of the various schemes, the familiar equations for BER approximation are modified to account for the diversity gains commensurate with each system and to account for channel coding. The modified equations take the form below, with special care given to keep terms separate to enable their use in the adaptive algorithms that will be developed. In these equation, $d_{min}$ is the minimum Euclidean distance based on a normalized average signal power as shown in Table 2.1.
Table 4.4: FEC Free Distance Compensation

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$d_{free}$</th>
<th>$R_c d_{free}$</th>
<th>$R_c d_{free}(BER = 10^{-3})$</th>
<th>$d_{comp,code}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>6</td>
<td>4.5</td>
<td>2</td>
<td>0.45</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>7</td>
<td>4.7</td>
<td>2.28</td>
<td>0.485</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>10</td>
<td>5</td>
<td>2.7</td>
<td>0.54</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>16</td>
<td>5.3</td>
<td>3</td>
<td>0.57</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>22</td>
<td>5.5</td>
<td>3.1</td>
<td>0.56</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>34</td>
<td>5.7</td>
<td>3.2</td>
<td>0.56</td>
</tr>
</tbody>
</table>

$$P_{b,QPSK} = Q \left( \sqrt{d_{MIMO} - \frac{d_{min}^2}{2} R_c d_{free} d_{comp,code} \frac{E_b}{N_o}} \right)$$ (4.2)

$$P_{b,8-PSK} \approx \frac{1}{\log_2(M)}^2 Q \left( \sqrt{d_{MIMO} - \frac{d_{min}^2}{2} R_c d_{free} d_{comp,code} \frac{\log_2(M)E_b}{N_o}} \right)$$ (4.3)
The newly introduced distance and gain terms are defined for each of the transmit diversity systems below.

\[ d_{\text{MIMO,STBC}} = \sum_{j=0}^{N_t-1} \sum_{i=0}^{N_r-1} \frac{|h_{i,j}|^2}{N_t N_r} \]  

(4.6)

In Equation 4.7 below, \( \sigma_n \) are the singular values resulting from the decomposition of the MIMO channel matrix and \( \lambda_{\text{max}} \) corresponds to the maximum singular value.

\[ d_{\text{MIMO,BF}} = \left( \max \{ \text{diag}(\sigma_1, \sigma_2, ..., \sigma_{N_t}) \} \right)^2 = \frac{\lambda_{\text{max}}}{N_t} \]  

(4.7)
\[ d_{MIMO,TX_{sel}} = \arg \max_{j \in 0...N_t-1} \left\{ \sum_{i=0}^{N_r-1} \frac{|h_{i,j}|^2}{N_r} \right\} \] (4.8)

\[ d_{MIMO,Psiso,uncoded\text{and}2\text{or}3TX\text{coded}} = \min\{|h_{i_1,j_1,k_1}|^2 \ldots |h_{i_{N_t},j_{N_t},k_{N_t}}|^2\} \] (4.9)

\[ d_{MIMO,Psiso,ATX\text{orgreater},\text{coded}} = mean\{|h_{i_1,j_1,k_1}|^2 \ldots |h_{i_{N_t},j_{N_t},k_{N_t}}|^2\} \] (4.10)

Here, \(|h_{i_1,j_1,k_1}| \ldots |h_{i_{N_t},j_{N_t},k_{N_t}}|\) is the list of gains returned by the max-min scheduler.

As can be seen, two different distance metrics must be defined for Parallel SISO. For uncoded Parallel SISO or coded systems with fewer than 4 transmit antennas, the minimum gain will dominate performance and thus the pessimistic BER estimate will be based on the worst performing sub-stream. For Parallel SISO using coding and interleaving across the sub-streams and with at least 4 transmit antennas, the mean of the squares of the channel gains reflects the average of the SNRs on each of the sub-streams. This relationship was predicted by examining the distribution of the gains returned by the max – min which revealed small disparity between the maximum and minimum gains with larger arrays, in combination with the use of Side Information (SI), or channel gains experienced by the symbols and their respective bits, in the demodulator to produce the LLRs being fed into the Viterbi decoder.
4.6 Distance Metric-based Adaptation

In order to develop metrics that are attractive for implementation, and which do not rely on calculation of actual BER at run-time, the desired BER for operation is defined beforehand to determine the argument under the radical in the Q function for each of the BER equations shown earlier. Setting a desirable BER of $10^{-3}$, the BER equations are solved to find this argument for each of the constellations to be used. In Table 4.5 below, the arguments under the radical required to achieve the goal BER for each constellation are listed. For convenience, this will be called $d_{req}$, or the required overall distance for the particular multi-antenna scheme, constellation, code rate and $\frac{E_b}{N_0}$.

<table>
<thead>
<tr>
<th>Constellation</th>
<th>$d_{required}$ for $P_b = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK</td>
<td>9.54</td>
</tr>
<tr>
<td>8−PSK</td>
<td>8.81</td>
</tr>
<tr>
<td>16−QAM</td>
<td>9.02</td>
</tr>
<tr>
<td>64−QAM</td>
<td>8.56</td>
</tr>
</tbody>
</table>

Now, terms are combined and the equations are simplified to make them in terms of SNR rather than $\frac{E_b}{N_0}$ and will reflect the actualized distance. Using $SNR = d_{MIMO} \frac{\log_2(M)E_b}{N_0}$, the
actual distance, $d_{\text{actual}}$ is expressed below in 4.11.

$$d_{\text{actual}} = R_c d_{\text{free}} d_{\text{comp, code}} d_{\text{min}}^2 \frac{SNR}{2}$$ (4.11)

Next, a decision statistic is defined to express the relative performance expected from each potential multi-antenna scheme.

$$z_{\text{MIMO}} = \frac{d_{\text{actual}}}{d_{\text{required}}}$$ (4.12)

The expected performance can be determined from a single statistic for each multi-antenna scheme. When $z_{\text{MIMO}} < 1$, the expected BER will not meet the desired constraint, but when $z_{\text{MIMO}} \geq 1$, the particular multi-antenna scheme, with its respective code rate and constellation can be expected to perform as desired.

Finally, since the main goal of this work is to choose the most robust scheme, it can be chosen on the basis of $\max\{z_{\text{MIMO,1}}, \ldots, z_{\text{MIMO,n}}\}$. When CSIT is not available and there is no transmitter specific feedback, the decision would be made based on choosing between STBC and Parallel SISO as in Equation 4.13.

$$z_{\text{MIMO, adaptive}} = \max\{z_{\text{MIMO,STBC}}, z_{\text{MIMO,Psiso}}\}$$ (4.13)

When the equal power constraint is removed and the feedback channel is augmented to provide transmit antenna selection, the choice is made according to Equation 4.14.

$$z_{\text{MIMO, adaptive}} = \max\{z_{\text{MIMO,STBC}}, z_{\text{MIMO,Psiso}}, z_{\text{MIMO,TXsel}}\}$$ (4.14)
Finally, when there is no restriction on power allocation at the transmitter and full CSIT is assumed, the decision is made according to Equation 4.15.

\[ z_{MIMO,\text{adaptive}} = \max\{z_{MIMO,STBC}, z_{MIMO,P\text{siso}}, z_{MIMO,TX\text{sel}}, z_{MIMO,BF} \} \] (4.15)

Using the metrics shown above an adaptation algorithm can be made to choose, using SNR and the constellation and code rate distances, the scheme which will yield the smaller BER.

In Figure 4.7, both the original systems and three new adaptive curves are shown on each plot according to the metrics that have been established. From the plots, the adaptive system limited to equal power for each element, without explicit information about the channel or the number of available bands and without computing BER at run time, is able to choose the best scheme on a channel and SNR basis. Although it is not a fair comparison, the adaptive systems which are allowed to consider transmit selection and beamforming as well are able to choose correctly. In the case of beamforming though, there is not much to choose from since beamforming is generally so much better performing than the other schemes. In the channel with only two bands and high spatial correlation, the equal power adaptive system actually outperforms both the systems from which it chooses because when the schemes being considered are close enough, the left hand tail of the poorer performer weights the overall distribution towards lower required \( E_b/N_0 \). In the case where there are many more open frequency bands than required, the adaptive system which considers the equal power schemes plus the transmit selection actually outperforms those three schemes because of the
overlapping distributions. Only in the case with low spatial correlation and a greater number of available frequencies does the equal power adaptive system perform a fraction of a decibel worse than the best scheme, due to the pessimistic BER metric for transmit arrays using coding with fewer antennas.

Figure 4.7: Multi- and Single-Channel DSA and Adaptation, 2x2, Coded
4.7 Trends with Larger Arrays

When considering energy efficient configurations for multi-antenna systems with more antennas, there are several trends to consider. For single-channel systems, the diversity gains decrease with each additional diversity branch, and for the same system, the Parallel SISO system is permitted to use additional channels, requiring constellations with fewer and fewer points to maintain a constant throughput. Also, as the parallel SISO system is allowed to use smaller constellations, it is operating closer to the region of the channel capacity curve where incremental increases in SNR yield greater increases in capacity. Finally, in the case of equal power transmit diversity systems, as mentioned in Chapter 2, as the number of transmit antennas increases, the code rate for STBCs decreases from $R = 1$ for 2 transmit antennas, to $R = \frac{3}{4}$ for 3 and 4 transmit antennas, and finally to $R = \frac{1}{2}$ for 5 or more transmit antenna. The decreasing rate of STBCs with number of transmit antennas further compounds the required spectral efficiency of a single-band system to equal the throughput of a multi-channel configuration of the same system. These factors considered, the bandwidth expansion factor of the parallel SISO system allows it to increase the margin of performance over the single-channel equivalent. This is of course, an intuitive result, as bandwidth expansion is expected to yield improvements in energy efficiency. The key to making this trend possible for multi-channel, multi-antenna resources, is the scheduler used to allocate resources.
4.8 Fast Implementation of the max - min Scheduler

Having finished the discussion of energy efficient configuration of multi-antenna systems and having established the importance of the max - min scheduler for multi-band energy efficiency, a more computationally efficient implementation that was developed to address the potential problems with the time to solution will be discussed. Ideally, increases in time to solution would be linear with the increases in sources, sinks and available channels, and it was quickly established that any attempt to streamline the process would have to yield the exact same solutions as the original implementation of the max - min scheduler but would have to search the solution space without evaluating each solution.

Since the main goal of the max - min scheduler is to eliminate the poorest gains from the final solution, the approach taken was to iteratively find the minimum gains, and puncture them from the solution space one by one. At each iteration, the new scheduler evaluates the surviving elements in the solution space to make sure that a solution is still possible once the puncture is made. If the puncture is not possible, the element remains and the scheduler resumes by evaluating the next smallest gain in the solution space. The scheduler continues this process until each gain is evaluated and punctured or left alone. By this process, the scheduler only evaluates $N_t$ by $N_r$ by $N_c$ elements. The punctured solution space is guaranteed to have at least one solution, but more importantly, contains a vastly reduced number of solutions which are now evaluated according to the max-min criteria. This non-linear approach results in the same final solution as the scheduler that evaluates the non-punctured solution space. The original and improved implementations were presented with 10,000
spatially uncorrelated and 10,000 spatially correlated channels and their ordered gains were compared numerically to assure equivalence. In Figure 4.8, below, the ordered gains from the exhaustive implementation were plotted on the y-axis against the ordered gains from each channel realization of the fast implementation on the x-axis. The \( \text{slope} = 1, \text{intercept} = 0 \) lines demonstrate visually the equivalence in solutions between the exhaustive and efficient implementations under varying spatial correlation and available channels.

(a) \( N_c = N_t \), High Correlation    
(b) \( N_c > N_t \), High Correlation
To demonstrate the efficiency of the new implementation, the scheduler was run for 10,000 realizations of a $N_t = 4$, $N_r = 4$ system, with $N_c = 4, 6, 8$. From Equation 4.1 and Table 4.3, the original $\text{max} – \text{min}$ scheduler must evaluate 576, 8,640 and 40,320 solutions for those same solution spaces.

As can be seen in Figure 4.9, this non-linear approach results in a distribution for the number of solutions that must be evaluated at the conclusion of the puncturing process. For the spaces shown here, not one trial resulted in more that 50 solutions requiring evaluation by the scheduler with most trials resulting in fewer that 10.

It was also desirable to consider the effect of spatial correlation between antennas, so the antennas of the transmitters and receivers were modeled as part of a linear array in a multi-path channel with very little angle spread, resulting in high correlation between the antenna elements. The same trials were performed with the solution space reflecting this
Figure 4.9: Distribution of Remaining Solutions After Puncturing, Low Spatial Correlation

Figure 4.10: Distribution of Remaining Solutions After Puncturing, High Spatial Correlation

high level of spatial correlation while leaving the available channels uncorrelated. The results are shown below in Figure 4.10.
Again, the drastic reduction in complexity with the efficient implementation of the \textit{max} – \textit{min} scheduler is evident. Though the distribution has changed, no trial resulted in greater than 40 solutions requiring evaluation. The change in distribution is caused by the correlation since elements the puncturing tends to focus on the channels where correlated elements are all affected by small gains, thus leaving other channels that are barely punctured and leaving a greater number of solutions including elements from the better channels.

To further demonstrate the improvement, and using Matlab implementations, the time to solution was evaluated and averaged over a large number of channel realization for both the original \textit{max} – \textit{min} method and the computationally efficient implementation while varying the size of the search space. The following plots compare the time to solution for the two implementations with $N_f = 4$ and $N_f = 8$ under low spatial correlation.

(a) Original, 4 Unoccupied bands

(b) Efficient, 4 Unoccupied bands
Figure 4.11: Comparison of Original and Computationally Efficient max-min Schedulers for Multi-Band Links

4.9 Robust Multi-Antenna Adaptation Conclusions

In this chapter, MTMR systems were examined in the context of their ability to achieve high levels of energy efficiency. Assuming a fixed throughput requirement, and taking into consideration CSIT availability and PA configurability, one novel multi-band and three single-band configurations were examined and characterized. Metrics were developed to predict the performance of each configuration and a method for automatic adaptive reconfiguration using these metrics and based on channel and network parameters was described. The metrics and adaptive algorithm were shown to be able to take CSIT and PA parameters into account, evaluate the metrics for the appropriate configurations and choose the best MTMR scheme which maximized energy efficiency. When the difference in performance between the avail-
able schemes was small enough, the adaptive algorithm was able to achieve better average performance than the individual schemes alone.
Chapter 5

Spectral Efficiency

To approach the problem of maximizing spectral efficiency of a MIMO system, additional metrics must be defined for the remainder of the MIMO configurations which are to be considered. While in Chapter 4, we considered diversity-only schemes and assumed that the SNR was too low to support spatial multiplexing, we now assume that the SNR varies over a wide enough range that spatial multiplexing scheme can be supported when spatial correlation becomes sufficiently small and SNR becomes sufficiently high. Specifically, the performance of spatial multiplexing schemes must be characterized as a function of system and channel parameters and developed into metrics which will allow the automatic selection of a MIMO scheme that will maximize spectral efficiency while meeting a BER a constraint. The adaptive systems will now consider only single-band MIMO schemes including both diversity and spatial multiplexing modes.
5.1 MoDem-CoDec Codebook Creation

First, because this level of adaptation will require the joint configuration of MoDem, CoDec and MIMO scheme, it will greatly simplify things to create the MoDem-CoDec configuration codebook first. The normalized minimum Euclidean distances and the distance metrics for the channel codes are used to generate the list of joint MoDem/CoDec configurations. Using the spectral efficiency and distance metrics for each combination of constellation and code rate, a list was generated and pruned so that for a decrease in spectral efficiency from one combination to the next, it is accompanied by a corresponding increase in energy efficiency. With QPSK, 8-PSK, 16-QAM and 64-QAM and convolutional codes with rates between $\frac{3}{4}$ and $\frac{1}{6}$ and their respective distances given by Tables 4.4 and 4.5, the unpruned list would potentially yield 28 combinations of MoDem and CoDec, many of which have overlapping spectral efficiencies. In Table 5.1 below, the possible spectral efficiencies for all possible combinations of MoDem and CoDec are shown before pruning. The pruned list contains only 13 total combinations which are guaranteed to effectively ‘surf’ the spectral efficiency-energy efficiency trade off.

Taking into consideration the code distance compensation factors $d_{\text{comp/code}}$ from Table 4.4, the required distances to achieve the desired BER for each constellation in Table 4.5, the constellation and code distances from Tables 2.1 and 2.2, respectively, and finally the spectral efficiencies from Table 5.1 above, the pruned list is generated as described above and shown in Table 5.2 below.

Beginning with the framework which was developed earlier, the metrics and adaptive
process will be a modified version of these metrics. For maximization of spectral efficiency, the single-band diversity schemes will be used in addition to the spatial multiplexing schemes which will be developed here. Again, the MIMO distance metrics for these single-band diversity approaches are listed in Equations 5.1, 5.2 and 5.3.

\[
d_{MIMO,STBC} = \sum_{j=0}^{N_t-1} \sum_{i=0}^{N_r-1} \frac{|h_{i,j}|^2}{N_t N_r}
\]

\[
d_{MIMO,BF} = \left(\max\{\text{diag}(\sigma_1, \sigma_2, ..., \sigma_{N_t})\}\right)^2 = \frac{\lambda_{\text{max}}}{N_t}
\]

\[
d_{MIMO,TXsel} = \arg \max_{j \in [0 .. N_t - 1]} \left\{ \sum_{i=0}^{N_r-1} \frac{|h_{i,j}|^2}{N_r} \right\}
\]
Table 5.2: Pruned MoDem-CoDec Codebook

<table>
<thead>
<tr>
<th>MoDem – CoDecIndex</th>
<th>Constellation</th>
<th>CodeRate</th>
<th>( \eta(\text{bps/Hz}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>QPSK</td>
<td>( \frac{1}{6} )</td>
<td>0.33</td>
</tr>
<tr>
<td>2</td>
<td>QPSK</td>
<td>( \frac{1}{4} )</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>QPSK</td>
<td>( \frac{1}{3} )</td>
<td>0.67</td>
</tr>
<tr>
<td>4</td>
<td>QPSK</td>
<td>( \frac{1}{2} )</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>QPSK</td>
<td>( \frac{2}{3} )</td>
<td>1.33</td>
</tr>
<tr>
<td>6</td>
<td>QPSK</td>
<td>( \frac{3}{4} )</td>
<td>1.5</td>
</tr>
<tr>
<td>7</td>
<td>QPSK</td>
<td>Uncoded</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>8 – PSK</td>
<td>( \frac{3}{4} )</td>
<td>2.25</td>
</tr>
<tr>
<td>9</td>
<td>16 – QAM</td>
<td>( \frac{2}{3} )</td>
<td>2.67</td>
</tr>
<tr>
<td>10</td>
<td>16 – QAM</td>
<td>( \frac{3}{4} )</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>16 – QAM</td>
<td>Uncoded</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>64 – QAM</td>
<td>( \frac{3}{4} )</td>
<td>4.5</td>
</tr>
<tr>
<td>13</td>
<td>64 – QAM</td>
<td>Uncoded</td>
<td>6</td>
</tr>
</tbody>
</table>

Predicting the performance for a multiplexing system is more difficult than for a diversity system because the distribution of the eigenvalues for a given MIMO channel realization is not constant, the smallest eigenmode typically dominates performance and in the case of BLAST-type systems, interference between the sub-streams makes it even more difficult to
predict the performance or interaction between the sub-streams. Since the gain metrics used
for multiplexing schemes are approximations, it is more important to develop additional
metrics to augment these to more closely predict performance. First, distance metrics which
reflect the error dominating performance of the worst sub-stream are defined for transmit
multiplexing that will be augmented by additional metrics that reflect the interaction of the
multiplexing scheme with the channel coding and the channel itself.

\[ d_{\text{MIMO,BLAST}} \approx \lambda_{\text{sub-streams}} \]  \hspace{1cm} (5.4)

\[ d_{\text{MIMO,svdMUX}} \approx \lambda_{\text{sub-streams}} \]  \hspace{1cm} (5.5)

In Equations 5.4 and 5.5, it must be noted that \( \lambda_1 \) is the strongest eigenvalue of \( HH^\dagger \),
where \textit{dagger} denotes the Hermitian, \textit{sub - streams} is the number of spatially multiplexed
sub-streams transmitted resulting in the use of \( \lambda_{\text{sub-streams}} \), and \( 1 \leq \text{sub - streams} \leq \min(N_t, N_r) \). Similar to the way the distance and decision metrics were generated in Chapter
4, the actual distance, \( d_{\text{actual}} \) for spatial multiplexing schemes will require an additional
term, \( d_{\text{diversity}} \), with the actual distance for spatial multiplexing schemes given by Equation
5.6. The decision metric for each configuration will be generated as it was in Chapter 4
according to Equation 5.7. Since \( d_{\text{diversity}} \) is only required to augment the MIMO distances
for multiplexing schemes, this term is not needed when computing the MIMO distance for
diversity schemes.


\[ d_{\text{actual}} = d_{\text{diversity, MUX}} d_{\text{MIMO}} R_c d_{\text{free}} d_{\text{comp, code}} \frac{d_{\text{min}}^2}{2} SNR \]  

(5.6)

\[ z_{\text{MIMO}} = \frac{d_{\text{actual}}}{d_{\text{required}}} \]  

(5.7)

The new, MIMO distance metric for the multiplexing schemes has been updated with the new term to reflect the augmentation approach that will be taken as described above. Before developing the multiplexing diversity distance augmentation, the BER constraint must once again be reflected in the definition of \(d_{\text{required}}\) for each constellation to be used. Since the goal will once again be \(P_b = 10^{-3}\), the values from Table 4.5 will be reused.

In the three regimes to be considered, the main factor distinguishing them is the information available at the transmitter. While the same issues with the PA configuration are still present as in Chapter 4, it is not as critical to focus on that point as it is for the difference in feedback information.

### 5.2 Space-Time Coding or Full Multiplexing

In the first system, or regime, the feedback channel carries only with it, the MoDem-CoDec codebook index and a bit to decide between full diversity and full multiplexing modes. For the MMSE BLAST-type multiplexing, the diversity distances, needed to first be found. Monte-Carlo simulation was that only way seen to do this. The actual, equivalent MIMO distances were found from taking the expectation of the required SNR to meet the target
BER constraint and then, the multiplexing diversity distances were found from solving for $\lambda_{\text{sub-streams}}$ which in this simple system, is just $\lambda_{\text{min}}$. It was found that this process had to be performed for each size array, each coding rate, and as a function of spatial correlation to reflect the amount of diversity available between the multiplexed sub-streams and the interaction with the channel code. In the tables, $\rho$ is the measure of the spatial correlation between neighboring antennas at either the transmitter or receiver, for this system, assuming the transmit and receive arrays are identical.

The three tables below (5.3, 5.4 and 5.5) were then compiled for use in an adaptive algorithm based on managing the resources for the system without CSIT or transmitter-specific feedback information.

Table 5.3: Uncoded Diversity Distance, BLAST, $10^{-3}$

<table>
<thead>
<tr>
<th>$N_t x N_r$</th>
<th>$0.90 \geq \rho &gt; 0.70$</th>
<th>$0.70 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2x2</td>
<td>3</td>
<td>2.1</td>
<td>1.5</td>
</tr>
<tr>
<td>4x4</td>
<td>4</td>
<td>2.8</td>
<td>2</td>
</tr>
</tbody>
</table>

In Table 5.4 and all the following tables for Spatial Codeword Diversity Distances, two seemingly contradictory trends emerge. On the one hand, the distance increases with decreasing code rate, while on the other hand distance decreases with smaller values of spatial correlation. While it tends to make sense that distance would increase with decreasing code rate, the distance decreases with correlation because we are using the minimum eigenvalue
corresponding to the number of spatially-multiplexed sub-streams as a basis for the multiplexing distance. As correlation decreases, the minimum eigenvalue increases, and thus, the diversity distance for codewords decreases with the decreases in disparity between the highest and lowest eigenvalues.

In the adaptive system, the final choice of configuration will be made on the basis of $z_{MIMO}$. When presented with a channel realization and SNR, the adaptive algorithm computes the minimum eigenvalue as shown, chooses the appropriate diversity distance, based on array size, code rate and spatial correlation and computes $d_{\text{actual}}$. Then, for each of the available combinations of MoDem, CoDec and MIMO scheme, $z_{MIMO}$ is computed. For configurations where $z_{MIMO} \geq 1$, the corresponding spectral efficiency is computed. Then, from the surviving configurations, the MoDem, CoDec and MIMO scheme are chosen to maximize
Table 5.5: Spatial Codeword Diversity Distance, 4x4, BLAST, 4 Sub-streams, 10^{-3}

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$0.95 \geq \rho &gt; 0.75$</th>
<th>$0.75 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>4</td>
<td>3.7</td>
<td>3.5</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>5</td>
<td>4.5</td>
<td>4</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>6.5</td>
<td>5.2</td>
<td>4</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>7</td>
<td>6.4</td>
<td>4</td>
</tr>
</tbody>
</table>

the computed spectral efficiency.

Figure 5.1: Performance of Adaptive MIMO without CSIT

(a) High Correlation

(b) Low Correlation

Figure 5.1: Performance of Adaptive MIMO without CSIT

In Figure 5.1, the capacity of the adaptive system is compared to both the channel
capacities and the full diversity and full multiplexing systems with adaptive MoDem and CoDec only. While not very interesting with high correlation, due to the channel’s inability to support full multiplexing, when the channel becomes less correlated, the channel capacity increases and the adaptive system is able to capture that by ’surfing’ over both diversity and multiplexing regimes.

![BER Performance of Adaptive System with No CSIT, High Correlation](a) High Correlation

![BER Performance of Adaptive System with No CSIT, Low Correlation](b) Low Correlation

Figure 5.2: BER Performance of Adaptive MIMO without CSIT

In Figure 5.2, the error performance of this adaptive system is shown. From the figure, we can see that the metrics allow the adaptive algorithm to do a very good job of meeting the desired BER for all but a small region of SNR in both the high and low spatial correlation regimes. With high correlation, the algorithm is somewhat pessimistic with low SNR leading to a much lower BER than required, which corresponds to the region where the capacity of the adaptive system is furthest from the channel capacity. With lower spatial correlation, the algorithm is somewhat pessimistic at both high and low levels of SNR, again corresponding
to larger differences between channel capacity and achieved capacity. These effects are most likely due to a limited number of constellations and code rates that were considered and would improve with a greater number of MoDem and CoDec options than were implemented.

5.3 TX Selection and Variable-Rate Multiplexing

When the feedback information is increased, handling transmitter selection information as well, the granularity between full diversity and full multiplexing systems is increased. Transmitter selection information allows the use, not just of transmit selection diversity, but also of reduced-rate multiplexing schemes.

First, Monte-Carlo simulations were again used to find the multiplexing diversity distances for each combination of array size, code rate and range of spatial correlation. The tables generated for reduced-rate multiplexing now accompany those previously found for full multiplexing.

Table 5.6: Uncoded Diversity Distance, BLAST, $10^{-3}$

<table>
<thead>
<tr>
<th>$N_t x N_r$, Sub-streams</th>
<th>$0.90 \geq \rho &gt; 0.70$</th>
<th>$0.70 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2x2, 2</td>
<td>3</td>
<td>2.1</td>
<td>1.5</td>
</tr>
<tr>
<td>4x4, 2</td>
<td>0.3</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>4x4, 3</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>4x4, 4</td>
<td>4</td>
<td>2.8</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 5.7: Spatial Codeword Diversity Distance, 4x4, BLAST, 2 Sub-streams, $10^{-3}$

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$0.95 \geq \rho &gt; 0.75$</th>
<th>$0.75 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>3</td>
<td>2.25</td>
<td>1.5</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>6</td>
<td>4</td>
<td>2.5</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>8</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>10</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.8: Spatial Codeword Diversity Distance, 4x4, BLAST, 3 Sub-streams, $10^{-3}$

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$0.95 \geq \rho &gt; 0.75$</th>
<th>$0.75 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>1.25</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>1.5</td>
<td>1.3</td>
<td>1.25</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>2</td>
<td>1.6</td>
<td>1.25</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>2</td>
<td>1.7</td>
<td>1.5</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>2</td>
<td>1.7</td>
<td>1.5</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>2</td>
<td>1.7</td>
<td>1.5</td>
</tr>
</tbody>
</table>
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Figure 5.3: Performance of Adaptive MIMO with Partial CSIT

With the new reduced-rate multiplexing, the system is able to 'surf' over the four curves of capacity from each of the MIMO schemes. From Figure 5.3, it is interesting to note that under high correlation, the 2 sub-stream approach is able to come closest to the channel curve since the channel isn’t yet completely rank deficient. Also, it is important to note that while the standard log-det formula for MIMO capacity was used for comparison, this assumption is not fully accurate since the feedback of transmitter selection data, carries with it implicit information about the channel back to the transmitter, thus some level of CSIT is present thereby enabling a level of power allocation across the transmit elements. For this reason, we have also included the MIMO capacity for systems with full CSIT for another means of comparison since the actual MIMO capacity for systems with partial CSIT would lie somewhere between the log-det capacity and the capacity for MIMO with full CSIT. It should be noted that while the difference between the two MIMO channel capacities is at its
greatest at low SNRs, the two channel capacities tend to converge at high SNRs, above the region shown here.

![BER Performance of Adaptive System with TX Selection, High Correlation](image1)
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Figure 5.4: BER Performance of Adaptive MIMO with Partial CSIT

Figure 5.4 shows the error rate performance for the adaptive system with transmitter selection and reduced rate spatial multiplexing. For this system, the metrics enable the adaptive algorithm to perform very well, only exceeding the desired BER in a small region in both high and low spatial correlation regimes. For both high and low correlation, the adaptive system performs very close to the desired BER over the broad range of SNR values.

5.4 Variable-Rate, Eigenmode Multiplexing

Finally, with full CSIT, beamforming and eigenmode multiplexing are enabled and the multiplexing diversity distances must again be found through Monte-Carlo simulation. One
distinguishing feature of eigenmode multiplexing over BLAST is that the lack of interference between sub-streams leads to the requirement only of finding the multiplexing diversity distances for coded systems since the smallest eigenmode used will contribute the overwhelming majority of errors when uncoded and thus leads to a very tight approximation.

Table 5.9: Spatial Codeword Diversity Distance, 2x2, SVD, 2 Sub-streams, $10^{-3}$

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$0.90 \geq \rho &gt; 0.70$</th>
<th>$0.70 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>3</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>3</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>10</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>10</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>12.5</td>
<td>5.5</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>15</td>
<td>6.5</td>
<td>3</td>
</tr>
</tbody>
</table>

In Figure 5.5, the adaptive scheme for the system with full CSIT is shown ‘surfing’ the capacities of all the configurations. Here, the MIMO capacity for systems with CSIT is used, for comparison. It should be noted that while CSIT does allow for the allocation of transmitted power across the eigenmodes according to their eigenvalues or spatial, it was originally decided for this work to keep the structure of the system the same as channel knowledge was varied. Consequently, the same constellation is used for each sub-stream and the use of spatial waterfilling would result in the weakest eigenmodes receiving less power.
Table 5.10: Spatial Codeword Diversity Distance, 4x4, SVD, 2 Sub-streams, $10^{-3}$

<table>
<thead>
<tr>
<th>$R_e$</th>
<th>$0.95 \geq \rho &gt; 0.75$</th>
<th>$0.75 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>1.5</td>
<td>1.4</td>
<td>1.25</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>1.5</td>
<td>1.4</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>1.5</td>
<td>1.4</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>2</td>
<td>1.6</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>2.5</td>
<td>1.8</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>6</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.11: Spatial Codeword Diversity Distance, 4x4, SVD, 3 Sub-streams, $10^{-3}$

<table>
<thead>
<tr>
<th>$R_e$</th>
<th>$0.95 \geq \rho &gt; 0.75$</th>
<th>$0.75 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>3</td>
<td>2.8</td>
<td>2.5</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>3</td>
<td>2.8</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>6</td>
<td>4.5</td>
<td>2</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>31</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>100</td>
<td>65</td>
<td>3</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>100</td>
<td>70</td>
<td>3.5</td>
</tr>
</tbody>
</table>
Table 5.12: Spatial Codeword Diversity Distance, 4x4, SVD, 4 Sub-streams, $10^{-3}$

<table>
<thead>
<tr>
<th>$R_c$</th>
<th>$0.95 \geq \rho &gt; 0.75$</th>
<th>$0.75 \geq \rho &gt; 0.5$</th>
<th>$0.5 \geq \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{3}{4}$</td>
<td>3</td>
<td>2.7</td>
<td>2.5</td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>30</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>60</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>300</td>
<td>63</td>
<td>6</td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>1000</td>
<td>85</td>
<td>12</td>
</tr>
<tr>
<td>$\frac{1}{6}$</td>
<td>10000</td>
<td>120</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 5.5: Performance of Adaptive MIMO with CSIT

and compounding the error dominating effect of the sub-streams transmitted on the weakest eigenmodes. With bit-loading or the use of different constellations for each sub-stream, spa-
tial waterfilling would also greatly improve the performance of a system with full CSIT. The system shown here uses equal power with equal-sized constellations for each sub-stream and uses the decoupled and interference-free nature of the eigenmodes to improve performance over the previous two systems. Again, it can be seen that the combined MoDem, CoDec and MIMO distance metrics enable the adaptive algorithm to evaluate the channel realization and SNR, to determine which joint configurations of MoDem, CoDec and MIMO scheme will satisfy the operating constraint, and is then able to maximize capacity by choosing among the eligible configurations. One interesting difference in this system’s performance from high to low spatial correlation is the vast improvement in the capacity for 2 sub-stream multiplexing. The low correlation combined with the 4x4 MIMO channel allows for a strong enough second eigenmode to support 2 sub-stream multiplexing at low SNRs.

![BER Performance of Adaptive System with Full CSIT](image)
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Figure 5.6: BER Performance of Adaptive MIMO with CSIT

Finally, in Figure 5.6, the error performance of the system with full CSIT is shown. The
system, like the one without any CSIT, is somewhat pessimistic in the highest and lowest regions of SNR, but performs very close to the desired BER on average. Again, this system would likely be able to more closely approach channel capacity and desired BER with a wider range of MoDem and CoDec options. Like the previous previous two systems, this one is also able to, on average, achieve the desired BER over a range of SNR and for high and low spatial correlation.

5.5 Rate Maximizing Adaptive MIMO Conclusions

In this chapter, the metrics and framework for adaptation of multi-antenna systems has been expanded to include the capacity maximization criteria. Additionally, a simple method for predicting the average performance of multiplexing systems using a distance factor in conjunction with a measure of the minimum eigenvalue is shown to work very well. The adaptation scheme needs only store a relatively small number of distance metrics and compute very few metrics to decide the appropriate configuration of MoDem, CoDec and MIMO scheme. Additionally, because the scheme isn’t based directly on performance of simulated curves, or direct calculation of predicted BER, and the distance metrics predict average BER, they could potentially be further tuned by the radio to reflect changing requirements in the confidence that the BER for any realization of the channel will achieve the desired BER rather than in the average sense. The system is compact, flexible and attractive in terms of its minimal requirements for storage and computation.
Chapter 6

Conclusion And Future Work

6.1 Conclusion

In this work, a novel, simplified, and intuitive approach to multi-antenna adaptation has been presented. The problem of adapting multi-antenna configuration jointly with MoDem constellation and FEC CoDec has been investigated for channels of variable SNR and spatial correlation.

Two distinct regimes were studied with metrics and adaptive algorithms proposed for each. In the first, the case where a frequency-channelized network with dynamically assigned, narrow band channels is considered. On a per-antenna equal-power, equal-rate constraint and configured to achieve equal throughput to the single-band alternative, a frequency-multiplexed, parallel SISO configuration of an MTMR system is a novel approach, and shown to be able to improve energy efficiency for certain channel and network parameters.
Appropriate schedulers for the allocation of multi-antenna, multi-channel resources were developed and evaluated for both optimality of energy efficiency and computational complexity. With the developed metrics, the adaptive MTMR system is shown to have energy efficiency superior to either the Parallel SISO or the traditional, MIMO-based diversity configurations alone.

The second, more traditional regime consists of a single, spatially correlated MIMO channel and a MTMR system which has the dual goal of maximizing spectral efficiency and not exceeding a maximum tolerable BER. In addition to variable spatial correlation and SNR, the availability of CSIT, feedback capabilities and PA capabilities are considered. The final system is able to adapt to channel and system variables, meet a BER constraint and achieve spectral efficiency which follows the MIMO capacity fairly closely over a broad range of SNR.

In both halves of the proposed work, the adaptive algorithms are able to achieve their goals using a simple, compact and intuitive set of metrics.

6.2 Future Work

Once this work was completed, several areas were identified as having potential for future work in order to further improve the adaptive scheme through additional capabilities. Firstly, since the non-CSIT schemes which have been studied so far consider only the cases where all power is allocated to one transmit antenna or equally across the elements in the transmit antennas, the allocation of data bits to sub-streams or power to sub-streams with consider-
ations given to full or per sub-stream interleaving and channel coding would yield a more complete characterization and potential improvement in the efficiency of adaptive schemes. Also, since we originally did not implement spatial waterfilling for the system with full, this would be considered implemented in conjunction with bit-loading in any future work. In addition, while the $\text{max} - \text{min}$ multi-antenna, multi-channel scheduler was shown to perform well for equal-power, equal-rate, frequency multiplexing in the energy efficiency regime, the $\text{max} - \text{max}$ scheduler may become a more attractive option, when the restrictions on per-antenna, per-sub-stream for equal power and rate are removed.

The work presented here only deals with the common quasi-static, block fading model. While this model is common and easier to characterize than a fast-fading model, it does not represent a complete scenario that an actual system might encounter in the real world. To reach a more complete and realistic perspective, a fast-fading model should be adopted and studied. In addition to the factors considered for slow-fading, performance will then also depend on the length of the codeword relative to the fading speed. Additionally, with fast fading, it would also be reasonable to investigate space-time waterfilling as a way to further improve performance.

Next, the impact of a multi-user network would need to be considered. While this is more of an entire research topic unto itself, the initial investigation could begin as a continuation of this work in the context of multi-user interference, augmentation of the metrics and an investigation of the robustness of the adaptive algorithms in the presence of interference. Also, in the context of multi-user, multi-flow networks, the individual node becomes but a
single relay in the fabric through which data flows from source to destination. In this light, the traditional capacity-diversity trade off transforms into a capacity-diversity-connectivity trade off in which a single, multi-antenna node may maintain more than one simultaneous link, capable of handling simultaneous, multiple flows with resources allocated amongst them.

Ultimately, this work is but a framework for the eventual and inevitable integration into a cognitive, network-deployed system. The rules developed here, in addition to the augmentations made by multi-user investigations will provide a collection of metrics which will act as a sort of inner-loop for configuration adaptation to operate within a longer-term, outer-loop of learning and pattern recognition. Together, the framework of rules and metrics, combined with the learning capabilities of a cognitive engine will lead to the superior performance of multi-antenna radios in the real world. While the rules and metrics will provide a context for learning more quickly and adapting the system to the particulars of its surroundings, they will also provide a kind of safety net for the system, should the environment undergo radical and/or uncharacteristic changes to which the cognitive engine has not been exposed. It is the hope that this work will lead to radios that once deployed, will learn more quickly in the field than what could could be ‘taught’ at the factory, and that they will achieve performance superior in actual use than what can be simulated in the lab.
Appendix A

ZF alg. in [42]

1. Initialization

   (a) \( i \leftarrow 1 \)

   (b) \( G_1 = H^+ \)

   (c) \( k_1 = \arg \min_j \| (G_1)_j \|^2 \)

2. Recursion

   (a) \( w_{k_i} = (G_i)_{k_i} \)

   (b) \( a_{k_i} = w_{k_i}^T y_i \)

   (c) \( \hat{s}_{k_i} = Q(a_{k_i}) \)

   (d) \( y_{i+1} = y_i - \hat{s}_{k_i}(H)_{k_i} \)

   (e) \( G_{i+1} = H_{k_i}^\perp \)

   (f) \( k_{i+1} = \arg \min_{j \notin \{k_{1}, \ldots, k_i\}} \| (G_{i+1})_j \|^2 \)

   (g) \( i \leftarrow i + 1 \)

MMSE alg. in [24]

1. Initialization

   (a) \( i \leftarrow 1 \)
(b) $G_1 = H^\dagger (HH^\dagger + \sigma^2 I_{N_r})^{-1}$

(c) $k_1 = \arg \min_j \| (G_1)_j \|^2$

2. Recursion

(a) $w_{ki} = (G_i)_{ki}$

(b) $a_{ki} = w_{ki}^T y_i$

(c) $\hat{s}_{ki} = Q(a_{ki})$

(d) $y_{i+1} = y_i - \hat{s}_{ki} (H)_{ki}$

(e) $G_{i+1} = H_k^\dagger (H_{ki}^{-1} - H_k^\dagger + \sigma^2 I_{N_r})^{-1}$

(f) $k_{i+1} = \arg \min_{j \notin \{k_1 \cdots k_i\}} \| (G_{i+1})_j \|^2$

(g) $i \leftarrow i + 1$
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