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ABSTRACT

Nowadays, an increasing number of computational systems are equipped with heterogeneous compute resources, i.e., following different architecture. This applies to the level of a single chip, a single node and even supercomputers and large-scale clusters. With its impressive price-to-performance ratio as well as power efficiency compared to traditional multicore processors, graphics processing units (GPUs) has become an integrated part of these systems. GPUs deliver high peak performance; however efficiently exploiting their computational power requires the exploration of a multi-dimensional space of optimization methodologies, which is challenging even for the well-trained expert. The complexity of this multi-dimensional space arises not only from the traditionally well known but arduous task of architecture-aware GPU optimization at design and compile time, but it also arises in the partitioning and scheduling of the computation across these heterogeneous resources. Even with programming models like the Compute Unified Device Architecture (CUDA) and Open Computing Language (OpenCL), the developer still needs to manage the data transfer between host and device and vice versa, orchestrate the execution of several kernels, and more arduously, optimize the kernel code.

In this dissertation, we aim to deliver a transparent parallel programming environment for heterogeneous resources by leveraging the power of the MapReduce programming model and OpenCL programming language. We propose a portable architecture-aware framework that efficiently runs an application across heterogeneous resources, specifically AMD GPUs and NVIDIA GPUs, while hiding complex architectural details from the developer. To further enhance performance portability, we explore approaches for asynchronously and efficiently
distributing the computations across heterogeneous resources. When applied to benchmarks and representative applications, our proposed framework significantly enhances performance, including up to 58% improvement over traditional approaches to task assignment and up to a 45-fold improvement over state-of-the-art MapReduce implementations.
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Chapter 1

Introduction

Over the past few years, the graphics processing unit (GPU) has become a commodity component of most computers. The success of the GPU as a computing resource comes from its low cost, high computing power, and power efficiency compared to multicore CPUs. Nowadays, we are moving towards greater heterogeneity along all levels of computing. At the level of a single chip, fusing the CPU and the GPU on a single chip with one shared global memory is a reality e.g., AMD Fusion [6], Intel Xeon Phi [38], and Nvidia’s Tegra chip [61] for mobile phones which combines ARM processors with GeForce graphics cores. At the level of a single node, the integration of heterogeneous computing resources including traditional multicore CPU and accelerators such as GPUs in a single node has become mainstream [78]. The heterogeneity even spans up to the level of supercomputers and clusters. For the June 2012 list of the The TOP500 list [85], the fifth supercomputer is built from Intel Xeon X5670 CPUs and NVIDIA 2050 GPUs. In addition, the National Science Foundation announced HokieSpeed [10], a supercomputer consisting of 200+ GPU-accelerated nodes. Each of the nodes is equipped with a dual socket Intel X5645 6C 2.40 GHz CPU and 2 NVIDIA Tesla M2050/C2050 GPUs (Fermi). This configuration enabled HokieSpeed to debut as the greenest commodity in the U.S. on the Green500 in November 2011. These
Emergent systems provide the necessary computing power required by high-performance computing (HPC) applications from diverse domains including scientific simulation [22], bioinformatics [75, 54], image analysis [26], and databases [60, 65].

Although several researchers have reported tremendous speedups from porting their applications to GPUs, harnessing the power of heterogeneous resources is still a significant challenge. This is largely attributed to the complexities of designing optimized code for heterogeneous architectures as well as the partitioning and scheduling of the computation among these resources.

In this dissertation, we propose a framework for efficiently exploiting the computing power within and across heterogeneous resources. Our overarching goal is to deliver a transparent parallel programming environment for heterogeneous resources. Towards achieving this goal, we adopt a three-step approach. The first step involves developing a portable framework across different compute resources including multicore CPUs and accelerators such as NVIDIA GPUs, AMD GPUs, APUs, Cell, and FPGA. In particular, the developer should write his code once, and then the framework transparently exploits the architecture details of different devices to efficiently run this code. Letting these heterogeneous resources working together to accelerate an application requires careful distribution of the computation. Thus, in the second step, we focus on developing an efficient workflow that concurrently distributes the computation among heterogeneous resources. Furthermore, since different applications have different computing patterns and input/output characteristics, the framework should dynamically identify the combination of resources that is best suited for the target application based on its characteristics. Finally, in the third step, a performance model should be derived to estimate the execution time of the application based on its computing and input/output characteristics as well as the capabilities of the heterogeneous devices. Based on this model, the framework should adaptively choose the appropriate set of resources to execute a given application. In this dissertation, we leverage the power of the MapReduce
programming model to address the first and second steps. We leave the third step for future work. For the first step, our case study focuses on the portability across AMD GPUs and NVIDIA GPUs.

In the rest of this chapter, we provide the necessary context for understanding the research performed in this dissertation. Specifically, Section 1.1 and 1.2 discuss the problems that we seek to address, the research objectives, and the research contributions we make to address the above first and second steps, respectively. Section 1.3 outlines the remainder of this dissertation.

1.1 Portable Architecture-Aware MapReduce Framework

1.1.1 Problem Statement

Fully exploiting the computational power of a graphics processing unit is a complex task that requires exploring a multi-dimensional space [62, 8, 54, 73, 72], including proper adjustment of the number of threads executing a kernel, making use of low-latency memories, e.g., local memory and registers, avoiding divergence, coalescing memory accesses, using vector types, and so on. This task is further exacerbated by the complexity of debugging and profiling GPU kernels.

Although all graphics processors share the same high-level architecture i.e., made up of several compute units, where each unit contains multiple processing elements executing in a SIMD fashion, in addition to a hierarchical memory system, GPUs from different vendors have their own characteristics. For example, the AMD GPU that we study adopts vector cores instead of scalar ones. It also has two memory paths with significantly different band-
width; each specialized in handling specific memory transactions. Additionally, it contains only one branch unit per processing element. Considering these subtle architecture details is crucial for designing efficient code. Generally, different optimization methodologies [54] have to be explored for different devices, thus complicating the task of designing an optimized code for heterogeneous resources.

Programming models such as NVIDIA’s Compute Unified Device Architecture (CUDA) and Open Computing Language (OpenCL) facilitate GPU programming. Although these programming models enhance the programmability of GPUs, the developer still needs to manage the data transfer between host and device and vice versa, orchestrate the execution of several kernels, and more arduously optimize the kernel code. Higher-level programming models like MapReduce can help to mask a lot of these complexities. It shows great success in hiding complexities of programming large scale clusters of thousands of commodity computers [41, 1]. Currently, there are several MapReduce implementations targeting other systems [68, 17, 12], however all of them focus on multicore CPUs and NVIDIA GPUs. We lack a MapReduce framework that targets parallel computing devices more generally, e.g., CPUs, AMD GPUs and NVIDIA GPUs, while still delivering performance portability across other heterogeneous devices, such as NVIDIA GPUs.

1.1.2 Methodology and Contribution

Our objective is three-fold: (1) facilitate programmability of heterogeneous resources, (2) efficiently exploit the computing power of heterogeneous resources, and (3) deliver functional and performance portability across heterogeneous architectures. To achieve these goals we leverage the MapReduce programming model and OpenCL programming language to design and develop an efficient and portable framework across different resources. The MapReduce programming model [41] offers high-level APIs to express the functionality of an applica-
tion and hide the architectural details of the underlying system, thus achieving the first goal. Currently, OpenCL has been adopted by many processor vendors [8, 63, 34, 19], so developing our framework using OpenCL achieves the portability goal. This portability is just functional portability. To ensure performance portability, we propose and implement efficient architecture-aware techniques to execute the MapReduce tasks. First, we consider the architectural details of AMD GPUs since these GPUs have not been studied before in the context of MapReduce, then we further optimize our framework to work efficiently on other devices as well, such as NVIDIA GPUs.

In particular, we investigate the applicability of the state-of-the-art MapReduce designs to AMD GPUs. These MapReduce designs depend on executing atomic-add operations to coordinate output writing from thousands of concurrently running threads. Our investigations show that using global atomic operations can cause severe performance degradation on AMD GPUs i.e., up to 69.4-fold slowdown [8]. This is attributed to the fact that including atomic operations in the kernel forces all memory transactions in this kernel to follow a slow memory path rather than a fast one. So the designed framework should completely avoid the use of global atomic operations. Consequently, we design and implement [50] a software-based atomic operation that does not impact the used memory path. Using this software atomic operation, we implement a MapReduce framework that behaves efficiently and significantly outperforms state-of-the-art MapReduce implementations on AMD GPUs. The main shortcoming of the proposed software-based atomic is that it supports applications running limited number of threads.

To address the limitation of the proposed software-atomic operation, we propose and implement an atomic-free design for MapReduce, StreamMR [51], which can efficiently handle applications running any number of threads. We introduce several techniques to completely avoid the use of atomic operations. Specifically, the design and mapping of StreamMR provides efficient atomic-free algorithms for coordinating output from different threads as
well as storing and retrieving intermediate results via distributed hash tables. StreamMR also includes efficient support of combiner functions, a feature widely used in cluster-based MapReduce implementations but not well explored in previous GPU-based MapReduce implementations. StreamMR significantly outperforms the state-of-the-art implementation of MapReduce, e.g., up to 45-fold faster than MapCG on AMD GPUs. We further optimize StreamMR [48] to work efficiently on other heterogeneous devices that do not suffer from the penalties associated with the use of atomic operations, e.g., NVIDIA GPUs. Specifically, we propose a mechanism for improving the scalability of the reduce phase with the size of the intermediate output. With the highly scalable reduce phase, StreamMR outperforms MapCG on a NVIDIA GPU by up to 3.5-fold speedup.

1.2 Optimized MapReduce Workflow

1.2.1 Problem Statement

The traditional approach [41] for scheduling the map and reduce tasks across resources is to force a barrier synchronization between the map phase and the reduce phase. So, the reduce phase can only start when all map tasks are completed. There are several cases where this barrier synchronization can result in serious resource underutilization. First, when distributing the computation across heterogeneous resources whether within node or across nodes, it is highly expected that the faster compute resources will finish their assigned map tasks earlier, but these resources cannot proceed to the reduce processing until all the map tasks are finished, thus wasting resources. Second, since different resources are appropriate for different computations i.e., sequential code is suitable for CPU, while data-parallel code is suitable for GPU, so for efficient execution of the map and reduce computation, we may end up scheduling the map computation on one resource i.e., GPU, and the reduce computation
on another resource, i.e., CPU, which leaves the CPU unutilized during the map phase. Even in homogeneous environments, we have noticed that a compute node/resource may not be fully utilized by the map processing due to the fact that a map task alternates between computation and data accessing. Based on the above, we have explored other approaches for scheduling the map and reduce tasks across resources.

1.2.2 Methodology and Contribution

We aim at improving the resource utilization by efficiently distributing the map and reduce tasks across the heterogeneous resources. Our solution starts by initially assigning the map tasks to the resources, and then improving the resource utilization through overlapping the computation of the map and reduce phases. Specifically, we propose two approaches to cope with such heterogeneity [49]. The first proposed approach is the hierarchical reduction, which overlaps map and reduce processing at the inter-task level. It starts a reduce task as soon as a certain number of map tasks complete and aggregates partially reduced results following a tree hierarchy. This approach can be effective when there is enough overlap between map and reduce processing. However, it has some limitations due to the overhead of creating reduce tasks on the fly, in addition to the extra communication cost of transferring the intermediate results along the tree hierarchy. To cope with this overhead, we proposed an incremental reduction approach, where all reduce tasks are created at the start of the job, and every reduce task incrementally reduces the received map outputs. Both approaches can effectively improve the MapReduce execution time. The incremental reduction approach consistently outperforms hierarchical reduction and the traditional synchronous approach. Specifically, incremental reduction can outperform the synchronous implementation by up to 58%. As a part of this investigation, we derive a rigorous performance model that estimates the speedup achieved from each approach.
1.3 Organization of the Dissertation

The rest of this dissertation is organized as follows: in Chapter 2, we present some background and discuss the related work. In Chapter 3, we present our investigations towards developing MapReduce implementation for AMD GPUs. In Chapter 4, we propose StreamMR, across-platform MapReduce implementation optimized for heterogeneous devices. We explore two different approaches for distributing map and reduce tasks among different resources in Chapter 5. In Chapter 6, we conclude the dissertation. Finally, we discuss potential future projects in Chapter 7.
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Chapter 2

Background and Related Work

2.1 GPU Architecture

All GPU devices share the same high-level architecture. They contain several SIMD units; each has many cores. All cores on the same SIMD unit execute the same instruction sequence in a lock-step fashion. All SIMD units share one high-latency, off-chip memory called global memory. Host CPU transfers the data to global memory through a PCI-e path. There is also a low-latency, on-chip memory that is shared by all cores in every SIMD unit named local memory. In addition to the local and global memory, there are two special types of memories i.e., image memory and constant memory that are also shared by all compute units. Image memory is a high-bandwidth memory region whose reads may be cached. Constant memory is a memory region storing data that are allocated/initialized by the host and not changed during the kernel execution. Access to constant memory is also cached. Below, we present the main differences between AMD and NIVDIA GPU architectures.
2.1.1 AMD GPU

For the AMD GPU, each core within the SIMD unit is a VLIW processor containing five processing elements, with one of them capable of performing transcendental operations like sine, cosine, and logarithm. So, up to five scalar operations can be issued in a single VLIW instruction. Double-precision, floating-point operations are executed by connecting two or four processing elements. Each core also contains one branch execution unit that handles branch instructions. This makes AMD GPUs very sensitive to branches in the kernel, whether divergent or not.

As shown in Figure 2.1, for the AMD Radeon HD 5000 series of GPUs, the local memory, Local Data Store (LDS), is connected to L1 cache. Several SIMD units share one L2 cache that is connected to the global memory through a memory controller. There are two independent paths for memory access: FastPath and CompletePath [8]. The bandwidth of the FastPath is significantly higher than the CompletePath. Loads and stores of data whose size is multiple of 32 bits are executed through the FastPath, whereas advanced operations like atomics and sub-32 bit data transfers are executed through the CompletePath.

Executing a memory load access through the FastPath is performed by a single vertex fetch (vfetch) instruction. In contrast, a memory load through the CompletePath requires a multi-phase operation and thus can be multiple times slower to the AMD OpenCL programming guide [8]. The selection of the memory path is done automatically by the compiler. The current OpenCL compiler maps all kernel data into a single unordered access view. Consequently, including a single atomic operation in a kernel may force all memory loads and stores to follow the CompletePath instead of the FastPath, which can in turn cause severe performance degradation of an application as discovered by our work [50]. Note that atomic operations on variables stored in local memory do not impact the selection of memory path.
2.1.2 NVIDIA GPU

For an NVIDIA GPU and Fermi in particular [64], each core within each SIMD unit contains two processing elements, one for executing integer operations, and another one for floating-point operations. Thus each core can perform one single-precision Fused Multiply Add (FMA) operation in each clock cycle and one double-precision FMA in two clock cycles. In addition, each SIMD unit has 4 Special Functions Units (SFUs) to handle transcendental and other special operations such as sine, cosine, and logarithm. Only four of these operations can be issued per cycle in each SIMD unit. So, compared to the AMD GPU, the NVIDIA GPU needs more cycles to execute double-precision, floating-point operations and special operations. Fermi GPU has a chip-level scheduler named GigaThread scheduler which enables Fermi to execute multiple concurrent kernels, a feature that is unique to Fermi GPU.
2.2 GPU Programming Models

GPUs are originally designed for data-parallel, graphics-based applications. However, the introduction of some programming models have made general-purpose computing on GPUs (i.e., GPGPU) possible [28]. These programming models are NVIDIA’s Compute Unified Device Architecture (CUDA)[62], AMD’s Brook [7], and OpenCL [31]. Here we present the most commonly used models.

2.2.1 CUDA

CUDA [62] is the first programming model proposed and developed by NVIDIA to support general-purpose computing on NVIDIA GPUs. It provides a set of extensions to C programming language to differentiate between the functions running on host and device. Using CUDA terminology, the device code is called a kernel and it must be launched to the device before execution. The kernel runs as a multithreaded program, with threads grouped into blocks. Each block is assigned to one SIMD unit; however a SIMD unit can run multiple blocks concurrently. A group of threads named warp is scheduled together; the scheduling of these warps to the physical SIMD units is done at runtime by CUDA thread scheduler. CUDA only supports synchronization between threads of the same block. To synchronize all threads, another kernel must be launched.

2.2.2 OpenCL

OpenCL [31] is a programming model that aims at supporting heterogeneous computing. It was initially developed by Apple, and then submitted to Khronos Group to develop its specification, which released in 2008. Currently, most major processor vendors released an OpenCL implementation for their products including NVIDIA[63], AMD[8], IBM[34], and
Intel[19]. For AMD GPUs, OpenCL becomes its main programming language.

Using OpenCL terminology, each thread of a kernel is called a *workitem* and executed on a single core. Multiple workitems are organized into a *workgroup*. One or more workgroups can run concurrently in a SIMD unit. The resource scheduler executes each workgroup as several *wavefronts* (a wavefront is similar to the warp concept in CUDA). To hide memory latency, it switches between the wavefronts whenever anyone is waiting for a memory transaction to complete. Also synchronization primitive is provided to synchronize threads in a single workgroup only.

### 2.3 MapReduce Programming Model

MapReduce is a high-level programming model aims at facilitating parallel programming by masking the details of the underling architecture. Programmers need only to write their applications as two functions: the *map* function and the *reduce* function. All of the input and outputs are represented as *key/value* pairs. Implementing a MapReduce framework involves implementing three phases: the *map* phase, the *group* phase, and the *reduce* phase. Specifically, the MapReduce framework first partitions the input dataset among the participating parties (e.g. threads). Each party then applies the map function to its assigned portion and writes the intermediate output (map phase). The framework groups all of the intermediate outputs by their keys (group phase). Finally, one or more keys of the grouped intermediate outputs are assigned to each party, which will carry out the reducing function and write out the result *key/value* pairs (reduce phase).

MapReduce was first proposed by Google [41] in 2004. It seeks to simplify parallel programming on large-scale clusters of computers. The success of MapReduce on porting scientific and engineering application to large-scale cluster motivated other MapReduce implementa-
tions on different platforms. In the following, we discuss different MapReduce implementations categorized based on the target platform.

2.3.1 MapReduce on Large-Scale Clusters

Several research efforts have been done to enhance the performance of the original MapReduce and add more functionality. In [69] a programming language named Sawzall was built over MapReduce framework. It aims at automatically analyzing a huge distributed data files. The main difference between it and the standalone MapReduce framework is that it distributes the reduction in a hierarchical topology-based manner. The reduction is performed first per machine, followed by reduction per rack, followed by final global reduction.

Furthermore, in [33], the authors believe that the original MapReduce framework is limited to be used with applications like relational data processing. So they presented a modified version of the MapReduce named MapReduceMerge framework which works exactly the same as the original framework, however the reduce workers produce a list of key/values pairs that are transmitted to the merge workers to produce the final output.

Moreover, Valvag et al. [87] developed a high-level declarative programming model and its underlying runtime, Oivos, which aims at handling the applications that require running several MapReduce jobs. This framework has two main advantages compared with MapReduce. First, it handles the overhead associated with such type of applications including monitoring the status and progress of each job, determining when to re-execute a failed job or start the next one, and specifying a valid execution order for the MapReduce jobs. Second, it removes the extra synchronization when these applications are executed using the traditional MapReduce framework, i.e., every reduce task in one job should complete before any of the map tasks in the next job can start.

Steve et. al. [76] realized that the loss of intermediate map outputs may result in a significant
performance degradation. Although using HDFS (Hadoop Distributed File System) improves the reliability, it results in considerably increasing the job’s completion time. As a result, they proposed some design ideas for a new intermediate data storage system.

Zahria et al. [52] proposed another speculative task scheduler named LATE (Longest Approximate Time to End) to cope with several limitations of the original Hadoop’s scheduler. It aims at improving the response time of the jobs by speculating the tasks that are expected to finish late. It is mainly applicable to heterogeneous environments or virtualized data centers like Amazon EC2 [4].

Condie et al. [86] extended the MapReduce architecture to work efficiently for online jobs in addition to batches. Instead of materializing the intermediate key/value pairs within every map task, they proposed pipelining these data directly to the reduce tasks. They further extended this pipelined MapReduce to support interactive data analysis through online aggregation, and continuous query processing.

### 2.3.2 MapReduce on Multicore CPUs

Phoenix [18] is the first implementation for MapReduce on small-scale multicore and multiprocessor systems. The Phoenix runtime system forces barrier synchronization between the map and reduce phases. It dynamically schedules the map and reduce tasks to the cores, thereby achieving balance among the cores. To enable locality, Phoenix adjusts the granularity of the map and reduce tasks so that the data manipulated by each task fits in the L1 cache. The reported performance is very close to a manually optimized pthreads code, however the scalability is limited. The next generation of Phoenix [68] enhances the scalability on large-scale systems with NUMA characteristics by adapting the runtime to be NUMA-aware. The grouping of the intermediate results in Phoenix is done by hashing technique instead of sorting. To the best of our knowledge, they are the first to propose
hashing for the grouping phase of MapReduce.

Recently Hong et. al [17] proposed a portable implementation for MapReduce, MapCG, that can run efficiently in both CPU and GPU. The key contribution in the CPU implementation is the use of an efficient memory allocator that greatly reduces the number of calls to `malloc()`. This is important especially for applications emitting large intermediate and final output.

### 2.3.3 MapReduce on GPUs

Mars [12] is the first MapReduce implementation on GPUs. One of the main challenges of implementing MapReduce on GPUs is to safely write the output to a global buffer without conflicting with output from other threads. Mars addresses this by calculating the exact write location of each thread. Specifically, it executes two preprocessing kernels before the map and reduce phases. The first kernel counts the size of the output from each map/reduce thread by executing the map/reduce function without writing the generated output to the global buffer. The second kernel is a prefix summing that determines the write location of each thread. Each thread then reapplies the map/reduce function and safely writes the intermediate/final output to the predetermined location in the global buffer. After the map phase, Mars groups the intermediate output by their keys using bitonic sort. After similar preprocessing kernels (counting and prefix summing), the reduce phase starts, where every thread reduces the values associated with certain key and finally writes the generated key/value pair to the final output. One main disadvantage of Mars’ preprocessing design is that the map and reduce functions need to be executed twice. Such a design was due to the fact that atomic operations were not supported on the GPUs at the time Mars was developed.

Recently Hong et al. proposed MapCG [17], an implementation for MapReduce on both CPU and GPU. Its GPU implementation depends on using atomic operations to safely write
the intermediate and final output. Also, MapCG designed a memory allocator to allocate buffers from the global memory for each warp. Moreover, MapCG uses hash tables to group intermediate output from map function, which is shown to be more efficient than the sorting used in Mars.

There is another study on accelerating MapReduce on GPUs [25] that is orthogonal to our work. In [25], Ji et al. proposed several techniques to improve the input/output performance by using shared memory as a staging area. They also depend on atomic operations to coordinate the writing of the output to the global buffers. The sorting technique is exploited to group the intermediate results. Our investigation shows that MapReduce implementations that depend on global atomic operations [17, 25] can cause severe performance degradation on AMD GPUs.

Instead of implementing MapReduce as a runtime framework on GPUs [12, 17, 25], the authors of [13] implemented a code generation framework that generates the application code from two user-defined functions, i.e., map and reduce function. To facilitate the deployment of this framework on GPUs, several constraints are forced on the map and reduce phases. The size of the intermediate output is assumed to be known; in addition each map function only produces one output. Also, the reduce function should be associative to enable a hierarchical reduction phase. All of these constraints limit the applicability of this framework.

2.3.4 MapReduce on Heterogeneous Architectures

Here we discuss the implementations of MapReduce on the Cell Broadband Engine (Cell BE) and CPU/GPU co-processing based implementations. Cell BE [81] is an example of heterogeneous computing resource. It contains one general-purpose Power Processing Element (PPE), and eight Synergistic Processing Elements (SPE), each has SIMD unit.

There are two implementations for MapReduce on Cell BE [47, 9]. Both implementations
exploit the PPE to control the MapReduce runtime, i.e., task instantiation, task scheduling, data transfer, and synchronization. The actual map and reduce computations are handled by homogeneous cores, i.e., SPEs, so the challenges of managing different heterogeneous cores are not handled in these implementations. To handle applications with nondeterministic output size, the work in [47] uses an approach similar to the one proposed by [17, 25]. Specifically, the PPE is responsible for allocating memory for all SPEs, a mechanism that requires significant communication and synchronization between the PPE and SPEs. On the other hand, [9] uses a SPE-centric approach similar to Mars’ counting phase [12], where every SPE runs a run-ahead map task to measure the buffer needed by each task. Two different mechanisms are proposed to schedule the tasks: (1) overlapping tasks across adjacent MapReduce stages [47] and (2) enforcing a barrier between any two stages citepapa-icpp10-cellmapreduce. Along with the dynamic scheduling of tasks, the barrier approach balances the tasks among SPEs and minimizes the control overhead, thereby achieving better performance.

CPU/GPU coprocessing MapReduce implementations are proposed in [89, 17]. In [89], the map and reduce tasks are statically distributed among the CPU and GPU so that the data assigned to GPU is $S$ times larger than that assigned to CPU, where $S$ is the speedup of the GPU over CPU. In [17], the co-processing details are not presented. Both implementations do not report significant improvement over the GPU-only implementation. It should be noted that using CPUs with a larger number of cores and better scheduling mechanism, the performance may be improved [26, 83].

In [58], Linderman et al. proposed a MapReduce framework named Merge that can automatically distribute the computation across multiple heterogeneous resources. It also provides a predicate dispatch-based library for managing function variant for different architectures. Although the framework is generic and can support any architecture, it does not take into account the data transfer overhead when making scheduling decisions. All of the results
reported show a significant speedup when using multiple CPUs and one integrated GPU (Intel Graphics Media Accelerator X3000). Other discrete GPUs need to be tested to show the scalability of the framework.

### 2.3.5 MapReduce on Clusters of Accelerators

Several studies focus on enabling MapReduce in a cluster of accelerators, i.e., GPUs, Cells, or both. GPMR [40] is a MapReduce implementation for a cluster of GPUs. The CPU in each node is responsible for scheduling the map and reduce phases on the GPU and managing the communication with other nodes. The design of GPMR is concerned mainly with minimizing the communication cost between different GPUs through the use of combiner and local reduction. GPMR also introduces several application-specific optimizations to improve the program performance.

In [67], a Monte Carlo simulation is formulated using Massive Unordered Distributed (MUD) formalism. This enables running it as a MapReduce application on a cluster of GPUs, leveraging Hadoop [1] and NVIDIA CUDA. The evaluation shows that 4-node GPU cluster can achieve more than 4-fold speedup compared to Hadoop cluster of 62 nodes. Although trying to architect a general framework, MITHRA, to handle any MapReduce application, the grouping phase is not implemented, thus limiting the generality of the framework. Also the user should provide a CUDA implementation of their map and reduce functions, knowledge of GPU programming and optimization. It should be noted that the same idea of leveraging Hadoop to enable MapReduce on a cluster of GPUs was explored by the Mars’s authors in [89].

In [45, 46], a scalable MapReduce implementation is proposed for a cluster of accelerators, i.e., GPUs and Cells. The implementation follows a centralized approach to manage all nodes; so a single manager is responsible for assigning the MapReduce tasks to all accelerators and
merging the results into the final output. For better scalability, several handler threads are launched in the manager; each handles one accelerator. To cope with accelerators of different capabilities, the manager dynamically adjusts the granularity of the assigned tasks by monitoring the accelerator performance to tasks of different sizes. This implementation adopts existing MapReduce implementations [12, 47] to run the assigned tasks on the GPU and Cell. So, it only targets NVIDIA GPUs i.e., there is no support for AMD GPUs. Also, the MapReduce computations are handled by the accelerators only; the CPUs control their attached accelerators, thus leaving some resources unutilized.

2.3.6 Limitations of Previous MapReduce Solutions

Despite of the diverse MapReduce implementations existing in the literature, none of these efforts target AMD GPUs. All of them target either multicore CPUs, Cells, or NVIDIA GPUs. The architecture of AMD GPUs has unique characteristics that require revisiting the existing MapReduce implementations to attain the expected performance. Also, the MapReduce implementations on heterogeneous resources do not exploit the computing power of general-purpose cores. In [47, 9], the PPE is only used to control the execution, and the actual computations are distributed among SPEs. Although this is acceptable for Cells, it is not the case for multicore CPUs that are expected to have 10s of cores [35, 36]. The CPU/GPU coprocessing implementation of MapReduce is not deeply studied in the literature. CPU should act as an active member in the computation by processing part of the map and reduce tasks. Furthermore, each of the above implementations targets a specific platform and is optimized for its architecture, having one implementation that is portable among different platforms is another challenge.
2.4 Other Runtime Solutions

Over the past few years, there have been many efforts to address the challenges of programming heterogeneous resources. In [30], a runtime supported programming and execution model named Harmony is proposed. Starting from an application code, Harmony builds an acyclic dependency graph of the encountered kernels. It then uses dynamic mapping to map each kernel to the heterogeneous resources. Although a single kernel can be mapped to the CPU and the GPU concurrently, it is not clear how the ratio of CPU-to-GPU computation is adjusted. Also, to be able to run a given kernel on different architectures, the programmer should implement it using different languages, i.e., C for CPU kernels and CUDA for GPU kernels. StartPU [14], on the other hand, aims at more generally studying the problem. It provides a uniform interface to support implementing different scheduling algorithms, and then allowing the user to use the most appropriate strategy. This approach may be efficiently handle different classes of applications; however it places additional purden on the programmer. To adjust the task granularity, StarPU supports either using a pre-calibration run or dynamically adapting the ratio at runtime. Qilin [15] proposes a runtime system that depends on adaptive dynamic mapping to map the code to the computing resources, either GPU or CPU or both. It conducts training for the first time a program is run and curve fitting to adjust the ratio of computations assigned to CPU vs. GPU. Also the programmer should provide two versions of the kernel; one in thread building blocks (TBB) for CPU and one in CUDA for GPU. In [59], Michela Becchi et. al. propose a runtime system that targets legacy kernels. It uses a performance model to estimate the execution time of a certain function call on both CPU and GPU, based on profiling information obtained from runs with different data sizes. The runtime also optimizes the data transfer by deferring all transfer until necessary. Although this system takes into account the data transfer overhead, it does not utilize it to guide the scheduling decision. Also, a function call is either executed on CPU or GPU i.e., no co-processing of a single function on both CPUs and GPUs is supported.
Recently, Scogland et al. [83] extend OpenMP for accelerators to enable porting an existing OpenMP code to heterogeneous environments. It provides new OpenMP directives for the programmer to indicate the code region to be parallelized across the heterogeneous cores. At runtime, the performance of CPU to GPU on different number of iterations is used to adjust the ratio between the CPU-to-GPU work.

There are three main shortcomings of these previous solutions. First, none of them consider the data transfer overhead while making the scheduling decision, which can greatly impact the performance especially for discrete GPUs. Second, all of them target NVIDIA GPUs, none of them support AMD GPUs. Finally, except for [83], the programmer should provide two implementations; one to run on CPU and other one to run on GPU.
Chapter 3

Optimized MapReduce Framework for AMD GPUs

3.1 Overview

Currently, all existing MapReduce implementations on GPUs focus on NVIDIA GPUs. So the design and optimization techniques in these implementations may not be applicable to AMD GPUs, which have a considerably different architecture than NVIDIA ones as discussed in Chapter 2. For instance, State-of-the-art MapReduce implementations on NVIDIA GPUs [17, 25] rely on atomic operations to coordinate execution of different threads. But as the AMD OpenCL programming guide notes [8], including an atomic operation in a GPU kernel may cause all memory accesses to follow a much slower memory-access path, i.e., CompletePath, as opposed to the normal memory-access path, i.e., FastPath, even if the atomic operation is not executed. Our results show that for certain applications, the atomic-based implementation of MapReduce can introduce severe performance degradation, e.g., a 28-fold slowdown on AMD GPUs.
Although Mars [12] is an existing atomic-free implementation of MapReduce on GPUs, it has several disadvantages. First, Mars incurs expensive preprocessing phases (i.e., redundant counting of output records and prefix summing) in order to coordinate result writing of different threads. Second, Mars sorts the keys to group intermediate results generated by the \texttt{map} function, which has been found inefficient [17].

In this chapter, we propose a MapReduce implementation for AMD GPUs. The main design goal is to avoid the use of global atomic operations. To achieve this goal, we start by developing an efficient software-based atomic operation that can efficiently and safely update a shared variable, and at the same time, does not affect the performance of other memory transactions. This software-based atomic operation is then used to develop an efficient MapReduce framework for AMD GPUs.

The rest of this chapter is organized as follows: In Section 3.2, we have quantified the performance impact of atomic operations to simple kernels and MapReduce implementations, respectively. The design of our software-based atomic add is described in Section 3.3 and 3.4. In Section 3.5, we have derived a model of kernel speedups brought by our software atomic operations. Performance evaluations are then presented in Section 3.6. We conclude in Section 3.7.

### 3.2 Quantifying the Impact of Atomic Operations on AMD GPUs

We seek to quantify the performance impact of atomic operations on memory access time, we run the simple kernel code, shown in Figure 3.1, on the Radeon HD 5870 GPU. The code includes only two instructions; the first is an atomic add operation to a global variable, and the second is a memory transaction that reads the value of the global variable and writes it
to an element of an array.

```c
__kernel void Benchmark (__global uint *out,
              __global uint *outArray)
{
    int tid = get_global_id(0);
    // Safely incrementing a global variable
    atom_add(out, tid);
    /* Writing the value of the global variable
to an array element */
    outarray[tid] = *out;
}
```

Figure 3.1: A simple copy kernel with atomic add operation

We measure the kernel execution time of three versions of the aforementioned kernel, as shown in Figure 3.2. The first version contains only the atomic operation. The second contains only the memory transaction. The third contains both. Ideal represents the sum of the execution times of the atomic-only and the memory transaction-only versions.

By analyzing the ISA code, we found that the number of CompletePath memory accesses is 0 and 3 for the second and third versions, respectively. As a result, the memory access time increases significantly by 2.9-fold and 69.4-fold for 8 and 256 workgroups, respectively, when including the atomic operation. Note that, as the number of memory transactions in the kernel increases, the impact of accessing the memory through the CompletePath is exacerbated, as discussed in Section 3.6.

The above results suggest that using atomic operations can severely impact the memory access performance. To quantify the performance impacts of using atomic operations in MapReduce implementations on an AMD Radeon HD 5870 GPU. We first implement a basic OpenCL MapReduce framework based on Mars. In its original design, Mars uses preprocessing kernels, i.e., counting and prefix summing kernels, to calculate the locations of output records in global memory for each thread. We add a feature that allows threads in different wavefronts to use atomic operations (instead of using preprocessing kernels) to compute the output locations.
Figure 3.2: Kernel execution time of the simple copy kernel

We compare the performance of the basic OpenCL MapReduce implementation (named Mars) and the atomic-based implementation (named AtomicMR), focusing on the execution time of two MapReduce applications: Matrix Multiplication (MM) and KMeans (KM). Specifically, we run MM for matrix sizes of 256 X 256, 512 X 512, and 1024 X 1024, and KM for number of points 4K, 16K, 64K. As shown in Figure 3.3 and Figure 3.4, the performance of atomic-based MapReduce framework is significantly worse than Mars. More specifically, the average slowdown is 28-fold and 11.3-fold for Matrix Multiplication and KMeans, respectively. These results suggest that atomic-based MapReduce implementations are not suitable for AMD Radeon HD 5000 series.

It is worth noting that, our atomic-based implementation uses atomic operations at the granularity of a wavefront, i.e., one master thread in the wavefront is responsible for allocating more buffer for all threads in this wavefront. In KMeans and Matrix Multiplication, each map thread writes to the global buffer once, so atomic operation is called once per wavefront by a master thread. This implementation using atomics at the wavefront level fairly mimics the map phase of the MapCG[17] implementation.
Figure 3.3: Performance of atomic-based MapReduce vs. Mars using Matrix Multiplication

Figure 3.4: Performance of atomic-based MapReduce vs. Mars using KMeans
3.3 Software-Based Atomic Add

Implementing atomic add on GPUs is tricky because of the lack of efficient synchronization primitives on GPUs. One straightforward approach uses a master-slave model to coordinate concurrent updates at the granularity of threads. As shown in Figure 3.5, three arrays, i.e., address array, increment array, and shared variable array, are maintained in global memory. Each thread executing the software atomic add operation writes the increment values to a shared variable to the increment array and the address of the shared variable to the address array. Note that storing the address of a shared variable enables support for multiple shared variables in a kernel. A dedicated master/coordinator thread, which can be run in a separate workgroup, continuously spins on the address array. Once the master thread detects any thread executing the atomic operation, it updates the corresponding shared variable using the address and the increment value stored. Once the update is finished, the master thread resets the corresponding element of the address array to 0, signaling the waiting thread, busy waits on its corresponding element until the update is finished. Since only one thread is doing the update, the atomicity is guaranteed.

Figure 3.5: High level illustration of handling the software atomic operation
However, in this basic implementation described above, the master thread can easily become a performance bottleneck because of the serialization of update calculation as well as the excess number of global memory accesses. In addition, maintaining one element per thread in the address and increment arrays can incur space overhead for a large number of threads. To address these issues, we introduce a hierarchal design that performs coordination at the level of wavefronts and parallelizes the update calculation across the current threads executing the software atomic add. Specifically, the increment array maintains one element per wavefront, so does the address array. Each wavefront first calculates a local sum of the increment values requested by the participant threads in the fast local memory,\(^1\) then it stores the local sum to the increment array in the global memory. The first workgroup is reserved as the coordinator workgroup. Threads in the coordinator workgroup read the address and increment arrays in parallel and collaboratively calculate the update value. Note that the coordinator workgroup does not participate in the kernel computation, otherwise deadlocks may occur when threads diverge in the coordinator group. Such a hierarchical design can greatly reduce global memory transactions as well as parallelize the update computation.

One challenge in the hierarchal design is to support divergent kernels, in which case not all threads participate in the software atomic add. In this case, care must be taken to avoid potential deadlocks and race conditions. As we will explain in Section 3.4, we use system-provided atomic operations on local variables to coordinate between threads within a wavefront, leveraging the fact that atomic operations on local variables will not force memory access to take the CompletePath.

To guarantee that the coordinator will always be executed, our current implementation assumes that the number of workgroups used in the kernel does not exceed the maximum number of concurrently running workgroups. For the Radeon HD 5870, we have found that for a simple kernel, each compute unit (of the 20 compute units) can run up to seven

\(^1\)Local memory in OpenCL is equivalent to shared memory in CUDA.
workgroups, so the maximum number of workgroups supported by our implementation in this case is 140. This value can be easily calculated following a similar methodology to the one proposed by the CUDA occupancy calculator [21]. While we leave support for an arbitrary number of workgroups for future work, the current design is useful in practice by adopting a large number of threads.

3.4 Implementation Details

By default, the atomic add operation returns the old value of the global variable just before executing the atomic operation. To support this feature, in addition to the hierarchical design described above, an old value of the shared variable is returned to each wavefront, which then calculates a return value for each participating thread with backtracking.

3.4.1 Data Structures

Four global arrays are used in our implementation. The number of elements of each array equals the number of wavefronts of the kernel, so each wavefront reads or writes to its corresponding element of these arrays. The first array is the WavefrontsAddresses array; whenever a wavefront executes an atomic operation to a shared variable, it writes the address of this variable to its corresponding element in this array. The second array is the WavefrontsSums array, which holds the increment of every wavefront to the shared variable. The third array is the WavefrontsPrefixsums array, which contains the old value of the global variable just before executing the atomic operation and is used by the requesting wavefront to generate the return value from the atomic add operation, i.e., to mimic the system-provided atomic. The final array is the Finished array. Whenever a wavefront finishes its execution, it sets its corresponding element of this array to one.
3.4.2 Requesting Wavefront

Any thread executing our software-based atomic add operation passes through four steps, as shown in Figure 3.6. In the first step, the thread collaborates with other threads concurrently executing the atomic add operation to safely increment the wavefront’s increment using local atomic add (line 13, 15, 16, and 18). In the second step, only one thread called the dominant thread writes the increment and address of the shared variable to the global memory (lines 22-26), i.e., WavefrontsSums, and WavefrontsAddresses, respectively. Since threads of any wavefront may diverge, the atomic operation may not be executed by all threads in the wavefront. Consequently, instead of fixing the first thread of the wavefront to write to the global memory, the first thread executing the local atomic add operation is chosen to be the dominant thread (line 14, 15, 17, and 18). In the third step, the thread waits until the coordinator workgroup handles the atomic operation and resets the corresponding element of the WavefrontsAddresses array (lines 29-32). Once this is done, the WavefrontsPrefixsums array contains the prefix sum of this wavefront, and every thread in the wavefront then generates its prefix sum and returns (line 36).

3.4.3 Coordinator Workgroup

For convenience, the functionality of the coordinator workgroup is described assuming the number of wavefronts of the kernel equals the number of threads of the coordinator workgroup. However, the proposed atomic operation handles any number of wavefronts that is less than or equals the maximum number of concurrent wavefronts. Each thread of the coordinator workgroup is responsible for handling atomic operations executed by a specific wavefront. All threads in the coordinator group keep executing four consequent steps until all other wavefronts are done.

As shown in Figure 3.7, in the first step (lines 16-19), each thread loads the status of its
Figure 3.6: Code snapshot of software atomic add operation
wavefront into the local memory. The thread \textit{lid} reads the status of the wavefront \textit{lid}. More specifically, it reads \textit{WavefrontsAddresses[lid]}, and \textit{WavefrontsSums[lid]} and stores these variables into the local memory, i.e., \textit{Address[lid]} and \textit{LocalSum[lid]}, respectively, as shown in lines 16, and 17. All threads are then synchronized (line 19) before the next step to ensure that the status of all wavefronts have been loaded.

In the second step (lines 23-36), the prefix sum of each wavefront and the increment of each unique address are generated. Each thread \textit{lid} checks whether the wavefront \textit{lid} executes the atomic operation or not by examining the address \textit{Address[lid]} (line 23). If it is the only wavefront executing atomic operation to this address, the prefix sum is simply the value of this address (line 34), and the increment is the wavefront’s increment represented by \textit{LocalSum[lid]}. If there are several wavefronts concurrently executing increment add for this address, the prefix sum of each wavefront and the increment of this address are generated using local atomic add operation, i.e., atomic add to a local memory variable (lines 25-33). Note that the increment of the first of these wavefronts called \textit{dominant wavefront} holds the increment of this address and the other wavefronts increments are set to zero (line 29) to ensure correctly incrementing the shared variable. All threads are again synchronized (line 36) to ensure that the increments of all wavefronts are used to calculate the increments of the global variables.

In the third step (lines 40-46), the global variables are safely updated and the blocked wavefronts are released. Specifically, each thread \textit{lid} checks whether the wavefront \textit{lid} executes the atomic operation or not by examining the address \textit{Address[lid]} again (line 40). If it is a requesting wavefront, the thread \textit{lid} sets \textit{WavefrontsAddresses[lid]} to zero (line 44) to release this wavefront. If it is a \textit{dominant wavefront}, its global variable is safely updated (line 41). Also, the local address and increment of this workgroup are reinitialized (line 42, and 43).

Finally, each thread re-evaluates the termination condition by calculating the number of the finished wavefronts (lines 50-54). If all wavefronts are done, the thread terminates.
void AtomicCoordinator(__local int *Address,
                __local int *LocalSums,
                __global int *WavefrontsAddresses,
                __global int *WavefrontsSums,
                __global int *WavefrontsPrefixsums,
                __global int *Finished)

//Get thread ID in workgroup, and number of wave fronts
int lid = get_local_id(0);
int wavefrontsPerWorkgroup = get_local_size(0) >> 6;
int wavefrontsNum = get_num_groups(0) *
                    wavefrontsPerWorkgroup;

while (1) {
    //1- Read the status of the wavefronts
    Address[lid] = WavefrontsAddresses [lid];
    LocalSum[lid] = WavefrontsSums[lid];
    __global int * X  = (__global int*)Address[lid];
    barrier(CLK_LOCAL_MEM_FENCE);

    /* 2- Safely generate the wavefronts prefixsums and
    the increment of each unique variable */
    if ((lid < wavefrontsNum) && (Address[lid] > 0 )){
        int replaced  =  0;
        for (int k = 1;  k < lid ;  k++){
            if (Address[lid] == Address[k]) {
                int temp = atom_add(&LocalSum[k], LocalSum[lid]);
                WavefrontsPrefixSum[lid]  =  *X +  temp;
                LocalSum[lid]  =  0;
                Replaced  =  1;
                break;
            }
        }
        if (replaced == 0) WavefrontsPrefixsum[lid]  = *X;
    }
    barrier(CLK_LOCAL_MEM_FENCE);

    /* 3- Safely increment the global variable and
    release the blocked wavefronts */
    if ( Address[lid] > 0) {
        if ( LocalSum[lid] > 0) *X  +=  LocalSum[lid];
        Address[lid]   =   0;
        LocalSum[lid]   =   0;
        WavefrontsAddresses [lid]   =   0;
    }
    mem_fence(CLK_GLOBAL_MEM_FENCE);

    //4- Check for exiting
    int count  =  0;
    for(int i = wavefrontsPerWorkgroup; i <
        wavefrontsNum;  i++)
        if (Finished[i] == 1) count++;
    if (count == wavefrontsNum - wavefrontsPerWorkgroup)
        break; //All wavefronts are done
}

Figure 3.7: Code snapshot of coordinator workgroup function
3.4.4 Discussion

We have taken great care in our design to ensure its correctness. Within a requesting wavefront (Figure 3.6), one design challenge is to select the dominant thread in divergent kernels. Since all threads within a wavefront are executed in a lock-step manner, using atom_inc on a variable in local memory can guarantee only one thread is chosen as the dominant thread. Our implementation also maintains separate local sums for different wavefronts; if a local sum is shared between wavefronts, a race condition can occur when threads from different wavefronts try to update the same local sum.

Another design challenge is to ensure that data is correctly exchanged between different workgroups. According to [88] and [75], the correctness of implementing a GPU primitive that requires inter-workgroup communication cannot be guaranteed until a consistency model is assumed. Xiao et al. [75] solved that by using _threadfence() function that ensures the writes to global memory by any thread is visible to threads in other blocks (i.e., workgroup in OpenCL). OpenCL does not have an equivalent to the _threadfence function. The mem_fence function in OpenCL only ensures that the write of a thread is visible to threads within the same workgroup. Fortunately, mem_fence guarantees the order that the memory operations are committed [31]. That means, for two consecutive memory operations A and B issued by a thread to a variable in the global memory, if mem_fence is called between them, once B is visible to threads in other workgroups, A will be visible as well because A is committed to the global memory before B. The correctness of our implementation in data exchange between different workgroups is achieved by the memory consistency provided by mem_fence.

Finally, although our implementation allows different wavefronts to concurrently execute atomic operation to different variables, threads within the same wavefront should concurrently execute the atomic operation to the same variable, since the status of each wavefront is represented by only one element in the global arrays. We believe that this requirement
can be satisfied by restructuring the code and utilizing the shared memory.

3.5 Model for Speedup

In this section, we derive a model representing the speedup of our software-based atomic over the system-provided atomic for both divergent and non-divergent kernels. For simplicity, this model assumes that there is only one wavefront per workgroup.

In general, any GPU kernel involves three main steps; reading the input data from the global memory, doing some computations, and writing the results back to the global memory. The first and third steps are memory accesses, the second step can be divided into general computations and atomic-based computations. So the total execution time of atomic-based kernels is composed mainly of three components: memory access time, atomic execution time, and computation time. The software-based atomic operation affects only the first and second terms. The total execution time can be represented as:

\[ T = t_m + \sum_{i=1}^{n} t_{ai} + t_c \]  

(3.1)

Where \( t_m \) is the memory access time, \( t_a \) is the atomic execution time, \( n \) is the number of calls to atomic operation in the kernel, and \( t_c \) is the computation time.

For simplicity, we ignore the possible overlapping between the computation and memory accesses. The memory access time depends on the used path whether i.e., complete path or fast path, however the atomic execution time depends on the threads divergence. Assuming the kernel executes \( c \), and \( f \) memory transactions through the complete and fast path respectively, and time to execute each transaction is \( t_{comp} \) or \( t_{fast} \) for CompletePath and FastPath, respectively. Then equation 3.1 can be represented as:
\[ T = (c \cdot t_{\text{comp}} + f \cdot t_{\text{fast}}) + \sum_{i=1}^{n} t_{ai} + t_c \]  

(3.2)

When our software-based atomic is used instead of the system-provided atomic, the first and the second term of equation 3.2 are affected. For the first term, all of the memory accesses except for stores of non-32 bit data are executed through the fast path. Then the memory access time becomes \((c + f + o) \cdot t_{\text{fast}}\), where \(o\) is the extra memory transactions executed by the requesting and coordinator workgroups. So the memory access speedup can be represented as:

\[ S_m = \frac{c \cdot t_{\text{comp}} + f \cdot t_{\text{fast}}}{(c + f + o) \cdot t_{\text{fast}}} \]

\[ = \frac{c \cdot x \cdot t_{\text{fast}} + f \cdot t_{\text{fast}}}{(c + f + o) \cdot t_{\text{fast}}} \]  

(3.3)

\[ = \frac{c \cdot x + f}{c + f + o} \]

Where \(S_m\) is the memory access speedup, \(x = \frac{t_{\text{comp}}}{t_{\text{fast}}}\) is the speedup of a single memory access when using fast path relative to the complete path. Since including a single system-provided atomic in the code may force most of the memory accesses to follow the complete path, so \(f\) is very small compared to \(c\) and can be removed from equation 3.3, so \(S_m\) becomes \(\frac{x}{1+\frac{f}{c}}\). Since \(x\) is significantly larger than one [8], then if \(o\) is less than \(c\), the memory access speedup using our software atomic becomes significantly larger than one. For memory-bound applications, where the memory access time represents a major factor of the total execution time, using our atomic can significantly speedup the performance as the experiments have shown.

To derive the speedup of atomic operations, we need to consider the details of handling atomic operations using system-based and software-based approaches. Executing one system-provided atomic operation concurrently by several threads is done serially, and hence requires
\( N \cdot t_1 \), where \( N \) is the number of threads concurrently executing the atomic operation. For non-divergent kernels, \( N \) equals the total number of threads in the kernel. Moreover, \( t_1 \) is the time to modify a global variable through the CompletePath. By neglecting the computations embedded within the atomic operation, \( t_1 \) can be replaced with \( t_{\text{comp}} \), where \( t_{\text{comp}} \) is the time to execute a memory transaction through the CompletePath. So, the time required to execute the system-provided atomic, \( t_{\text{system}} \), can be represented as:

\[
t_{\text{system}} = N \cdot t_{\text{comp}}
\]  

(3.4)

Executing a software-based atomic operation can be represented by:

\[
t_{\text{software}} = t_{\text{RW GI}} + t_{\text{CWG}} + t_{\text{RWGP}}
\]  

(3.5)

Where \( t_{\text{RW GI}} \) is the time needed for the requesting workgroup to generate its increment and updates the global arrays (section 3.4.2), \( T_{\text{CWG}} \) is the time required by the coordinator workgroup to generate the prefix sums and update the shared variables (section 3.4.3), and finally \( t_{\text{RWGP}} \) is the time needed by the requesting workgroup to generate the prefix sum and return from the atomic operation (section 3.4.2).

Since the wavefront’s increment is calculated using atomic add operation to shared memory (lines 13-18 in Figure 3.6), then \( t_{\text{RW GI}} \) can be represented by \( 2 \cdot N_c \cdot t_l + 2 \cdot t_{\text{fast}} \), where \( N_c \) is the number of threads per workgroup concurrently executing the atomic; \( t_l \) is the time to modify a variable in the shared memory; and \( t_{\text{fast}} \) is the time to execute memory transaction through the FastPath. And \( 2 \cdot t_{\text{fast}} \) is the time for writing the address and the increment to the global arrays (line 22-26 in Figure 3.6). Moreover, \( t_{\text{CWG}} \) can be represented by \( 5 \cdot t_{\text{fast}} + N_{\text{cwG}} \cdot t_l + \frac{N_{\text{wg}}}{2} \cdot t_l \), the first term corresponds to reading the workgroups increments, and addresses, writing the prefix sums to the global memory, updating the workgroup’s address and shared variable. The second term corresponds to the time needed to generate the global increment using atomic add operation to the shared memory (line 27 in Figure
3.7), where \( N_{cwg} \) is the number of concurrent workgroups executing the atomic operation. The third term is time needed to check the value of local addresses (lines 25 and 26 in Figure 3.7), where \( \frac{N_{as}}{2} \) is the average number of comparisons until reaching the *dominant wavefront*. Finally, \( t_{RWGP} \) equals \( 2 \cdot t_{fast} \) because it requires only reading the address and the prefix sum from the global memory.

From the above discussion:

\[
t_{asoftware} = (2 \cdot N_c + N_{cwg} + \frac{N_{as}}{2}) \cdot x_l + 9 \cdot t_{fast} \tag{3.6}
\]

where \( x_l = \frac{t_l}{t_{fast}} \) and it is less than one by definition. For non-divergent kernels, we can substitute \( N \) in equation 3.4 with \( N_c \cdot N_{cwg} \) and \( t_{comp} \) by \( x \cdot t_{fast} \), where \( x = \frac{t_{comp}}{t_{fast}} \) is the speedup of a single memory access when using FastPath relative to the CompletePath. Then \( t_{asystem} \) can be represented by:

\[
t_{asystem} = N_c \cdot N_{cwg} \cdot x \cdot t_{fast} \tag{3.7}
\]

By comparing equation 3.6 by equation 3.7, we can see that the atomic operations speedup \( \frac{t_{asystem}}{t_{asoftware}} \) increases significantly as the number of workgroups increases. Furthermore, for divergent kernels, the speedup is smaller than that of non-divergent kernels, because \( t_{asystem} \) is proportion to the number of threads concurrently executing the atomic operation, but \( t_{asoftware} \) remains almost the same.

### 3.6 Evaluation

All of the experiments are conducted on a 64-bit server with Intel Xeon e5405 x2 CPU and 3GB RAM. The attached GPU device is ATI Radeon HD 5870(Cypress) with 512MB of
device memory. The server is running the GNU/Linux operating system with kernel version 2.6.28-19. The test applications are implemented using OpenCL 1.1 and built with AMD APP SDK v2.4.

In all experiments, three performance measures are collected. The first is the total execution time in nano-seconds. The second is the ratio of FastPath to CompletePath memory transactions, and the third is the ALU:Fetch ratio that indicates whether the kernel is memory-bound or compute-bound. Stream kernel analyzer 1.7 is used to get the second and third metrics. For the second metric, the equivalent ISA code of the OpenCL kernel is generated, then all memory transaction are counted. MEM_RAT, and MEM_RAT_CACHELESS transactions are considered as CompletePath and FastPath transactions respectively [8]. Note that these metrics do not capture runtime information. For instance, the absolute numbers of memory transactions following different paths are not revealed by these metrics. Each run is conducted using 64, 128, and 256 threads per workgroup, and the best performance is used to generate the graphs.

We conduct two sets of experiments to evaluate the performance of our software-based atomic. The first set uses micro benchmarks to generally show the benefits of using the software-based atomic on AMD GPU. And the second set evaluates the performance impact of using atomic operations in MapReduce design. To achieve this, we first implement a baseline MapReduce framework based on Mars. We then implement a single-pass output writing design using atomic operations. The atomic operations are applied in both the thread level and the wavefront level.

3.6.1 Micro Benchmarks

The first micro benchmark aims at identifying the overhead of executing the system-provided atomic operation. The code of this microbenchmark is simple. Each thread only executes
the atomic operation to increment a global variable by the global index of the thread. The
kernel does not include any memory transaction, for our goal is to measure the overhead of
executing the atomic operation by itself.

![Graph showing the execution time of system and software-based atomic]

Figure 3.8: The execution time of system and software-based atomic

As shown in Figure 3.8, for small numbers of workgroups, (e.g., less than 32 workgroups),
the performance of our software-based atomic is slower than the system-provided atomic
by 0.5 fold on the average. As the number of workgroups increases, the speedup of our
atomic increases until reaching 1.9 folds for 128 workgroups. This can be explained by the
model discussed in Section 3.5. As indicated in equations 3.6 and 3.7, the execution time
of the system atomic operation increases linearly with the number of concurrent threads.
However, the execution time of the software-based atomic is proportional to the number of
concurrent wavefronts. Consequently, as the number of workgroups increases, our atomic
add implementation can significantly outperforms the system one.

The second micro benchmark aims at studying the impact of atomic operations on the
performance of the memory transactions. The code of this micro benchmark looks very
similar to the previous one, with another memory instruction being added.

As shown in Figure 3.9, the speedup of our atomic add implementation with regard to the
system-provided atomic add operation increases significantly as the number of workgroups
Figure 3.9: The execution time of system and software-based atomic when associated with memory transactions grows. This is due to that the performance of CompletePath is much worse than FastPath. Although our atomic add implementation performs more loads and stores to global memory compared to the system atomic add. Also, the ratio of complete to FastPath transactions is 3:0 and 0:10 for the system-provided atomic add and our software-based atomic add, respectively.

### 3.6.2 MapReduce

We use three test applications that are commonly used in other MapReduce studies such as Mars and MapCG. These applications involve both variable and fixed sized output. In addition one of them execute only the map phase and the others executes both map and reduce phases. These applications include:

- **Matrix Multiplication** (MM). MM accepts two matrices $X$ and $Y$ as input and outputs matrix $Z$. Each element $z_{i,j}$ in $Z$ is produced by multiplying every element in row $i$ of $X$ with the corresponding element in column $j$ of $Y$ and summing these
products. The MapReduce implementation of MM includes only the map phase, where each map task is responsible for calculating one element of the output matrix. Since all map threads access the same number of elements of X and Y and executes the same number of operations, then matrix multiplication is an example of non-divergent kernels whose threads execute the atomic operation at the same time.

- **String Match (SM)** SM searches an input keyword in a given document and outputs all matching locations. The MapReduce implementation of SM includes only the map phases. Each map task reads a chunk of the input document, character by character, and outputs the locations of any found matching words. String match is an example of divergent kernels.

- **KMeans (KM)**: KM is an iterative clustering algorithm. Each iteration takes a set of input points and a set of clusters, assigns each point to a closest cluster based on the distance between the point and the centroid of the cluster, and recalculates the clusters after. The iteration is repeated until clustering results converge (In our results we run only one iteration). The MapReduce implementation of KM include both map and reduce phases. The map function attaches the assigned points to their closest clusters, and the reduce function calculates the new coordinates of a cluster based on the attached points. Note that, KMeans also is an example of non-divergent kernels whose threads execute the atomic operation at the same time.

Matrix multiplication performance is shown in Figure 3.10. As we can see, the speedup of using software-based atomic add over the system atomic add increases as the input matrices get larger. Specifically, the speedup improves from 0.62 folds for a 8X8 input to 13.55 folds for a 256X256 input. The main reason is that for larger inputs, there will be more memory access, exacerbating the memory performance of using CompletePath. By analyzing the ISA, we realize that the ratio of the FastPath to CompletePath memory accesses is 30:0 and
3:28 for software-based atomic and system-provided atomic implementations, respectively.

Note that, since the number of workgroups is constrained by the maximum number of concurrent workgroups, for matrices of dimensions greater than 64X64, every thread manipulates several elements in the output matrix instead of one element.

Figure 3.10: The execution time of Matrix multiplication using system and software-based atomic operation

For String Match, we run String match using a dataset of size 4 MB [66] to search different keywords. For each keyword, we vary the number of workgroups from 32 to 128. As shown in Figure 3.11, the performance of the software-based atomic is better than that of the system-provided atomic in almost all cases for the first three queries. More specifically, the average speedup is 1.48 folds.

Two reasons contribute to this small speedup compared to the other MapReduce applications; first, measuring the ALU:Fetch ratio indicates that this application is compute-bound since the ratio is highly greater than one i.e., 17.55. Second, string match is an example of divergent kernels where the atomic operation speedup is not significant as shown by the model in section 3.5.
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Note that, for the fourth query, the performance of our atomic is significantly worse than the system-provided atomic. This query returns significantly higher number of matches compared to the other queries. Specifically, the number of matches is 7, 87, 1413, and 20234 for first, second, third, and fourth query respectively. A larger number of matches requires more memory transactions to write the matches as well as more computations. We realize that writing the matches are done through the FastPath even when system-provided atomic is used, so increasing the number of matches only contributes to increase of the compute-boundness of the application. Note that the number of read operations is the same for four queries. In other words, the software atomic approach does help improve the memory read performance, thus we observe performance improvements for the first and second queries with less computation. For the fourth query, with more amounts of computation, the overhead incurred by the software atomic approach for writing results start to offset the benefit of using FastPath for read accesses.

By analyzing the ISA of both kernels using the software-based atomic and the system-provided atomic, we realize that the ratio of FastPath to CompletePath memory accesses is 12:0 and 1:19 for the software-based atomic and the system-provided atomic, respectively. This result also reveals one important fact that is not explicitly mentioned in the AMD OpenCL Guide [8]; although in [8], they mentioned that non-32 bits memory transaction are executed through the CompletePath, in the kernel that uses the software-based atomic, all transactions are executed through the FastPath although input file is read character by character. In-depth mapping of OpenCL kernel instructions to ISA instructions have shown that only stores of char are executed through the CompletePath (loads of char are executed through the FastPath).

For KMeans, we run it for different number of points ranging from 512 to 8192. As shown in Figure 3.12, the speedup gets improved from 15.52 folds for 512 points to 67.3 folds for 8192 points. Again, this is because of there are more memory accesses for larger inputs,
Figure 3.11: The execution time of string match using system and software-based atomic amortizing the overhead of the software atomic add.

Although the performance of executing the system-provided atomic operation may be better than the performance of the software-based atomic in case of divergence as illustrated by the model in section 3.5, the results show that the performance of per thread atomic implementation of MapReduce almost equals the per wavefront atomic implementation for both matrix multiplication and KMeans. This returns to the high number of memory accesses in these kernels which makes the execution time of this atomic operations insignificant compared to the memory access time.

### 3.7 Chapter Summary

In this chapter, we first quantify the effects of using the system-provided atomic operations on the performance of simple kernels and MapReduce implementations using AMD GPUs.
Figure 3.12: The execution time of map phase of KMeans using system and software-based atomic operation

Then we propose a novel software-based atomic operation that can significantly improve the performance of memory-bound kernels. Using this software-based atomic operation, we have developed an efficient MapReduce implementation for AMD GPUs. We evaluate this MapReduce framework using three applications that follow different divergence patterns and ALU:Fetch ratio. The experimental results show that for memory-bound kernels, our software-based atomic add can deliver an application kernel speedup of 67-fold compared to one with a system-provided atomic add. The main shortcoming of the proposed software-based atomic is that it supports limited number of workgroups. In the next chapter, we propose an atomic-free design for MapReduce that can efficiently handle applications running any number of workgroups.
Chapter 4

StreamMR: An OpenCL MapReduce Framework for Heterogeneous Devices

4.1 Overview

To address the limitations of the MapReduce implementation introduced in Chapter 3, we propose StreamMR, an atomic-free MapReduce framework optimized for AMD GPUs. The design and mapping of StreamMR provides efficient atomic-free algorithms for coordinating output from different threads as well as storing and retrieving intermediate results via hash tables. StreamMR also includes efficient support of combiner functions, a feature widely used in cluster MapReduce implementations but not well explored in previous GPU MapReduce implementations.

Using OpenCL, StreamMR can run on any OpenCL-enabled device. Although OpenCL offers code portability across heterogeneous devices, achieving performance portability remains a challenging problem due to the architectural differences between different devices. To cope with this problem, we propose other optimizations especially in the reduce phase,
for StreamMR to behave efficiently on other devices not suffering from penalties of using atomic operations. As a proof of concept, we evaluate the optimized version of StreamMR on NVIDIA GPUs, which shows StreamMR efficiency compared to state-of-the-art MapReduce implementations. The resulting MapReduce implementation is an efficient and portable framework across heterogeneous devices; such framework can be viewed as the initial groundwork towards achieving our ultimate goal.

The rest of this chapter is organized as follows: In Section 4.2 and 4.3, we present the design and implementation details of StreamMR. We discuss the optimization mechanisms in Section 4.4 and 4.6. In Section 4.5, we provide details about the APIs exposed by our implementation. We present the results and discussions in Section 4.7. Finally, Section 4.8 concludes the chapter.

### 4.2 Design Overview

In light of the discussion in the previous chapter, our MapReduce implementation should completely avoid the use of atomic operations to ensure efficient memory access, through the FastPath, on AMD GPUs. We also believe that being atomic-free improves the scalability of the framework with the still increasing number of cores per device, and thus, beneficial for NVIDIA GPUs as well.

Specifically, there are two major design issues in a MapReduce runtime framework on GPUs: 1) how to efficiently and correctly write output from the large number of threads to the global memory and 2) how to efficiently group intermediate results generated by the map function according to their keys.
4.2.1 Writing Output with Opportunistic Preprocessing

As mentioned above, using global atomic operations in the MapReduce framework can incur severe performance penalties on AMD GPUs. While Mars implementation does not employ atomic operations, it requires expensive preprocessing kernels to coordinate output from different threads to the global memory. In particular, the computation in the counting kernel is repeated in the actual compute (map or reduce) kernel; this redundant computation results in wasted compute resources.

StreamMR introduces a two-pass atomic-free algorithm that enables different threads to efficiently write their output to the global memory. Specifically, each workgroup maintains a separate output buffer in global memory. In the first pass, these output buffers are preallocated according to a user-defined size. Each workgroup independently writes the output to its own buffer without synchronizing with other workgroups. When the preallocated buffer is full, the compute kernel (map or reduce) switches to a counting procedure that only counts the sizes of different output records (without actually writing them), similar to the Mars design. In the second pass, an overflow buffer is allocated for the workgroups that use up their preallocated buffer in the first pass, using the sizes computed in the counting procedure. A separate kernel is then launched to handle the unwritten output of the first pass.

The StreamMR output design eliminates the need for global atomic operations. It can also greatly save the preprocessing overhead compared to Mars. For applications with output sizes that can be easily estimated, e.g., Matrix Multiplication and KMeans, the counting procedure and the second pass can be skipped altogether, yielding the most efficient execution. That is, the preprocessing only happens opportunistically. For applications with output sizes that are hard to predict, StreamMR saves the counting computation corresponding to preallocated buffers during the first pass, whereas Mars performs the redundant counting computation for all output. In addition, in StreamMR, we record the output size per workgroup as opposed
to recording output size per thread in Mars, thus improving the prefix summing performance (as fewer size records need to be dealt with in the prefix summing).

4.2.2 Grouping Intermediate Results with Atomic-Free Hash Tables

Like MapCG, StreamMR organizes the intermediate output generated by the map phase using hash tables. However, MapCG uses atomic operations on global variables, e.g., compare-and-swap, to implement the hash table, which will incur performance penalty caused by the slow CompletePath on AMD GPUs. To address this issue, StreamMR maintains one hash table per wavefront, thus removing the need of using global atomics to coordinate updates from different workgroups to the hash table. Also, as explained in the next section, StreamMR leverages the lock-step execution of threads in a wavefront as well as atomic operations on local variables (i.e., variables stored in the local memory) to implement safe concurrent updates to the hash table of each wavefront. During the reduce phase, a reduce thread reduces the intermediate output associated with a specific entry in all hash tables, i.e., hash tables of all wavefronts.

4.3 Implementation Details

In StreamMR, each workgroup maintains four global buffers as shown in Figure 4.1. Among these buffers, Keys$_i$ and Values$_i$ store keys and values of intermediate results. HT$_i$ is the hash table of wavefront $i$. Figure 4.2 depicts the details of the hash table design. Each entry in the hash table contains two pointers to the head and tail of a linked list (hash bucket) stored in KVList$_i$. The head pointer is used to explore the elements stored in a hash bucket, and the tail pointer is used when appending a new element. Each element in
$KVList_i$ associates every key to its value, and it contains a pointer to the next element in the linked list.

![Figure 4.1: Main data structures used in the map phase of StreamMR](image)

**4.3.1 Map Phase**

Initially, every map thread executes the **map** function on its assigned input key/value pair. A map thread then collaborates with other threads on the same workgroup $i$ to determine its write location on the global buffers, i.e., $Keys_i$, $Values_i$, and $KVList_i$ without conflicting with other threads in the same workgroup. This can be efficiently done using the system-provided atomic operations on local variables, leveraging the fact that atomic operations on local variables does not force memory access to follow the CompletePath.

To safely update the hash table $HT_i$, a single entry of the hash table should be updated by only one thread in the workgroup, this thread is named **master thread**. Before the **master thread** updates the hash table, all threads in the workgroup should be synchronized. However, since the threads of the workgroup may diverge based on the input characteristics, deadlock can occur during the synchronization. To address this issue, we decide to use one hash table per wavefront, so all threads in a wavefront are synchronized by the lock-step execution.
All threads of a wavefront use three auxiliary arrays stored in shared memory to coordinate concurrent updates to the hash table of this wavefront. The first array is \textit{HashedKeys}. Thread \( i \) writes the hash of its key to its corresponding entry \( \text{HashedKeys}[i] \). The second array is \textit{Slaves}, which is used to identify the \textit{master thread} of each hash entry. The third array \textit{KeyValListId} is used by the master thread to update the links on the linked list associated with the hash entry. In updating the hash table, all threads in the wavefront go through three steps as shown in Figure 4.3. First, all active threads in the wavefront write the hash of their keys to the \textit{HashedKeys} array and the index of the inserted record to \textit{KVList}_{i} to the \textit{KeyValListId} array. Second, every thread reads the hash keys of all other threads, and the first thread with a certain hash key is considered as a \textit{master thread}. For example, if thread \( t_1, t_3 \) and \( t_5 \) all have the same key, then \( t_1 \) will be marked as the \textit{master thread}. Finally, the \textit{master thread} \( t_1 \) reads the indices of its slave threads, i.e., \textit{KeyValListId}_{3}, and \textit{KeyValListId}_{5}, and then it updates the tail of the hash entry \textit{HashedKeys}[1] to refer to the slave records, in addition to updating the links of these records to form the extended linked list as shown in Figure 4.2.

Note that, storing the map output into hash tables is only needed for applications with
reduce phase. For applications with map only phase like Matrix Multiplication, the map output is written directly to the shared global buffer i.e., $Keys_i$, $Values_i$, and $KVList_i$. Specifically, threads in a workgroup collaborate using atomic operations to local variable for each thread to write in a separate location without incurring conflicts. This differs from MapCG [17] where writing to the hash table and launching of the reduce phase is required for all applications.

4.3.2 Reduce Phase

Reducing the key/value pairs from different hash tables is not a trivial task. Since a single hash entry may contain different keys for different hash tables as depicted in Figure 4.4(a), care must be taken to insure all keys are handled.
Specifically, a single reduce thread should be assigned to every unique key, to reduce the associated values. To identify this thread, we run a kernel (named *master identification* kernel) with number of threads equals the total number of entries of all hash tables i.e., number of entries per hash table × number of hash tables. Each thread examines a single hash entry in hash table $i$, passes through all associated keys, and compares every key to keys associated with the same hash entry in previous hash tables i.e., hash table $0$ to $i-1$. If an equivalent key exists in a previous hash table, this key is marked as a slave key, otherwise it is marked as a master key as shown in Figure 4.4(b). The reduce kernel is then launched with the same number of threads as the *master identification* kernel. Every thread handles a single hash entry, passes through all associated keys, only when the key is a master key, the thread reduces the values attached to this key in all subsequent hash tables. Finally, similar to the map phase, threads in the same workgroup collaborate using the system-provided atomic operations on local variables to write their final key/value pairs to the global buffers.

![Figure 4.4: (a) Keys associated to a specific hash entry in three hash tables, and (b) the output of the master identification kernel](image)

For applications with perfect hashing functions, the *master identification* kernel can be skipped. Thus the reduce kernel is directly invoked with number of threads equals the number of hash entries in one hash table. And every thread reduces the values of a specific hash entry in all hash tables. StreamMR can switch between the previous implementations according to the specification of the application provided by the programmer.

Experiments show that the above design incurs significant overheads for applications gener-
ating large number of intermediate key/value pairs like wordcount. However, these overheads are amortized by the efficient memory access through the FastPath on AMD GPUs. On other devices not suffering from memory access penalties, these overheads may not be amortized. So, we optimize the reduction algorithm as detailed in Section 4.3.2.1 to scale well with the size of the intermediate output and the number of wavefronts (hash tables) of the map phase, which is expected to increase with the input dataset size.

4.3.2.1 Scalability Improvement

To avoid passing back and forth through the hash tables generated from the map phase, we initially link all hash tables into a single master hash table. Consequently, we efficiently reduce the values attached to every unique key by passing only through the entries of the master hash table.

Basically, the optimized reduce phase executes two kernels. The first kernel (named joining kernel) joins all hash tables together into only one hash table (named master hash table). And the second kernel (named reducing kernel) applies the user-defined reduce function to every unique key attached to the master hash table.

In particular, the joining kernel is launched with number of threads equals the number of hash entries per hash table. Where every thread $i$ is responsible for linking the key/value pairs attached to hash entry $i$ of hash tables $1$ to $n$ to the same hash entry of hash table $0$ (master hash table). Note that, the complexity of this kernel is function of the number of hash tables generated from the map phase. To improve the load balancing and scalability of this kernel, we expose more parallelism, by separating it into two kernels. In the first kernel, each thread links the key/value pairs attached to a certain hash entry from only a specific number of hash tables. The second kernel is then launched to link all already linked pairs to hash table $0$. Experiments show that this two-level joining can significantly improve the
reducing performance by more than 6-fold speedup.

Figure 4.5: (a) Keys associated to a specific hash entry of three hash tables, (b) the output of the joining kernel, and (c) the output of the joining kernel when sorting is applied

For the reducing kernel, it is also launched with number of threads equals the number of hash entries per hash table. Every thread $i$ reduces the values associated to every unique key within hash entry $i$ of the master hash table. As shown in Figure 4.5(b), this requires passing through the linked list several times, one for every unique key. To mitigate this, we keep the keys sorted within every linked list while inserting them in the map phase and joining them in the reduce phase as shown in Figure 4.5(c) and explained in Section 4.4.3.

Experiments show that the above approach is more efficient than the redundancy-based approach described in our previous work [51], especially for applications generating large number of intermediate key/value pairs. We quantify the benefits from the optimized reduction design compared to the initial design in Section 4.7.

4.4 Optimizations

StreamMR provides several optimizations in addition to the basic design.
4.4.1 Map with Combiner

If the combiner function is available, the map phase can be modified so that instead of writing the map output directly to the global buffer, only one combined value is written per key. Specifically, the master thread generates the combined value of the slave threads, and updates the hash table accordingly. Since the map outputs are combined before being written to the global buffer, the number of global memory transactions can be significantly reduced.

In StreamMR, keys and values produced by the slave threads are written to the shared memory to improve the combining performance. For keys/values with variable sizes, the available shared memory may not be sufficient to hold the output from all threads in the memory. Upon such an overflow, the number of active threads per wavefront is reduced from 64 threads (in case of AMD Radeon HD 5870 GPU) to 32 threads. Threads from 0 to 31 continue their processing and threads from 32 to 64 remains idle. When the first half of threads complete their processing, the other half starts. While processing the active threads, the used sizes are compared to the allocated sizes. If the overflow occurs again, the number of active threads is reduced to 16 threads, and so on until the used sizes fit the available shared memory. The overhead of this mechanism will be evaluated in Section 4.7.

4.4.2 Reduce with Combiner

To further improve the reduce performance, the reduction can be applied on-the-fly. That is, instead of generating a list of values for every unique key, the combiner function can be applied directly to reduce every two values, thus avoiding the memory accesses required to generate and read the list of values. So instead of executing two joining kernels and one reducing kernel, combining is applied while linking the hash entries, thus avoiding the reducing kernel. Such a design allows more parallelism to be exploited during the reduction
because reducing a single hash entry is parallelized.

### 4.4.3 Optimized Hash Buckets

For efficient traversal of the linked list attached to each hash entry, within the *reducing* kernel, we maintain the list sorted while inserting the elements in the map phase and linking them in the reduce phase. This can significantly reduce the number of memory accesses especially for applications generating large number of intermediate outputs. Experiments have shown that this optimization can improve the reduce performance by more than 2.5-fold speedup.

To further improve the traversal performance, we maintain another pointer in the linked list to connect sublists of different keys. That is, instead of traversing every element in the linked list, only the first elements of these sublists are traversed.

### 4.4.4 Efficient Storing of Key/Value Sizes

We have realized that the storage requirement of the key/value sizes, shown in Figure 4.2, is linear with the number of key/value pairs. For applications with fixed key/value size, it is enough to store only one key/value size for all pairs. In StreamMR, we enable this feature according to the specification of the application, thus reducing the time required to store and retrieve the output pairs.

### 4.4.5 Image Memory Input

This optimization aims at improving memory access performance. When the input dataset is bound to the texture memory, the L1 and L2 texture caches can help reduce access to the
global memory. When the input dataset is heavily reused by the kernel, we have found that this optimization can significantly improve performance on AMD GPUs.

4.5 StreamMR APIs

StreamMR exposes few APIs, shown in Table 4.1, that are similar to the APIs offered by existing MapReduce implementations. Some of them are user-defined that need to be implemented by the programmer and two of them are provided by the framework to coordinate the writing of the output to the global buffer i.e., *emitIntermediate* and *emit*. Only when the combiner feature is enabled, *combine* and *combineSize* functions should be implemented.

4.6 Discussion

One limitation of using a separate buffer for each wavefront is that it can cause inefficient memory utilization, especially when the size of the initial buffer is too large. This limitation can be alleviated for applications with relatively predictable output sizes. The multi-buffer design may also cause inefficiency when the final output is copied back to the host memory. Assuming the allocated output buffers for all workgroups are stored in contiguous memory locations in the global memory, there are two options for transferring the final output back to the host memory. The first option is to copy only the used buffer from each workgroup. This requires multiple transfers i.e., one per workgroup. The second option is to copy all allocated buffers using only one transfer. In this case other unneeded buffers will be copied as well. Experiments have shown that the second option is more efficient, since it requires communicating with the host only once. However, the second option is still less perfect.

To cope with this limitation, we keep track of the size of the output generated by each workgroup, and allocate one contiguous buffer for all workgroups. A final kernel is then
**User-defined functions**

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>void map(void* inputDataset, void* key, void* value)</code></td>
<td>Applies the map function to an input key/value pair</td>
</tr>
<tr>
<td><code>void reduce(void* key, valueListItem* ValueList, char* interKeys, char* interValues)</code></td>
<td>Reduces a list of values</td>
</tr>
<tr>
<td><code>uint hash(void* key, uint keySize)</code></td>
<td>Returns the hashing of a given key</td>
</tr>
<tr>
<td><code>uint KeyEqual(void* key1, uint key1Size, void* key2, uint key2Size)</code></td>
<td>Compares two keys. Returns 1 if they are equal, 2 if key1 &gt; key2, and 3 if key2 &gt; key1</td>
</tr>
<tr>
<td><code>void combine(void* value1, void* value2, int stage)</code></td>
<td>Combines two values. Combines value2 into value1 if stage is 0, initializes value1 by value2 if stage is 1, and applies postprocessing to value1 if stage is 2</td>
</tr>
<tr>
<td><code>int combineSize()</code></td>
<td>Returns the expected size of the combined value</td>
</tr>
</tbody>
</table>

**System-provided functions**

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>void emitIntermediate(void* key, uint keySize, void* value, uint valueSize)</code></td>
<td>Emits an intermediate key/value pair</td>
</tr>
<tr>
<td><code>void emit(void* value, uint valueSize)</code></td>
<td>Emits a final value</td>
</tr>
</tbody>
</table>

Table 4.1: StreamMR APIs
launched to copy the output from the separate buffers into the contiguous buffers. Thus, only the useful output is copied back to the host. Experiments have shown that this approach provides the best performance.

4.7 Evaluation

In this section, we evaluate the performance of StreamMR against Mars and MapCG using four sets of experiments. In the first and second set, four representative applications are used to show the speedup over Mars and MapCG respectively. In the third set, the overheads of the overflow handling mechanisms i.e., global and local overflow are quantified. The effectiveness of using the Image memory is studied in the fourth experiment. Finally, we quantified the benefits of the scalable reduce design presented in Section 4.3.2.1.

4.7.1 Experimental Platform

All experiments were run on two servers - one equipped with AMD GPU and another one equipped with NVIDIA GPU. The first server is a 64-bit server with an Intel Xeon E5405 x2 CPU (2.00GHz) and 3GB of RAM. The equipped GPU is ATI Radeon HD 5870 (Cypress) with 1024MB of device memory. The server is running the GNU/Linux operating system with kernel version 2.6.28-19 and fglrx 8.84.5 GPU driver. The second server is a 64-bit server with an Intel Celeron E3300 x2 CPU (2.50GHz) and 2GB of RAM. The equipped GPU is NVIDIA Tesla C2050 (Fermi) with 3071MB of device memory. The server is running the GNU/Linux operating system with kernel version 2.6.32-5 and GPU driver version 285.05.33. All frameworks and testing applications are implemented with OpenCL 1.1 and compiled with AMD APP SDK v2.5.
4.7.2 Workloads

We use four test applications that are commonly used in other MapReduce studies such as Mars and MapCG. These applications involve both variable and fixed sized output, in addition two of them execute only the map phase and the others executes both map and reduce phases. These applications include:

- **Matrix Multiplication (MM)**. MM accepts two matrices $X$ and $Y$ as input and outputs matrix $Z$. Each element $z_{i,j}$ in $Z$ is produced by multiplying every element in row $i$ of $X$ with the corresponding element in column $j$ of $Y$ and summing these products. The MapReduce implementation of MM includes only the map phase, where each map task is responsible for calculating one element of the output matrix.

- **String Match (SM)**. SM searches an input keyword in a given document and outputs all matching locations. The MapReduce implementation of SM includes only the map phases. Each map task reads a chunk of the input document, character by character, and outputs the locations of any found matching words.

- **KMeans (KM)**. KM is an iterative clustering algorithm. Each iteration takes a set of input points and a set of clusters, assigns each point to a closest cluster based on the distance between the point and the centroid of the cluster, and recalculates the clusters after. The iteration is repeated until clustering results converge (in our results we run only one iteration). The MapReduce implementation of KM include both map and reduce phases. The map function attaches the assigned points to their closest clusters, and the reduce function calculates the new coordinates of a cluster based on the attached points. Note that the combiner function is enabled for both map and reduce phases in StreamMR in our experiments.

- **WordCount (WC)**. WC is commonly used to study the performance of MapReduce
implementation. It accepts an input file and outputs the number of occurrences of each word in this file. The MapReduce implementation of WC includes both map and reduce phases. The map function reads the assigned portion of the input file, and outputs one as the number of occurrences of every emitted word. The reduce function accepts the values of a specific word and outputs only one value representing the number of occurrences of this word in the whole file. Note that the combiner function is enabled for both map and reduce phases in StreamMR in our experiments. Also to have same hash collisions for the hash table of StreamMR and MapCG, we allocate the same number of hash entries.

For each one of the testing applications, we use three input datasets, i.e., Small (S), Medium (M) and Large (L) whose sizes are given in Table 4.2. The main performance metric is the total execution time, measured from the transformation of the input from host to device to copying the output back to the main memory. The speedup of X over Y is defined as the total execution time of Y divided by the total execution time of X. We repeat each run five times and report the average speedup when the variance of the runs is negligible, otherwise we report the confidence intervals in addition to the average speedup and repeat each run at least ten times. For each MapReduce framework, we try all possible workgroup sizes, and report the best results only. We also assume the size of the hash table is large enough to retain the characteristics of the hashing functions.

<table>
<thead>
<tr>
<th>Applications</th>
<th>Dataset Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wordcount(WC)</td>
<td>S: 10MB, M: 40MB, L: 80MB</td>
</tr>
<tr>
<td>MatrixMultiplication(MM)</td>
<td>S: 256, M: 512, L:1024</td>
</tr>
<tr>
<td>KMeans(KM)</td>
<td>S: 8192 points, M: 32768, L: 131072</td>
</tr>
<tr>
<td>StringMatch(SM)</td>
<td>S: 16MB, M: 64MB, L: 100MB</td>
</tr>
</tbody>
</table>

Table 4.2: Dataset sizes per application
4.7.3 Comparison to Mars

We first evaluate the performance of StreamMR against Mars with four test applications. In order to execute the same implementation of Mars, which is originally implemented in CUDA, on AMD and NVIDIA GPUs, we have reimplemented Mars\(^1\) with OpenCL. The bitonic sort and scan algorithms available in the AMD APP SDK are used to implement the sorting and scanning phases of Mars.

As shown in Figure 4.6 and Figure 4.8, StreamMR outperforms Mars for almost all testing applications with speedups between 0.9 to 3.5 for AMD GPU and between 1.1 to 10.0 for NVIDIA GPU. For applications with the map phase only, i.e. MM and SM, the advantage of StreamMR comes from the reduced preprocessing overhead (counting and prefix summing phases as detailed in Chapter 2). To better understand the performance gain of StreamMR over Mars, we break down the execution time of the large input dataset into five phases, i.e., preprocessing, map, group, reduce, and copy result (from GPU to CPU), as shown in Figure 4.7 and Figure 4.9. To get normalized times, the execution times of each phase is divided by the total execution time of the corresponding Mars run. For MM, the Mars preprocessing overhead is 5.7% and 4.9% of the total execution time in Mars for AMD GPU and NVIDIA GPU respectively. Since the output size is fixed, the preprocessing time of MM is negligible in StreamMR. As a consequence, StreamMR outperforms Mars by 1.02 and 1.14 times on the average for AMD GPU and NVIDIA GPU respectively. On the other side, in SM, since the size of the output is variable, Mars preprocessing phases, especially the counting phase consumes significant portion of the total execution time. Specifically, the counting phase passes through the whole file and searches for matches to accurately determine the size of the output of each map task. These preprocessing phases represent 49.5% and 40.1% of the total execution time of Mars on the average for AMD GPU and NVIDIA GPU respectively. So our framework better improves the performance by 1.86-fold.

\(^1\)Mars version 2 released on 10\(^{th}\) November 2009
and 1.58-fold speedup on the average for AMD GPU and NVIDIA GPU respectively.

For KM, as shown in Figure 4.7 and 4.9, although the overhead of Mars preprocessing kernels is small i.e., 5.8% of the total time, the speedup of our framework over Mars is high i.e., 2.53-fold and 2.66-fold speedup on the average for AMD and NVIDIA GPUs respectively. Particularly, the 95-confidence interval is [1.9, 2.3], [2, 2.2] and [2.9, 3.9] for small, medium and large datasets respectively for AMD GPU. This performance can be attributed to two reasons; first, the efficiency of the hashing-based grouping over sorting-based one which results in reducing the number of accesses to the global memory. Second, the larger number of threads contributing in the reduce phase through the joining kernel and the combiner function which results in improving the reduce time.

For WC, StreamMR achieves 3.41-fold and 8.66-fold speedup on the average compared to Mars for AMD and NVIDIA GPUs respectively as shown in Figure 4.6 and Figure 4.8. This comes mainly from avoiding the time-consuming sorting phase of Mars, that consumes more than 50% and 90% of the total execution time for AMD and NVIDIA GPUs respectively as shown in Figure 4.7 and Figure 4.9. In addition, StreamMR reduces the size of intermediate output due to the use of the combiner function, thus significantly reducing the number of accesses to the global buffer especially because WC generates large number of intermediate output.

### 4.7.4 Comparison to MapCG

As we discussed earlier, state-of-the-art MapReduce frameworks in CUDA use atomic operations to coordinate the output from different threads. To fairly evaluate atomic-based MapReduce designs on AMD as well as NVIDIA GPU, we implemented MapCG using OpenCL. Specifically, in the map phase, all threads collaborate using global atomic operations i.e., atomic-add and atomic-compare-and-swap to write the intermediate output into
Figure 4.6: Speedup of StreamMR over Mars using small, medium, and large datasets for AMD Radeon HD 5870

Figure 4.7: Execution time breakdown of Mars and StreamMR using large dataset for AMD Radeon HD 5870

Figure 4.8: Speedup of StreamMR over Mars using small, medium, and large datasets for NVIDIA Fermi
global buffers and group this output using a single hash table. In our implementation, we set the size of the hash table to the aggregate sizes of the hash tables used in StreamMR. Instead of calling global atomic operation each time a thread writes to a global buffer, MapCG uses memory allocator. Only a single thread per wavefront executes global atomic-add operation to reserve certain bytes from the global buffer, then all threads in a wavefront collaborate using atomic-add operation to local memory to consume this reserved buffer. In our implementation, we reserve the maximum possible global buffer to avoid possible overflow in the allocated global buffers. Note that, in MapCG, grouping the output using the hash table is necessary even for applications without reduce phase like Matrix Multiplication. Finally, in the reduce phase, we assign each hash entry to a single thread to generate the final output.

As we discussed in Chapter 2, atomic operations on AMD GPUs can force all memory accesses to use a slow CompletePath instead of the normal FastPath, thus can result in severe performance degradation for memory-bound applications. StreamMR addresses this issue with an atomic-free design. As shown in Figure 4.10 and Figure 4.11, for MM, StreamMR significantly outperforms MapCG, i.e., with an average speedup of 28.7-fold. It turns out that the ALU:Fetch ratio (measured by AMD APP Kernel Analyzer v1.8) of MM is 0.19. Such a low ALU:Fetch ratio suggests that MM is indeed a memory-bound application. On the other hand, the ALU:Fetch ratio of SM is very high, i.e. 4.94, suggesting that SM is
more compute-bounded. Consequently, StreamMR improves the performance over MapCG by 1.8-fold speedup on the average for SM.

Although NVIDIA GPUs do not incur severe penalty from using atomic operations, the results shown in Figure 4.12 and Figure 4.13 suggests that StreamMR behaves better than MapCG by 1.1-fold speedup on the average for both MM and SM on NVIDIA GPU. This returns to the fact that StreamMR executes only map phase, however MapCG groups the intermediate output into a hash table and executes reduce phase to trace the size of the generated output in addition to the normal map phase.
Figure 4.12: Speedup of StreamMR over MapCG using small, medium, and large datasets for NVIDIA Fermi

Figure 4.13: Execution time breakdown of MapCG and StreamMR using large dataset for NVIDIA Fermi
For KM, the average speedup of StreamMR over MapCG is 9.3-fold on AMD GPU. Particularly, the 95-confidence interval is [5.7, 7.1], [5.7, 6.3] and [13.1, 17.7] for small, medium and large datasets respectively. Again, one of the reasons is that KM is also memory-bounded, as indicated by an ALU:Fetch ratio of 0.42 for its map kernel. In addition, the map phase of KM contributes to more than 80% of the total execution time as shown in Figure 4.11. For NVIDIA GPU, StreamMR behaves better than MapCG by 2.9-fold speedup on the average. This performance is attributed to the use of combiner within the map phase, which significantly reduces the number of accesses to the global memory, and thus improves the execution time of the map phase as shown Figure 4.13. In addition to exploiting more parallelism in the reduce phase through the use of the two-level joining kernel, thus improving the reduction time.

For WC, most of the execution time is spent in the map phase as shown in Figure 4.11 and Figure 4.13. Specifically, the map phase of WC contributes to 94% and 84% of the total execution time for AMD and NVIDIA GPU respectively. With the use of combiner in the StreamMR, the number of intermediate key/value pairs is reduced significantly, thus improving WC performance over MapCG by 3.9-fold and 1.7-fold speedup for AMD GPU and NVIDIA GPU respectively. The better performance of StreamMR on AMD GPU is attributed to the memory-boundness of the map kernel of WC with ALU:Fetch ratio of 0.67, in addition to the large number of intermediate output in WC which further exacerbates the overhead of using the CompletePath within MapCG.

### 4.7.5 Overflow Handling Overhead

In this experiment, we aim at quantifying the overhead of the overflow handling mechanisms i.e., global and local buffers overflow. For MM, since the size of the output is deterministic, then the overflow can be avoided. For SM and WC, there is a high probability for the global overflow to occur since the size of the output is nondeterministic and depends on the input
file (and the keyword for SM). For KM, if the local buffer is not set appropriately, a local overflow may be encountered.

We run SM using large-size dataset and varied the global buffer size to study the effect of global overflow on the performance. We reduce the size of the preallocated output buffer, so overflow occurs, and another map kernel is executed. The overflow percentage is the ratio between the number of matches emitted by the second map kernel and the total number of matches. As shown in Figure 4.14, for AMD GPU, the speedup of StreamMR over Mars decreases from 1.99 to 1.53 when the percentage of overflow reaches 53%. As the overflow percentage increases to 93%, the speedup drops further to 1.18. The same behavior is noticed for NVIDIA GPUs as shown in Figure 4.15. This is because StreamMR will incur more and more counting overhead as the overflow percentage increases. However, the above performance results also suggest the overhead of global overflow is tolerable.

Figure 4.14: Effect of global overflow on the speedup over Mars and MapCG using string-match for AMD Radeon HD 5870

For WC, using large-size dataset, we varied the allocated global buffer to force different percentages of overflow. Upon an overflow, another map kernel is launched to handle the overflowed records. Executing another map kernel, generates more hash tables that are handled by the reduce phase, thus increasing the execution time of the reduce phase. As shown in Figure 4.16 and Figure 4.17, the speedup of StreamMR over Mars decreases from 3.45 to 3.04 and from 10.04 to 8.71 for AMD and NVIDIA GPUs respectively when the
Figure 4.15: Effect of global overflow on the speedup over Mars and MapCG using string-match for NVIDIA Fermi

Figure 4.16: Effect of global overflow on the speedup over Mars and MapCG using wordcount for AMD Radeon HD 5870

Figure 4.17: Effect of global overflow on the speedup over Mars and MapCG using wordcount for NVIDIA Fermi
percentage of overflow reaches almost 100%.

For KM, we varied the allocated local buffer, so instead of running all threads per wavefront concurrently, they run on two and four consecutive iterations. As a result, the map kernel execution time increases as shown in Figure 4.18. Specifically, the speedup compared to overflow-free case is 0.91 and 0.76 for two and four consecutive iterations respectively.

![Figure 4.18: Effect of local overflow on the Map kernel execution time of KMeans](image)

4.7.6 Impact of Using Image Memory

In this experiment, we evaluate the effect of using texture memory instead of global memory to store the input dataset. Since the data retrieved from the texture memory are cached, we expect applications with data locality to benefit from this feature. MM is an example of such applications since a single row/column is accessed by several map threads. For SM, KM and WC, since each thread works in a different piece of input data, texture caching may not be beneficial.

For MM, we have found that using texture memory to store the input matrices, improves the performance of the map kernel significantly. More specifically, the speedup of the map kernel over non-texture map kernel is 4.89 and 3.56 for 256 X 256 and 512 X 512 matrices respectively on AMD GPU. Although the use of the image memory is not listed within the major optimizations for new versions of NVIDIA GPUs [54], we have found that it can
improve the performance of the map kernel of matrix multiplication by 2.9-fold speedup for 256 X 256 matrices on NVIDIA Fermi GPUs.

4.7.7 Quantifying the Impact of the Scalability Optimization

In this experiment, we quantify the benefits of the scalable reduce design presented in Section 4.3.2.1 compared to the initial design. As discussed before, this optimization targets applications producing large number of intermediate records and hash tables like wordcount. So in this experiment, we run wordcount using three version of the reduce phase. the first one is the initial design that requires passing through the hash tables multiple times. The second one is the optimized reduce phase involving one joining kernel and one reduction kernel. The third one is also optimized reduce phase but with two-level joining. Since combiner function exists for wordcount, we directly apply combining during joining, thus avoiding the need for a separate reduction kernel.

As shown in Figure 4.19 and 4.20, using the basic-optimized reduce phase slightly reduces the reduction time. However, it allows exposing more parallelism through the use of the two-level joining, thus significantly improving the reduction time by 10.08 and 12.89-fold speedup for AMD GPU and NVIDIA GPU, respectively.

![Figure 4.19: Effect of scalability optimization (SO) of the reduce phase using wordcount on AMD GPU](image)

Figure 4.19: Effect of scalability optimization (SO) of the reduce phase using wordcount on AMD GPU
4.8 Chapter Summary

In this chapter, we designed StreamMR, an OpenCL atomic-free implementation of MapReduce optimized for heterogeneous devices. Through atomic-free mechanisms for output writing and shuffling, StreamMR significantly outperforms MapCG on AMD GPUs. Specifically, StreamMR behaves better than MapCG by 10.9-fold speedup on the average (up to 44.5-fold speedup). By avoiding the time consuming preprocessing phases and sorting when grouping intermediate results, StreamMR outperforms Mars on AMD GPUs by 2.21-fold on the average (up to 3.5-fold speedup).

Through highly scalable and optimized reduce phase, StreamMR can outperforms MapCG and Mars on NVIDIA GPUs as well. Particularly, StreamMR behaves better than MapCG and Mars by 1.7-fold speedup (up to 3.5-fold speedup) and 3.85-fold speedup (up to 10.04-fold speedup), respectively.
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Chapter 5

Optimized MapReduce Workflow

5.1 Overview

Having an efficient and portable MapReduce implementation, the next step towards achieving our overarching goal is to explore how to efficiently co-schedule the map and reduce tasks among different resources within node and across nodes. The traditional approach is to enforce a barrier synchronization between the map phase and the reduce phase, i.e., the reduce phase can only start when all map tasks are completed. For heterogeneous resources, it is highly expected that the faster compute resources will finish their assigned map tasks earlier, but these resources cannot proceed to the reduce processing until all the map tasks are finished, thus resulting in waste of resources.

In this chapter, we propose and compare two asynchronous data-processing techniques to enhance resource utilization and performance of MapReduce for a specific class of MapReduce jobs, called *recursively reducible* MapReduce jobs. For this type of MapReduce jobs, a portion of the map results can be reduced independently, and the partial reduced results can be recursively aggregated to produce global reduce results. More details about recursively reducible MapReduce jobs will be discussed in Section 5.2. Our first approach, hierarchical reduction (HR), overlaps map and reduce processing at the inter-task level. This approach
starts a reduce task as soon as a certain number of map tasks complete and aggregates partial
reduced results using a tree hierarchy. The second approach, incremental reduction (IR),
exploits the potential of overlapping data processing and communication within each reduce
task. It starts a designated number of reduce tasks from the beginning and incrementally
applies reduce function to the intermediate results accumulated from map tasks.

Implementing the incremental reduction approach requires running the map and reduce tasks
concurrently on each resource. Additionally, the intermediate output need to be regularly
pipelined to the resource during the execution of the reduce task. With the current specifica-
tion and implementation of OpenCL 1, concurrently running more than one kernel on GPUs
is not supported. Additionally, it is not possible to transfer data from the host memory to
the device memory while executing a kernel. So as a proof-of-concept and to be able to study
the scalability of the proposed approaches with the number of resources, we have evaluated
our approaches against the traditional one using Hadoop [1], an open-source MapReduce
implementation.

The rest of this chapter is organized as follows: Section 5.2 discusses background information
about Hadoop and recursively reducible MapReduce jobs. Section 5.3 and 5.4 describe the
design of the proposed approaches including the hierarchical and incremental reduction.
Section 5.5 evaluates the performance of the proposed approaches using an analytical model.
The experimental results are discussed in Section 5.6. We conclude in Section 5.7.

5.2 Background

5.2.1 Hadoop

Hadoop is an open-source Java implementation of the MapReduce framework. It can be
logically segregated into two subsystems, i.e., a distributed file system called HDFS and a

\footnote{OpenCL 1.1, implemented through AMD APP SDK v2.5}
MapReduce runtime. The MapReduce runtime follows a master-slave design. The master node is responsible for managing submitted jobs, assigning the map and reduce tasks of every job to the available workers. By default each worker can run two map tasks and two reduce tasks simultaneously.

At the beginning of a job execution, the input data is split and assigned to individual map tasks. When a worker finishes executing a map task, it stores the map results as intermediate key/value pairs locally. The intermediate results of each map task will be partitioned and assigned to the reduce tasks according to their keys. A reduce task begins by retrieving its corresponding intermediate results from all map outputs (called the shuffle phase). The reduce task then sorts the collected intermediate results and applies the reduce function to the sorted results. To improve performance, Hadoop overlaps the copy and sort of finished map outputs with the execution of newly scheduled map tasks.

5.2.2 Recursively Reducible Jobs

Word counting is a simple example of recursively reducible jobs. The occurrences of a word can be counted first on different splits of an input file, and those partial counts can then be aggregated to produce the number of word occurrences in the entire file. Other recursively reducible MapReduce applications include association rule mining, outlier detection, commutative and associative statistical functions etc. In contrast, the square root of sum of values is an example of reduce function that is not recursively reducible, because $(a + b)^2 + (c + d)^2$ does not equal $(a + b + c + d)^2$. However, there are some mathematical approaches that can transform such functions to benefit from our solution.

It is worth mentioning that there is a combiner function provided in typical MapReduce implementations including Hadoop. The combiner function is used to reduce key/value pairs generated by a single map task. The partially reduced results, instead of the raw map output,
are delivered to the reduce tasks for further reducing. Our proposed asynchronous data processing techniques are applicable to all applications that can benefit from the combiner function. The fundamental difference between our techniques and the combiner function is that our techniques optimize the reducing of key/value pairs from multiple map tasks.

5.3 Hierarchical Reduction (HR)

5.3.1 Design and Implementation

Hierarchical reduction seeks to overlap the map and reduce processing by dynamically issuing reduce tasks to aggregate partially reduced results along a tree-like hierarchy. As shown in Figure 5.1, as soon as a certain number (i.e., defined by the aggregation level $\sigma_H$) of map tasks are successfully completed, a new reduce task will be created and assigned to one of the available workers. This reduce task is responsible for reducing the output of the $\sigma_H$ map tasks that are just finished. When all map tasks are successfully completed and assigned to reduce tasks, another stage of the reduce phase is started. In this stage, as soon as a certain $\sigma_H$ reduce tasks are successfully completed, a new reduce task will be created to reduce the output of the $\sigma_H$ reduce tasks. This process repeats until there is only one remaining reduce task, i.e., when all intermediate results are reduced.

Although conceptually the reduce tasks are organized as a balanced tree, in our implementation a reduce task at a given level does not have to wait for all of the tasks at the previous level to finish. In other words, as soon as a sufficient number of tasks (i.e., $\sigma_H$) from the previous level becomes available, a reduce task from the subsequent level can begin. Such a design can reduce the associated scheduling overhead of HR.
5.3.2 Discussion

One advantage of HR is that it can parallelize the reduction of a single reducing key across multiple workers, whereas in the original MapReduce framework (MR), the reduction of a key is always handled by one worker. Therefore, this approach is suitable for applications with significant reduce computation per key. However, HR incurs extra communication overhead in transferring the intermediate key/value pairs to reduce tasks at different levels of the tree hierarchy, which can adversely impact the performance as the depth of the tree hierarchy increases. Other overheads include the scheduling cost of reduce tasks generated on the fly.

For the fault tolerance scheme, it should be modified to recover the failure of reduce tasks. In particular, the JobTracker should keep track of all created reduce tasks, in addition to the tasks assigned to be reduced by these reduce tasks. Whenever, a reduce task fails, another copy of this task should be created and the appropriate tasks should be assigned again for reduction. Each reduce task materializes its output locally, so it will post this output again to the new task.
5.4 Incremental Reduction (IR)

5.4.1 Design and Implementation

Incremental reduction aims at starting the reduce phase as early as possible within a reduce task. Specifically, the number of reduce tasks are defined at the beginning of the job similar to the original MapReduce framework. Within a reduce task, as soon as a certain amount of map outputs are received, the reduction of these outputs starts and the results are stored locally. The same process repeats until all map outputs are retrieved.

In Hadoop, a reduce task consists of three stages. The first stage, named shuffling, copies the task’s own portion of intermediate results from the output of all map tasks. The second stage, named sorting, sorts and merges the retrieved intermediate results according to their keys. Finally, the third stage applies the reduce function to the values associated with each key. To enhance the performance of the reduce phase, the shuffling stage is overlapped with the sorting stage. More specifically, when the number of in-memory map outputs reaches a certain threshold, `mapred.inmem.merge.threshold`, these outputs are merged and the results are stored locally.

![Diagram](image-url)  
**Figure 5.2:** Incremental reduction with reduce granularity equals 2

In Hadoop, a reduce task consists of three stages. The first stage, named shuffling, copies the task’s own portion of intermediate results from the output of all map tasks. The second stage, named sorting, sorts and merges the retrieved intermediate results according to their keys. Finally, the third stage applies the reduce function to the values associated with each key. To enhance the performance of the reduce phase, the shuffling stage is overlapped with the sorting stage. More specifically, when the number of in-memory map outputs reaches a certain threshold, `mapred.inmem.merge.threshold`, these outputs are merged and the results are stored locally.
are stored on-disk. When the number of on-disk files reaches another threshold, \textit{io.sort.factor}, another on-disk merge is performed. After all map outputs are retrieved, all on-disk and in-memory files are merged, and then the reduction stage begins.

In our IR implementation, we make use of \textit{io.sort.factor} and \textit{mapred.inmem.merge.threshold}. When the number of in-memory outputs reaches to the \textit{mapred.inmem.merge.threshold} threshold, they are merged and the merging results are stored on the disk. When the number of on-disk outputs reaches to the \textit{io.sort.factor} threshold, the incremental reduction of these outputs begins and the reducing results are stored instead of the merging results. When all map outputs are retrieved, the in-memory map outputs are reduced along with the stored reducing results. The final output data is written to the distributed file system. The entire process is depicted in Figure 5.2.

5.4.2 Discussion

IR incurs less overheads than HR for two reasons. First, the intermediate key/value pairs are transmitted once from the map to reduce tasks instead of several times along the hierarchy. Second, all of the reduce tasks are created at the start of the job and hence the scheduling overhead is reduced.

In addition to the communication cost, the number of writes to local and distributed file system are the same (assuming the same number of reduce tasks) for both MR and IR. Therefore, IR can outperforms MR when there is sufficient overlap between the map and reduce processing.

The main challenge of IR is to choose the right threshold that triggers an incremental reduce operation. Too low a threshold will result in unnecessarily frequent I/O operations, while too high a threshold will not be able to deliver noticeable performance improvements. Interestingly, a similar decision, i.e., the merging threshold, has to be made in the original
Hadoop implementation as well. Currently we provide a runtime option for users to control the incremental reduction threshold. In the future, we plan to investigate self-tuning of this threshold for long running MapReduce jobs.

It is worth noting that since the map and reduce tasks in this approach are created by the same manner as in Hadoop, then the fault tolerance scheme of Hadoop works well.

5.5 Analytical Models

In this section, we derive analytical models to compare the performance of the original MapReduce (MR) implementation of Hadoop, and the augmented implementations with hierarchical reduction (HR) and incremental reduction (IR) enhancements. Table 5.1 presents all the parameters used in the models. We group our discussion according to the relationship between the number of map tasks $m$ and the number of available execution slots in the cluster $2n$ (recall that there are two execution slots per node by default).

Without loss of generality, our modeling assumes the number of reduce tasks $r$ is smaller than the number of execution slots $2n$. In fact, the Hadoop documentation recommends that 95% of the execution slots is a good number for the number of reduce tasks for typical applications. However, our analysis can be easily generalized to model the cases where there are more reduce tasks than the number of execution slots.

5.5.1 Case 1: Map Tasks $\leq 2 \times$ Nodes Number

When the number of map tasks is less than the number of execution slots, all map tasks are executed in parallel and completed simultaneously. Assuming the execution time of each map task is the same, the map phase will finish after $t_m$. And since $m \leq 2n$ means working with small dataset, we can assume that the communication cost is small, so MR and IR cannot overlap the copying with other reduce computations. Particularly, The execution time of the
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>Number of map tasks</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$k$</td>
<td>Total number of intermediate key/value pairs</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of reduce tasks of the MR framework</td>
</tr>
<tr>
<td>$t_m$</td>
<td>Average map task execution time</td>
</tr>
<tr>
<td>$t_{rk}$</td>
<td>Average execution time of reducing values of a single key</td>
</tr>
<tr>
<td>$\sigma_H$</td>
<td>Aggregation level used in HR</td>
</tr>
<tr>
<td>$C$</td>
<td>Communication cost per key/value pair</td>
</tr>
<tr>
<td>$C_{MR}$</td>
<td>Communication cost from $m$ map tasks to $r$ reduce tasks in MR</td>
</tr>
<tr>
<td>$C_{HR}$</td>
<td>Communication cost from the assigned $\sigma_H$ map tasks to a reduce task in HR</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters used in the performance model

reduce phase is the same for MR and IR, however HR has different reduce computations.

**MR / IR** For the original Hadoop implementation, and incremental reduction, the reduce phase finishes after $C_{MR} + \lceil \frac{k}{r} \log \lceil \frac{k}{r} \rceil \rceil + t_{rk} \times \lceil \frac{k}{r} \rceil$. Where the first term is the communication cost, the second term is the merging time, and the third term is the reducing time. Hence the total execution time:

$$T_{MR} = t_m + C_{MR} + \left\lceil \frac{k}{r} \log \left\lceil \frac{k}{r} \right\rceil \right\rceil + t_{rk} \times \left\lceil \frac{k}{r} \right\rceil$$

(5.1)

**HR** For hierarchical reduction, after all map tasks are finished, the reduce phase begins by initiating $\frac{m}{\sigma_H}$ reduce tasks, where $\sigma_H$ is the used aggregation level. When these reduce tasks are finished, the outputs from every $\sigma_H$ reduce tasks are assigned to another reduce task and so on until all outputs are reduced. So, we need $\log_{\sigma_H}(m)$ stages to finish the reduce phase, where every stage executes in $C_{HR} + \frac{\sigma_H k}{m} \log \left( \frac{\sigma_H k}{m} \right) + t_r \times \frac{\sigma_H k}{m}$, where the first term is the communication cost, and the second term is the merging time. Moreover, for simplicity, we assume a linear reduce function, i.e., if it takes $t$ to reduce the values of a single key from $m$ map tasks, then it takes $x \times \frac{t}{m}$ to reduce the values from $x$ map tasks. So the total execution
\[
T_{HR} = t_m + (C_{HR} + \frac{\sigma_H k}{m} \log(\frac{\sigma_H k}{m}) + t_r \times \frac{\sigma_H k}{m}) \times \log_{\sigma_H}(m) \tag{5.2}
\]

By comparing equations 5.1 and 5.2, we can conclude that when \(m \leq 2n\), there is always a configuration for MR to behave better than HR. Specifically, by neglecting the communication cost, and setting \(r\) to \(2n\), \(T_{HR}\) becomes longer than \(T_{MR}\). This is expected because all map tasks are finished at the same time and there is no way to overlap map and reduce phases.

5.5.2 Case 2: Map Tasks > 2 × Nodes Number

When there are more map tasks than the execution slots, the map tasks are executed in several stages. In addition, the execution of the reduce tasks can be overlapped with the map computations based on the CPU utilization of the map tasks which we call the overlapping degree. We consider two different cases based on the overlapping degree. The first case corresponds to high overlapping degree i.e., copy and merge (merge and reduce in IR) of almost all retrieved intermediate key/value pairs can be overlapped with the map computations. The second case corresponds to low overlapping degree i.e., merging (merging and reducing in IR) of only a portion of the intermediate results can be overlapped. It is worth noting that as the number of map tasks increases, the corresponding number of idle slots between the execution of these map tasks (i.e., scheduling overhead) increases, which in turn increases the overlapping degree.

Throughout this section the total execution time is based on the following equation:

\[
T = Map_{time} + Merge_{time} + Reduce_{time} \tag{5.3}
\]

**MR** For the original Hadoop implementation, when the overlapping degree is high, the merging phase of MR in Figure 5.3 can be eliminated. So the total time becomes \(Map_{time} + Reduce_{time}\), assuming the final stage merging is neglected.
For low overlapping degree, if the reduce tasks occupy all nodes i.e., the number of reduce tasks \( r \) is larger than or equals \( n \), then merging of only a portion of the intermediate results can be overlapped with the map computations, and the total time can be expressed by equation 5.4. Where \( o \) represents the reduction in the merging time.

\[
T_{MR} = Maptimes + (Mergetime - o) + Reducetime
\]  

(5.4)

However, when the reduce tasks do not occupy all nodes, more merging can be overlapped with the map computations due to the load balancing effect i.e., the nodes executing reduce tasks execute smaller number of map tasks compared to the other nodes. As a result, the Map time is increased and the merging time is decreased as shown in equation 5.5, where \( l \) represents the load balancing effect, \( o' \) represents the overlapping effect, and \( o' > o \). As \( r \) increases, \( l \) and \( o' \) keeps decreasing, until reaching 0 and \( o \) respectively when \( r = n \) (equation 5.4).

\[
T_{MR} = (Maptimes + l) + (Mergetime - o') + Reducetime
\]  

(5.5)

**HR** For hierarchical reduction, map and reduce processing at different stages can be overlapped as shown in Figure 5.4. To compare HR’s performance with MR, we consider more
detailed modeling like the previous section.

For HR, when all map tasks are finished, the remaining computations is to reduce the un-reduced map tasks. In addition to combining the results of this reducing stage with other partial reduced results. Specifically, the total execution time of MR, and HR can be represented by the following equations, where $s$ is the remaining number of stages of HR’s hierarchy:

\[
T_{MR} = \text{Maptime} + C_{MR} + \left\lceil \frac{k}{r} \right\rceil \log\left(\left\lceil \frac{k}{r} \right\rceil\right) + t_{rk} \times \left\lceil \frac{k}{r} \right\rceil \tag{5.6}
\]

\[
T_{HR} = \text{Maptime} + (C_{HR} + \frac{\sigma_{HK}}{m} \log(\frac{\sigma_{HK}}{m}) + t_{rk} \times \frac{\sigma_{HK}}{m}) \times s \tag{5.7}
\]

Figure 5.4: Execution of HR framework when $m = 8n$

Assuming every map task produces a value for each given key, then $C_{MR}$ is $\frac{k}{r} \times C$, then $C_{HR}$ is $\frac{\sigma_{HK}}{m} \times C$, and $C_{HR}$ equals $\frac{\sigma_{HR}}{m} \times C_{MR}$, where $C$ is Communication cost per key/value pair. By substituting $C_{HR}$ in equation 5.7 by the previous value the equation becomes:

\[
T_{HR} = \text{Maptime} + \frac{\sigma_{H}}{m} \times (rC_{MR} + k\log(\frac{\sigma_{HK}}{m}) + kt_{rk}) \times s \tag{5.8}
\]

When the overlapping degree is high, $s$ can be replaced by $(\log_{\sigma_{HR}}(2n) + 1)$ in equation 5.8, which represents the reduction of the map tasks of the final stage. Moreover, the merging
time can be eliminated from equation 5.6. So for significantly large m, the communication part, and the reducing part of the equation is smaller than that of equation 5.6. If these terms occupy significant portion of the total time of MR, then HR will behave better than MR as we will see in the experimental evaluation. However, when the overlapping degree is low, s can be very deep, and the performance of HR can be worse than MR.

**IR** For incremental reduction, when the overlapping degree is high, the merging, and reducing phase of IR in Figure 5.3 can be eliminated. So the total time becomes $Maptime$, assuming the final stage merging and reducing is neglected. Definitely, IR can behave better than MR, and HR in this case, especially when the reducing time of MR is significant.

For low overlapping degree, if r is larger than n, then merging and reducing of only a portion of the intermediate results can be overlapped with the map computations, and the total time can be expressed by equation 5.9. Where $o_m$ and $o_r$ represents the reduction in the merging and reducing time respectively.

$$T_{IR} = Maptime + (Mergetime - o_m) + (Reducetime - o_r)$$

(5.9)

To compare this with equation 5.5, we consider the details of the overlapping computations in MR and IR. The main difference is that IR performs reducing after merging and writes the results of reduce rather than the results of merge to disk. Assuming the reduce function changes the size of the input by a factor of x and the reduce function is linear, then the overlapped computations of MR and IR can be represented by the following equations, where I is the size of intermediate key/value pairs to be merged and reduced during the map phase, $(I \log I)$ is the average number of compare operations executed during the merge, $P_s$ is the processor speed, $d_s$ is the disk write speed, and $p_s$ is very smaller than $d_s$:

$$O_{MR} = \frac{I_{MR} \log I_{MR}}{P_s} + \frac{I_{MR}}{d_s}$$

(5.10)

$$O_{IR} = \frac{I_{IR} \log I_{IR} + I_{IR}}{P_s} + \frac{I_{IR} \times x}{d_s}$$

(5.11)
Given the same overlapping degree, if \( x < 1 \), which is valid for several applications like wordcount, grep, linear regression, etc, then IR is able to conduct more merging in addition to reducing overlapped with map computations. So, the merging and reducing terms in equation 5.9 is less than the same terms in equation 5.4. So, IR can behave better than MR given the reduce computations is significant as illustrated by Figure 5.3. Note that, the cores's speed of the recent multicore machines advances in a higher rate compared to the disk speed. In addition, this speed is further reduced by the contention among the cores on the disk I/O, so IR may behave better in these emerging architectures. On the other side, if \( x \geq 1 \), then the performance of IR highly depends on the complexity of the reduce function compared to the merging.

By applying the previous analysis to the case where \( r < n \), we can conclude that IR can behave better than MR in this case also given the reducing time occupies a significant portion of the total execution time.

### 5.6 Evaluation

In this section, we present performance evaluations of our proposed techniques. Our experiments are executed on System X at Virginia Tech, comprised of Apple Xserve G5 compute nodes with dual 2.3GHz PowerPC 970FX processors, 4GB of RAM, 80 GByte hard drives. The compute nodes are connected with a Gigabit Ethernet interconnection. Each node is running the GNU/Linux operating system with kernel version 2.6.21.1. The proposed approaches are developed based on Hadoop 0.17.0.

#### 5.6.1 Overview

We have conducted four sets of experiments in order to study the performance of our approaches from different perspective. All of the experiments are conducted using wordcount
and grep applications. Wordcount is an application that parses a document or a number of documents, and produces for every word the number of its occurrence. Grep accepts a document or a number of documents and an expression; it matches this expression along the whole documents and produces for every match the number of its occurrence. In the first experiment, we aim at studying the scalability of the different reducing approaches with the dataset size. In the second and third experiment, we deeply analyzed the performance of wordcount and grep. Finally, another experiment has been conducted to study the robustness of the three approaches to the heterogeneity of the target environment.

The major performance metric in all experiments is the total execution time in seconds. Moreover, For a fair comparison, we follow the guidance given in the Hadoop documentation regarding the number of map and reduce slots per node, the io-sort-factor, and the merge-threshold. In addition, the aggregation level of the hierarchical reduction approach is set to 4 which also produces the best results for 32 nodes cluster. Furthermore, the granularity of intermediate-result merges in MR and the incremental reductions in IR is the same in all experiments. Finally, we flushed the cache before running any job to ensure the accuracy of our results.

5.6.2 Scalability with the Dataset Size

In this experiment, we aim at studying the scalability of the three reducing approaches with the size of the input dataset. We run wordcount and grep using 16GB and 64GB. For wordcount, the number of reduce tasks was set to 4, and 8, a broader range were used in experiment 5.6.3. For grep, we used an average query that produces results of moderate size, the performance of different queries was investigated in experiment 5.6.4.

As shown in Figure 5.5, generally, as the size of the input dataset increases, the performance improvement of IR over MR increases. Specifically, for wordcount, as the size of the input
increases to 64GB, IR gets better than MR by 34.5% and 9.48% instead of 21% and 5.97% in case of 16GB for 4 and 8 reduce tasks respectively. In addition, for grep, increasing the dataset size, improves IR’s performance over MR i.e., IR is better than MR by 16.2% instead of 7.1% for 16GB. The scalability of our approaches attributes to two reasons; first, as the dataset size increases, the map phase has to perform more IO. Second, for 64 GB, the number of map tasks increases from 256 to 1024, thus increasing the scheduling overheads. Both reasons results in providing more room for overlapping map with reduce computations.

Although the performance improvement of HR over MR with 16 reduce tasks increases by 9.96% for wordcount as the input dataset size increases, it decreases by 4.13% for grep. This is because of the extra communication cost involved with the increase of the dataset size. Which can be compensated by the long map phase time of wordcount i.e., 2801 seconds (average of the three cases shown in Figure 5.5) compared to only 1177 seconds for grep.

Since the normal Mapreduce jobs, processes huge amount of input data, all of the subsequent experiments are performed using input dataset of size 64 GB.
5.6.3 Wordcount Performance

In a cluster of 32 nodes, we run wordcount on a dataset of size 64 GB, the number of map tasks was set to 1024, and the number of reduce task was varied from 1 to 64. As shown in Figure 5.6, as the number of reduce tasks increases, IR’s improvement decreases. Specifically, for one reduce task, IR behaves better than MR by 35.33%. When the number of reduce tasks is increased to 4, IR behaves better by 34.49%. As the number of reduce tasks increases, the processing time of a reduce task decreases, thus providing little room for overlapping the map and reduce processing. Specifically, when the number of reduce tasks is 32, a reduce task only consume a mere 6.83% in the total execution time as shown in table 5.2. In addition, during the map phase, most of the resources of any node are utilized by the map tasks i.e., 32 map tasks compared to only 21 in case of 1 reduce task As shown in table 5.3, so IR cannot perform any incremental merges.

![Figure 5.6: Performance of MR vs. IR using wordcount](image)

Furthermore, IR achieves its best performance at 4 reduce tasks because this provides the best compromise between level of parallelism controlled by the number of reduce tasks and overlapping map with reduce. Specifically, in this case, IR conducts 55 incremental merges overlapped with the map computations compared to 0 in case of 32 reduce tasks as shown in table 5.2. As a result, the nodes executing a reduce task executes 26 map tasks instead of
Table 5.2: MR, and IR performance measures

<table>
<thead>
<tr>
<th>Reduce Tasks</th>
<th>Incremental merges</th>
<th>Reduce Time</th>
<th>Map Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46</td>
<td>11736</td>
<td>2690</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>1699.5</td>
<td>2732</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>524</td>
<td>2787</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>315</td>
<td>2845</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>210</td>
<td>2865</td>
</tr>
</tbody>
</table>

Table 5.3: Number of map tasks executed with every reduce task

<table>
<thead>
<tr>
<th>Reduce Tasks</th>
<th>MR</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>25 + 1S1</td>
</tr>
<tr>
<td>8</td>
<td>26 + 2S</td>
<td>28</td>
</tr>
<tr>
<td>16</td>
<td>30 + 2S</td>
<td>28 + 2S</td>
</tr>
<tr>
<td>32</td>
<td>31</td>
<td>32</td>
</tr>
</tbody>
</table>

32 map tasks in case of 32 reduce tasks; recall the Load balancing effect discussion in section 5.5.

The best performance is achieved at 32 and 4 reduce tasks for MR, and IR respectively. With the best performance for both MR and IR, IR is better by 5.86%.

On the other side, using an aggregation level of 4, HR behaves better than MR with 8 reduce tasks by 5.13%. We changed the aggregation level from 2 to 8 as shown in Figure 5.6, however the best performance is achieved at 4, because it provides the best compromise between the depth of the hierarchy and the waiting time. For example, with aggregation level of 2, the waiting time until triggering a reduce task is minimum, however, the overhead of the hierarchy in terms of its depth and the communication cost is high.

To better understand the benefits of the incremental reduction approach, we measured the CPU utilization throughout the job execution, and the number of disk transfers per second during the map phase for both MR and IR. As shown in Figure 5.7 and 5.8, the CPU utilization of IR is greater than MR by 5% on the average. In addition, the average disk

\[^{1}\text{Speculative Map Task}\]
transfers of IR is less than MR by 2.95 transfers per second. This returns to the smaller amount of data written to disk by IR, since it reduces the intermediate data before writing it back to disk. This in turn reduces the size of data read from disk at the final merging and reducing stage.

Figure 5.8: Number of disk transfers per second through the map phase using wordcount

To conclude, for any number of reduce tasks, IR achieves either better or same performance as MR. And the best performance for IR is achieved using only 4 reduce tasks, This means that IR is more efficient in utilizing the available resources. So, we expect IR to achieve better performance when several jobs are running at the same time, or with larger amounts of reduce processing. Particularly, when running three concurrent jobs of wordcount, the best configuration of IR behaves better than the best configuration of MR by 8.01% instead of 5.86% as shown in table 5.4.
Concurrent jobs | MR Execution Time (seconds) | IR Execution Time (seconds) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3107.5</td>
<td>2925.5</td>
</tr>
<tr>
<td>2</td>
<td>6064</td>
<td>5687</td>
</tr>
<tr>
<td>3</td>
<td>9025.5</td>
<td>8303</td>
</tr>
</tbody>
</table>

Table 5.4: MR, and IR performance with concurrent jobs

5.6.4 Grep Performance

In a cluster of 32 nodes, we run grep on a dataset of size 64 GB, the number of map tasks was set to 1024, and the number of reduce tasks was set to the default i.e., one. Grep runs two consecutive jobs; one returns for each match the number of its occurrence, and the other is a short job that inverts the output of the previous job so that the final output will be sorted based on occurrence of the matches instead of alphabetically. In this experiment, we focus on the first longer job. We used five different queries each produces different number of matches and hence intermediate and final key/value pairs.

![Figure 5.9: Performance of MR, IR, and HR using grep](image)

As shown in Figure 5.9, IR’s and HR’s performance are almost the same. In addition, for the first query, all reducing approaches have the same performance. For subsequent queries, the performance of HR and IR gets better. Specifically, for the second query, IR behaves better than MR by 12.2%. IR’s performance keeps increasing until reaching 30.2 % and
<table>
<thead>
<tr>
<th>Query</th>
<th>Reduce Time (seconds)</th>
<th>Intermediate Data Size (records)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a+[a-z.]+</td>
<td>135</td>
<td>37,285,680</td>
</tr>
<tr>
<td>[a-b]+[a-z.]+</td>
<td>250</td>
<td>55,897,216</td>
</tr>
<tr>
<td>[a-c]+[a-z.]+</td>
<td>351</td>
<td>78,196,736</td>
</tr>
<tr>
<td>[a-d]+[a-z.]+</td>
<td>742</td>
<td>113,039,360</td>
</tr>
<tr>
<td>[a-i]+[a-z.]+</td>
<td>1569</td>
<td>306,921,472</td>
</tr>
</tbody>
</table>

Table 5.5: Characteristics of different queries

57.98% for the fourth and fifth query, respectively. This returns to two reasons; first the increased number of matches as shown by the number of intermediate key/value pairs in table 5.5. Which in turn results in increasing the sorting and reducing computations of MR from 135 seconds for query1 to 1569 seconds for query5 as shown also in table 5.5. And hence overlapping these computations with the map phase as in HR and IR has higher effect on the overall performance.

Furthermore, the performance of HR gets worse than IR for higher queries i.e., fourth and fifth query. The main reason is that HR generates large number of reduce tasks following tree structure. In addition, the output from any reduce task needs to be sent to the subsequent reduce tasks, so as the size of intermediate key/value pairs increases, the communication overhead increases as well. So for applications producing large number of intermediate results, IR will behave better than HR.

5.6.5 Heterogeneous Environment Performance

Nowadays data centers are becoming incrementally heterogeneous; either due to the use of virtualization technology or machines from different generations. In this experiment, we aim at studying the robustness of MR, HR, and IR to the heterogeneity of the target cluster. In a cluster of 32 nodes, we manually slowed down several nodes i.e., 10 nodes to mimic a heterogeneous clusters having nodes with different generations. We continuously run `dd` command to convert and write a large file (e.g. 5.7 GB) to disk in order to slow down a
given node. This approach was used by Zahria et al. in [52].

We expect in these environments, the map phase time gets longer due to the effects of the slow nodes. So, if the reduce tasks are appropriately assigned to the fast nodes, then utilizing the extra map time in reduce computations could improve the performance of the proposed approaches. Using wordcount, we run MR, and IR with the best configuration achieved in experiment 5.6.3 i.e., 32 reduce tasks for MR and 4 reduce tasks for IR. As shown in Figure 5.10, when the reduce tasks are assigned to the fast nodes, IR becomes better than MR by 10.33% instead of 5.86%. However, when they are randomly assigned, IR becomes better than MR by only 2.32%. This is expected since the IO and computing resources available for reduce tasks in this case become limited, so IR cannot efficiently overlap map with reduce computations. We argue that if the heterogeneity originates from different hardware generations, or from virtualization, it is easy to identify the fast nodes and assign more reduce slots to these nodes, so we can guarantee the improved performance.

![Figure 5.10: Performance in heterogeneous and cloud computing environments using wordcount](image)

Moreover, HR’s performance drops significantly when running in heterogeneous environment, this returns to the large number of generated reduce tasks. In addition, it is undeterministic where these tasks will be run, so it is not possible to avoid the effect of the slow nodes.
In a typical cloud computing environments, the computing and io performance of the nodes is lower than what we have in System x. So, we slowed down the 32 nodes to mimic a cloud computing environment. Specifically, using wordcount, IR’s performance slightly improves i.e., it is better than MR by 7.14% instead of 5.86% for the homogeneous setting. However, it is less than the performance of heterogeneous setting i.e., 10.33%. The reason is that the reduce tasks get affected by the slow nodes in addition to the map tasks.

5.7 Chapter Summary

In this chapter, we designed and implemented two approaches to reduce the overhead of the barrier synchronization between the map and reduce phases of typical MapReduce implementations. In addition, we evaluated the performance of these approaches using analytical model and experiments on a 32-node cluster. The first proposed approach is the hierarchical reduction, which overlaps map and reduce processing at the inter-task level. It starts a reduce task as soon as a certain number of map tasks complete and aggregates partial reduced results following a tree hierarchy. This approach can be effective when there is enough overlap between map and reduce processing. However, this approach has some limitations due to the overheads of creating reduce tasks on the fly, in addition to the extra communication cost of transferring the intermediate results along the tree hierarchy. To cope with these overheads, we proposed the incremental reduction approach, where all reduce tasks are created at the start of the job, and every reduce task incrementally reduces the received map outputs. The experimental results demonstrate that both approaches can effectively improve the MapReduce execution time; with the incremental reduction approach consistently outperforming hierarchical reduction and the traditional synchronous approach. In particular, incremental reduction can outperform the synchronous implementation by 35.33% for the wordcount application and 57.98% for the grep application.
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Chapter 6

Conclusions

Heterogeneity becomes the trend in designing today’s systems; starting from a single chip [6, 37], passing through a single node [79, 78], and ending with large-scale clusters and clouds [85, 42]. Harnessing the computing power of all available heterogeneous resources in the system is a challenging task. In this dissertation, we aim at efficiently facilitating this task within and across resources. Specifically, we leverage the power of MapReduce programming model and OpenCL programming language to achieve our goals. We start with investigating the efficiency of existing MapReduce designs on AMD GPUs, an architecture that is not studied before using previous GPU-based MapReduce implementations. Based on our investigations, we propose an architecture-aware MapReduce implementation targeting AMD GPUs. Due to existing limitations in the OpenCL specifications, our implementation enforces constraint on the number of running threads, thus limiting the utilization of the device. In the second part of this dissertation, we design and implement an efficient MapReduce implementation not only targeting AMD GPUs but also other heterogeneous devices like NVIDIA GPUs. To the best of our knowledge, this is the first portable MapReduce implementation that outperforms state-of-the-art MapReduce implementations on heterogeneous devices. In the third part, we move one step further towards achieving our goal and explore how to efficiently distribute the map/reduce tasks across multiple resources. The major contributions and conclusions
of the three parts are summarized below.

Our investigations reveal that state-of-the-art MapReduce designs are not appropriate for AMD GPUs. These MapReduce designs depend on executing atomic-add operations to coordinate output writing from thousands of concurrently running threads. We realize that atomic operations incur significant overheads i.e., up to 69.4-fold slowdown on AMD GPUs, since it enforces all memory transactions in the kernel to follow a slow CompletePath rather than a fast FastPath. Consequently, we design and implement a software-based atomic operation that does not impact the used memory path. Using this software atomic operation, we implement a MapReduce framework that behaves efficiently and outperforms state-of-the-art MapReduce implementations on AMD GPUs. Specifically, we evaluate this MapReduce framework using three applications that follow different divergence and memory access patterns. The experimental results show that for memory-bound kernels, our software-based atomic add can deliver an application kernel speedup of 67-fold compared to one with a system-provided atomic add. The main shortcoming of the proposed software-based atomic is that it supports limited number of threads.

To address the limitations of the proposed software-atomic operation, we propose and implement an atomic-free design for MapReduce, StreamMR, that can efficiently handle applications running any number of threads. We introduce several techniques to completely avoid the use of atomic operations. Particularly, the design and mapping of StreamMR provides efficient atomic-free algorithms for coordinating output from different threads as well as storing and retrieving intermediate results via distributed hash tables. StreamMR also includes efficient support of combiner functions, a feature widely used in cluster MapReduce implementations but not well explored in previous GPU MapReduce implementations. StreamMR significantly outperforms the state-of-the-art implementation of MapReduce i.e., MapCG by a speedup of between 1.4 to 45. We further optimize StreamMR to work efficiently on other heterogeneous devices not suffering from the penalties associated with the
use of atomic operations like NVIDIA GPUs. Specifically, we propose a mechanism for improving the scalability of the reduce phase with the size of the intermediate output. With the highly scalable reduce phase, StreamMR outperforms MapCG on NVIDIA GPU by up to 3.5-fold speedup.

This dissertation also explores how to efficiently distribute the map/reduce tasks among several resources. The traditional approach is to enforce a barrier synchronization between the map phase and the reduce phase, i.e., the reduce phase can only start when all map tasks are completed. For heterogeneous resources, it is highly expected that the faster compute resources will finish their assigned map tasks earlier, but these resources cannot proceed to the reduce processing until all the map tasks are finished, thus resulting in waste of resources. We propose two approaches to cope with such heterogeneity; the first proposed approach is the hierarchical reduction, which overlaps map and reduce processing at the inter-task level. It starts a reduce task as soon as a certain number of map tasks complete and aggregates partial reduced results following a tree hierarchy. This approach can be effective when there is enough overlap between map and reduce processing. However, it has some limitations due to the overheads of creating reduce tasks on the fly, in addition to the extra communication cost of transferring the intermediate results along the tree hierarchy. To cope with these overheads, we proposed the incremental reduction approach, where all reduce tasks are created at the start of the job, and every reduce task incrementally reduces the received map outputs. Both approaches can effectively improve the MapReduce execution time; with the incremental reduction approach consistently outperforming hierarchical reduction and the traditional synchronous approach. Specifically, incremental reduction can outperform the synchronous implementation by up to 57.98%. As a part of this investigation, we derive a rigorous performance model that estimate the speedup achieved from each approach.
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Chapter 7

Future Work

In the previous chapters, we presented our efforts towards implementing a MapReduce framework that efficiently exploit all resources existed in today’s fat nodes. Specifically, we discussed how to implement an efficient MapReduce framework that is portable across heterogeneous devices. We also explored how to efficiently distribute map/reduce tasks across several resources concurrently. We view the work done in this thesis as groundwork for other potential projects. We discuss them in this chapter.

7.1 CPU/GPU Co-scheduling

Nowadays, most servers and even desktops have at least one GPU in addition to a multicore CPU. Concurrently exploiting the computing power of these devices is a challenging task. Programmer has to write two versions of an application - one for CPU and another one for GPU. To achieve efficient performance, the code should be optimized to match the architecture of each target device. Appropriately partitioning and scheduling the computation across these devices present another challenge. Fortunately, MapReduce frameworks can help hiding all of these complexities. Most existing efforts [12, 89, 17] that implement MapReduce frameworks to concurrently utilize the CPU and the GPU only report marginal
speedup compared to using only one resource. This performance can be mainly attributed to the overheads of transferring input/output between the CPU and the GPU. With the emergence of the fused architectures [6, 37], the CPU and GPU now share a common global memory. One promising research direction is to investigate the potential of this architecture. Specifically, we need to extend StreamMR framework discussed in Chapter 4 to concurrently make use of the CPU and the GPU. Grouping the map output via distributed hash tables, in addition to the highly scalable reduce phase, makes StreamMR good candidate for the co-scheduling.

7.2 Automatic Compute and Data-Aware Scheduling on Fat Nodes

Current servers do not equipped with only one CPU and one GPU, the trend now is the fat nodes [78, 79] that have more than one multi-core CPU and GPU whether fused or discrete. One crucial question that needs to be answered is which resources are suitable for a given application and how to efficiently distribute the computation among these resources. The answer to this question depends on the running application and the available resources. Specifically, the system should dynamically analyze the characteristics of the running application and the capabilities of the heterogeneous resources. This information should be plugged into a performance model to determine the set of heterogeneous resources to leverage and the ratio of computation assigned to each resource.

A few research efforts proposed the dynamic use of performance models to assign the computations to the heterogeneous resources [30, 14, 15, 59]. They generally base on running the application (either through pre-calibration run or through actual execution) and collecting several profiling information like the performance on different resources using tasks of different sizes. None of them consider the overhead of data transfer among the resources on
their models, despite the fact that the memory transfer alone can slow down the application execution by 2 to 50x [16]. Since all of them target legacy or general code, it is not clear how much input and output produced by each kernel, and how these data will be used afterward.

On the other side, we can leverage the power of MapReduce programming model to quantify the overhead of the data transfer. With MapReduce programming model, we can easily predict the size of the intermediate/final output and the flow of this output along the heterogeneous resources. Specifically, at the start of the application, our framework can execute a pre-calibration run. In this run, few map tasks and reduce tasks are assigned to the heterogeneous computing resources. Based on the execution time of each task, the transfer time of the input/output, the size of the input data set, and the size of the intermediate/final output, the performance model makes a decision regarding the best computing resources to run the target application and the granularity of the tasks assigned to each resource.

### 7.3 Energy Efficiency of GPU-based MapReduce Implementations

Although the energy efficiency of MapReduce implementations for CPU and clusters of CPUs has been studied by many researchers [84, 91, 90, 56, 92], to the best of our knowledge there is no equivalent studies for MapReduce implementations on GPUs. For GPU-based MapReduce implementation to be candidate for harnessing the computational power of the GPU devices in large-scale clusters and clouds, the energy efficiency of these implementations should be well studied. Most of the current MapReduce implementations for GPUs focus on achieving maximum speedup. It is as important to investigate for different GPU architectures, which implementation is the most energy-efficient.
7.4 Extending Software Atomic Add Operation

In Chapter 3 we proposed a software implementation for atomic-add operations that significantly improves the memory access performance of memory-bound applications on AMD GPUs. For compute-bound applications, it is unclear when our software-based atomic operation can be beneficial. We need to investigate a set of guidelines to decide when to use our software-based atomic operation. Also to address the limitations of supporting a small number of workgroups, we need to study other approaches for implementing the atomic operations that support any number of workgroups. One potential solution is making use of the CPU rather than dedicating the first workgroup to be the coordinator.
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