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ABSTRACT

While the channel capacity of an isolated noise-limited wireless link is well-understood, the same is not true for the interference-limited wireless links that coexist in the same area and occupy the same frequency band(s). The performance of these wireless systems is coupled to each other due to the mutual interference. One such wireless scenario is modeled as a network of simultaneously communicating node pairs and is generally referred to as an interference channel (IC). The problem of characterizing the capacity of an IC is one of the most interesting and long-standing open problems in information theory.

A popular way of characterizing the capacity of an IC is to maximize the achievable sum-rate by treating interference as Gaussian noise, which is considered optimal in low-interference scenarios. While the sum-rate of the single-band SISO IC is relatively well understood, it is not so when the users have multiple-bands and multiple-antennas for transmission. Therefore, the study of the optimal sum-rate of the multi-band MIMO IC is the main goal of this thesis. The sum-rate maximization problem for these ICs is formulated and is shown to be quite similar to the one already known for single-band MIMO ICs. This problem is reduced to the problem of finding the optimal fraction of power to be transmitted over each spatial channel in each frequency band. The underlying optimization problem, being non-linear and non-convex, is difficult to solve analytically or by employing local optimization techniques. Therefore, we develop a global optimization algorithm by extending the Reformulation and Linearization Technique (RLT) based Branch and Bound (BB) strategy to find the provably optimal solution to this problem.

We further show that the spatial and spectral channels are surprisingly similar in a multi-band multi-antenna IC from a sum-rate maximization perspective. This result is especially interesting because of the dissimilarity in the way the spatial and frequency channels affect
the perceived interference. As a part of this study, we also develop some rules-of-thumb regarding the optimal power allocation strategies in multi-band MIMO ICs in various interference regimes.

Due to the recent popularity of *Interference Alignment* (IA) as a means of approaching capacity in an IC (in high-interference regime), we also compare the sum-rates achievable by our technique to the ones achievable by IA. The results indicate that the proposed power control technique performs better than IA in the low and intermediate interference regimes. Interestingly, the performance of the power control technique improves further relative to IA with an increase in the number of orthogonal spatial or frequency channels.
This thesis is dedicated to my parents.
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Chapter 1

Introduction

Radio signal attenuation is one of the main characteristics of wireless communication systems. Contrary to the intuition, the attenuation is a blessing from the coexistence perspective. The cellular concept is based on this phenomenon, where the same portion of spectrum can be used simultaneously by multiple users operating independently at different geographical locations. In the same cell, if the attenuation is large and the systems are not very close to each other, the performance of one system is not affected by others. Thus the interference power is less than the noise power and the performance is said to be noise-limited. However, if the interference between the co-existing users is large, the performance of one user is coupled to the others through mutual interference. This is generally referred to as the interference-limited case. While the noise-limited wireless communication systems are reasonably well understood, the same is not true for interference-limited systems. One of the most interesting and long-standing open problems in interference-limited systems is the capacity characterization of interference-channels. We discuss the interference channel and its capacity characterization problem in detail in the next section.
1.1 Capacity Characterization of Interference Channel

In 1948, in the introduction of his classic paper, ‘A mathematical theory of communication’, Shannon wrote: “The fundamental problem of communication is that of reproducing at one point exactly or approximately a message selected at another point”. To model this problem, he developed a new branch of applied mathematics, which is known today as Information Theory [1]. One of the fundamental questions answered by information theory is about the ultimate transmission rate at which information can be reliably transmitted through an information channel. This rate is generally referred to as the channel capacity [2]-[4].

Channel capacity of the isolated link is well understood since it is fundamentally noise-limited. However, the same is not true for wireless links that coexist in the same area and transmit over the same frequency band(s). The performance of these wireless systems is coupled to each other due to the mutual interference. One such scenario is modeled as a network of simultaneously communicating node pairs and is generally referred to as an interference channel (IC). Each transmitter node in an IC has an intended receiver and acts as an interferer for the rest of the receiver nodes. The simplest IC is a two-user Gaussian IC where two transmitter-receiver pairs coexist as shown in Fig. 1.1. In this IC, \( x_i \in C \), for \( i = 1 \) and \( 2 \), is subject to a maximum power constraint \( P_{max} \), i.e., \( E[|x_i|] \leq P_{max} \), and the noise processes are modeled as zero-mean complex Gaussian with variance \( \sigma^2_N \).

The fundamental problem in the two-user Gaussian IC is to determine the capacity region, which is defined as the set of all simultaneously achievable rates for the two users. The characterization of the capacity region is challenging due to the mutual interference amongst the users. This can be easily understood by arguing that the increase in power of one user, along with increasing its link capacity, increases the interference perceived by the rest of the user(s). The study of the two-user Gaussian IC from an information theoretical perspective was initiated by Shannon [5] in 1961 and its exact capacity region characterization has been an open problem ever since. The only case in which we have a good insight is the high interference case, in which the interference signal is higher than the intended signal [6]. In
In this case, the interference is so high that it can be successfully decoded by the receiver and then canceled from the received signal. Fundamental lower and upper bounds to the capacity region of this two-user IC were proposed in [7]-[8]. The best known strategy to achieve the capacity region in the cases where interference is not very strong is due to Han and Kobayashi [10]. This strategy is a natural one and involves splitting of the transmit information into two parts: private information and common information. The private information is meant to be decoded at the intended receiver and the common information can be decoded at any receiver. The common information can be used to cancel off a part of the interference, while the private information from other users can be treated as noise.

### 1.1.1 State of the Art

In a recent development [11]-[13], a simple Han-Kobayashi technique is shown to achieve rates within 1 bit/sec/Hz of the two-user Gaussian IC capacity for all channel parameters (all interference regimes). The key feature of the proposed scheme is that the power of the private information of each user should be set such that it is received at the level of the Gaussian noise at the other receiver. In this way, the interference caused by the private information has a small effect on the other link beyond the impairment that is already caused...
by noise. The rates achievable by this simple strategy are then compared to the known upper bounds and the difference between the two is shown to be always less than 1 bit/sec/Hz. The upper bounds to the capacity are typically determined by considering a genie-aided IC, where a genie provides some side information to the receiver and thus simplifies the capacity characterization. Eg., in one such IC a genie provides complete information of the interference signal to one of the receivers so that it can be completely canceled. Thus one of the links essentially becomes interference free and the resulting IC is referred to as the one-sided Gaussian IC. Due to the side information, the capacity achievable in this IC is at least equal to that of the original IC [14]. Thus, the capacity of the genie aided channel acts as an upper bound to the capacity of the corresponding Gaussian IC. In addition to this work, there has been some progress in characterizing the capacity of a two-user Gaussian IC in the weak interference regime. In particular, it has been shown that it is optimal to perform single user detection by treating interference as noise in the low interference regime [15]-[17]. Although the above mentioned works take a big stride towards the understanding of the capacity region of a two-user Gaussian IC, the exact solution is still open. More importantly, the capacity characterization of a general N-user IC (N > 2) is little understood [18]-[19]. To work around this problem, some researchers have taken an alternate approach and mapped this capacity characterization problem to the problem of characterizing the degrees of freedom of an IC. This idea is discussed next.

1.2 Generalized Degrees of Freedom and Interference Alignment

It is well known that the capacity of a point-to-point AWGN link (in bits/s/Hz) at high Signal-to-Noise-Ratio (SNR) is approximately [20]:

\[
C_{AWGN}(SNR) \approx \log(SNR).
\]
It is further known that if $n_t$ transmit and $n_r$ receive antennas are available at the transmitter and receiver, respectively, and if the antennas are uncorrelated, the capacity of the point-to-point MIMO link (in bits/s/Hz) can be approximated as $[21]-[22]$: 

$$C_{MIMO}(SNR) \approx \min\{n_t, n_r\} \log(SNR).$$

(1.2)

In this equation, $\min\{n_t, n_r\}$ is the scaling factor with which $C_{AWGN}$ scales up. This corresponds to the dimension of the signal space over which communication takes place and is termed as the degrees of freedom of the channel. Similarly, it is known that a multiple access channel formed by two transmitters with $n_{t_1}$ and $n_{t_2}$ antennas, respectively, and a receiver with $n_r$ antennas, has $\min\{n_{t_1} + n_{t_2}, n_r\}$ degrees of freedom [23]. Likewise, it is also known that a broadcast channel formed by a transmitter with $n_t$ antennas and two receivers with $n_{r_1}$ and $n_{r_2}$ receivers, respectively, has $\min\{n_t, n_{r_1} + n_{r_2}\}$ degrees of freedom [24]-[26].

Knowledge of the degrees of freedom is important to characterize the capacity of the channel and gives a fundamental measure of the available resources for communication. As shown in [12] for a two-user case, this classical notion of degrees of freedom for point-to-point noise-limited communication systems can be easily extended to an IC. In a general sense, an IC is said to have $D$ degrees of freedom, if the sum of the capacities of all the links (generally referred to as the sum-rate ($SR$)) can be expressed as:

$$SR = D \log(SNR) + o(\log(SNR)),$$

(1.3)

where $\log(SNR)$ represents the capacity of an isolated user and $o(\log(SNR))$ is the residual capacity term [27]-[28]. It should be noted that the $o(\log(SNR))$ term becomes negligible when the $SNR$ is very high and thus $D \log(SNR)$ provides a tight upper bound to the achievable sum-rate. The most significant finding of these studies is that an $N$-user IC has $N/2$ degrees of freedom per orthogonal spectral, spatial or temporal slot and can thus achieve at least half the sum-rate of its no-interference counterpart for any number of interferers [28]. This is a remarkable result since it indicates that the capacity of an IC (or multi-user network) is not fundamentally limited by interference, as was initially believed. It further indicates that the capacity of an IC should increase linearly with an increase in the number of users.
It is further shown that it is possible to achieve these $N/2$ degrees of freedom by *Interference Alignment* (IA) [28]. The basic idea of IA is to pre-code the transmit signal such that it aligns with the interference signals at all receivers where it acts as interference and is orthogonal to interference at the desired receiver. Several pre-coding methods are shown to achieve IA for single antenna interference channels with time or frequency selectivity [29]-[30]. $N$-user MIMO interference channels are also shown to achieve $N/2$ degrees of freedom when the channels have infinite selectivity [31]. However, it is difficult to find analytical solutions to the interference alignment problems in general and even the feasibility of interference alignment over a limited number of signalling dimensions is an open problem [32]-[33]. Since this work deals with a finite number of signalling dimensions, IA will not be the focus of our work. Instead, we will concentrate on another popular way of characterizing the capacity of an IC which is to maximize the sum-rate by treating interference as Gaussian noise, which is discussed in the next section. We will compare our results with the ones achievable by IA (assuming achievability of $N/2$ degrees of freedom even in the finite signalling dimensions) in Chapter 6.

1.3 Maximum Sum-Rate Treating Interference as Noise

The main goal of our work is to study the maximum *ergodic sum-rate* achievable in a general (multi-band multi-antenna) IC by treating interference as noise. As noted in the previous section, this strategy is known to achieve the IC capacity in the low-interference regime at least in the single-band single-antenna IC. Moreover, since the feasibility of IA in finite number of signalling dimensions is yet to be established, the study of this strategy is strongly justified from an implementation perspective. In this section, we present the background study on the research in this topic and clearly delineate our contributions to the field at large. Please note that we refer to the *ergodic sum-rate* as just the *sum-rate* in the rest of this work for the ease of presentation.
1.3.1 Single-Band Single-Antenna IC

The problem of maximizing the sum-rate of a single-antenna and single frequency-band IC assuming interference as noise is relatively well studied. By single frequency-band we mean that all the users forming an IC share a single frequency-channel for transmission. This problem essentially reduces to a power control optimization problem where the goal is to find the optimal value of power to be transmitted by each user forming an IC [34]. The problem of power control has been traditionally studied with the aim of achieving a desired signal to noise plus interference level at all the users [35]-[37]. However, due to the advancement in coding and modulation with power control [38], [39], throughput maximization became a more important goal. The problem of finding the optimal power allocation to maximize the uplink information capacity in a single-cell was studied in [40]. It was shown that the main characteristic of the optimal scheme is that the users with the better channels are allowed to transmit at a higher power and the ones with worse channels are allowed to transmit at a lower power. The work was extended to a two-cell scenario in [41], where binary power control was reported to be optimal in a two-user scenario. Binary power control in a two-user scenario leads to only two optimal strategies: 1) both the users transmit at the maximum power, and 2) one user transmits at the maximum power and the other at the minimum power. It should be noted that a two-cell scenario is essentially a two-user IC if we assume that there is only one transmitter and one receiver in each cell. Binary power control is also reported to be optimal in a two-user IC in [42] and [43]. In [42] an asymptotic analysis for a general N-user IC is also carried out to show that the average sum-rate scales at least as log(N) in a Rayleigh fading channel. In some recent works, binary power control is shown to be optimal in the symmetric N-user ICs and some specific scenarios of general N-user ICs [44], [45]. However, the exact solution of a general N-user power control problem is difficult to find analytically because of its non-linear non-convex nature [46]. Numerical optimization algorithms with guaranteed convergence to the global solution were recently reported in [34], [47]. The latter is based on the generalized linear fractional programming and the former on the coupling of the branch and bound strategy and the reformulation and
linearization technique.

We will look more into this problem in Chapter 3. We now discuss the sum-rate maximization problem of multi-antenna single-band IC next.

1.3.2 Single-Band Multi-Antenna IC

Most of the recent information theoretic works studying single-band multi-antenna ICs are focused on the two-user case [48]-[51]. In [48], some insight is provided into the two-user problem by showing that the optimal parameters that maximize the sum-rate assuming interference as noise also maximize the \textit{genie}-aided upper bound. Some new upper bounds to the capacity of the two-user MIMO IC are presented in [49]. In [50], the recent results of the two-user SISO IC presented in [11]-[13] are extended to the two-user MIMO IC case. In particular, it presents a rate region that characterizes the whole capacity region up to a fixed number of bits in the fast fading scenario. In [51], a two-user MIMO Z-IC (single-sided IC) is studied from the information theoretic perspective with the assumption that one of the transmitters has knowledge of the signal transmitted by the other transmitter. In addition to these two-user works, there are only a few recent works that study the general $N$-user MIMO IC case [52]-[53]. Specifically, [52] deals with the design of the optimal linear transmitters and receivers for an $N$-user Gaussian IC with the aim of maximizing the weighted sum-rate. The optimization problem is solved by developing an iterative algorithm. In a recent interesting work [53], a rate duality is established between the forward and reverse links of a MIMO IC, where the reverse links are obtained by exchanging the roles of transmitters and receivers in the forward links. The corresponding channel matrices are the conjugate transpose of those of the forward link. By treating interference as noise, it is shown that the rate region of the forward and reverse link is same. A duality based iterative algorithm is further proposed to maximize the sum-rate of the MIMO IC under some power constraint.

While the above-mentioned information theoretic works have provided some insight into MIMO ICs, the general capacity region is little understood. To overcome this obstacle,
some researchers have focused on finding the maximum achievable sum-rate for the general MIMO ICs through numerical methods by assuming interference as noise. This sum-rate maximization problem was first formulated in [54]. The problem reduces to finding the optimal set of transmit symbol covariance matrices for each user forming the MIMO IC. This is hard to solve by numerical methods because we have to check all the sets of covariance matrices to arrive at the optimal solution. To overcome this problem, the formulation can be further simplified to arrive at an alternate formulation where it is sufficient to find the optimal power to be transmitted over each Eigen-channel [54]. Thus the problem essentially reduces to a power control problem over Eigen-channels. Even this problem is hard to solve numerically due to its non-linear and non-convex nature. Due to this, the solution to this problem has, to date, only been approximated by local optimization techniques [55]-[56]. Though these approaches can quickly find a locally optimal solution, they cannot guarantee the global optimum for non-convex problems. A global optimization algorithm was recently developed in [57] by coupling the branch and bound method with the reformulation and linearization technique (BB/RLT) to find the maximum sum-rate of a MIMO interference channel under the assumption that each user’s transmit power is equally distributed over all the spatial channels [58]-[59]. This assumption eases the mathematical formulation of the problem significantly, but unfortunately, the simplified results do not provide the maximum achievable sum-rate for the interference channel under consideration.

In this work, we extend the BB/RLT algorithm to solve the general MIMO interference channel sum-rate maximization problem by treating interference as Gaussian noise [60]. Using this algorithm, we evaluate the maximum achievable sum-rate of some fixed multi-antenna ICs to gain insight into the optimal power allocation strategies. The optimal results are compared to some sub-optimal power allocation strategies, such as beamforming and equal power allocation over all spatial channels. From these comparisons, we note that it is optimal for the users to distribute power over the spatial channels in the low SNR (low interference) scenario and confine power over a small number of spatial channels in the very low SNR (noise-limited) and high SNR (interference-limited) scenarios. We will look into
We initiated the study of maximum achievable sum-rate in a multi-antenna multi-band IC by treating interference as noise in [61]. The problem is formulated by extending the corresponding sum-rate maximization problem for single-band MIMO IC to multiple bands. We show that the two problems are mathematically quite similar and hence the solution techniques developed for the single-band MIMO ICs can be easily extended to solve the current problem. The problem being non-linear non-convex, is difficult to solve analytically. Even the local optimization techniques, such as gradient based search, are not guaranteed to converge to the global optimal solution in such non-convex problems. Therefore, we extend the BB/RLT global optimization algorithm developed for the single-band MIMO IC case in Chapter 4 to solve this sum-rate maximization problem.

We will further establish a similarity between the presence of spatial and frequency channels in an IC. In particular, we will show that the optimal power allocation strategies for a single-band $n_t \times n_r$ MIMO IC (with $n_t = n_r$) are nearly same as those of $N_b$-band SISO IC whenever $n_t = N_b$. In other words, the results indicate that the fundamental factor affecting the sum-rate in an IC is the number of orthogonal channels and not their nature (such as frequency channels, Eigen-channels, etc.). We will further generalize this result by showing that the the optimal power allocation strategies for an $N_b$-band $n_t \times n_t$ MIMO IC are similar to those of single-band $n \times n$ MIMO IC and $n$-band SISO IC whenever $n_t N_b = n$. This is an interesting result since it implies that spatial and frequency channels are surprisingly similar from the sum-rate maximization perspective. This result is especially important because of the dissimilarity in the way the spatial and frequency channels affect the perceived interference. On one hand, the frequency channels are common to all the users and are perfectly isolated from each other at each user. In other words, the signal transmitted by one user over a particular frequency channel acts as interference for all the users accessing
this band and does not affect the ones transmitting over other bands. On the other hand, this demarcation is not so clear in the case of spatial channels because they are defined for a particular user and are not same for the whole IC. Thus, the net interference perceived by each user depends upon the alignment of its Eigen-channels with the Eigen-channels of the transmitting users. Due to this fundamental difference, there are some small differences in the optimal power allocation strategies for the multi-band and the MIMO ICs. We will study these results in detail in Chapter 5.

This work on the sum-rate maximization of multi-band multi-antenna ICs has a direct application in the field of Cognitive Radios. We discuss this application in detail in the next section.

1.4 Application of this Work to Cognitive Radios

The most important goals in spectrum assignment are avoiding interference and maximizing utilization. The traditional solution to this problem is to divide the spectrum into several non-overlapping frequency bands and assign each band to a wireless user/technology. Though this static assignment avoids interference between systems, it does not maximize spectrum utilization. Federal Communications Commission (FCC) measurements have clearly indicated that a significant number of licensed bands remain unused or under-utilized for more than 90% of the time \[63\]. The high variability in the spectrum usage over frequency, time and space has attracted the interest of wireless communications community to develop efficient spectrum management methods. This has led to a flurry of research activity around the concept of dynamically utilizing the available spectrum \[64\]-\[66\]. The general idea is to equip a wireless device with “cognitive” capabilities so that it can adapt to the changing electromagnetic environment in order to maximize the utilization of the available resources \[67\]. Many terms are coined for variants of this basic idea which are well explained in \[64\]. The one most relevant to our work is the overlay or the opportunistic dynamic spectrum
access approach [67].

The opportunistic dynamic spectrum access approach (referred henceforth as DSA) is a hierarchical approach where the spectrum is available to a secondary user (SU) only when the primary user (licensee) is not transmitting in that frequency band. The main concern in DSA is to first identify the available frequency bands (white-spaces) by sensing the spectrum and then to allocate them to the SUs. For our work, we assume that we have perfect knowledge of the available white-space and will focus on spectrum sharing between SUs. Interested readers can refer to [68] for a discussion of various spectrum sensing techniques and to [69] for the benefit of cooperative spectrum sensing in cognitive radios. After identifying the available frequency bands, these are then allocated to various SUs with two primary goals: maximum spectrum utilization and fairness. These two goals lead to a number of utility (cost) functions that can be optimized for specific network applications. Some cost functions concentrate more on maximizing the utilization and others give more emphasis on fairness. Some examples of these cost functions for single-antenna systems can be found in [70], [71].

The problem of dynamic spectrum allocation to achieve the globally optimal system capacity in a single antenna system is known to be NP-hard [72]. In this case, a centralized server obtains information about the topology along with the user demand and assigns frequency bands to various SUs in order to maximize the spectral utilization. If the topology and user demand is fixed, these calculations can be performed only once to obtain conflict-free spectrum assignments that closely approximate the global optimum. If however, they are variable, a centralized system will have to find the optimal frequency allocation after each change, which adds significant computational and communication overhead. To overcome this problem, several central and distributed suboptimal spectrum allocation techniques are discussed in the literature [73]-[75]. In some distributed techniques, each user tries to optimize its own utility function and requires no collaboration from other users. In other distributed techniques, users group themselves into small groups based on geography or similarities in the technologies being used and optimize the spectrum allocation within the group to approximate the global optimum.
As is evident from the above discussion, the problem of optimal frequency allocation for SUs employing a single antenna is well-defined and solved from different perspectives in the literature [64]-[75]. The extension of this problem from single-antenna systems to multiple-antenna systems is not straightforward because of the presence of an additional degree of freedom. The global optimum of system capacity in this case can be achieved only when both the spectral and spatial (due to the presence of multiple-antennas) domains are optimized simultaneously. It should be noted that in the most general system model, time is also considered as a transmit degree of freedom in addition to space and frequency. It is not taken into consideration in the present discussion because we are assuming that all the SUs are concurrently transmitting. Assuming cost function to be the sum-rate maximization, this problem can be easily mapped to the problem of sum-rate maximization of the multi-band multi-antenna IC studied in the previous section. Consequently, all the results and ideas developed in this thesis can be very well applied to cognitive radios. Due to this reason, we will use the words SU and users interchangeably in this work.

1.5 Contributions and Main Findings

In this section, we briefly discuss the contributions made in this thesis to the study of multi-band multi-antenna IC. It should be noted that the single-band SISO, single-band MIMO and multi-band SISO ICs are the special cases of our work and hence won’t be explicitly mentioned in this section. All the results found for the general case of multi-band multi-antenna IC extend to these special cases too.

- **Sum-Rate Maximization Problem Formulation**: We provide a mathematical framework to determine the maximum ergodic sum-rate of a multi-band multi-antenna IC treating interference as Gaussian noise. The problem is reduced to finding the optimal fraction of power to be transmitted over each Eigen-channel in each frequency band. The underlying optimization problem is shown to be quite similar to the one
already known for the single-band MIMO IC. This enables us to extend the solution methods studied for the single band MIMO ICs easily to the current problem [61].

- **BB/RLT Global Optimization Algorithm:** The sum-rate maximization problem of multi-band multi-antenna IC is very difficult to solve both analytically and numerically due to its non-linear and non-convex nature. We extend the BB/RLT global optimization algorithm to solve this problem, which was first proposed to find the maximum sum-rate of a MIMO IC under the assumption that each user’s transmit power is equally distributed over all the spatial channels. This assumption eases the mathematical formulation of the problem significantly, but unfortunately, the simplified results do not provide the maximum achievable sum-rate, in general. Thus our contributions include the global optimal solution to the sum-rate maximization problems of single-band MIMO [60] and multi-band MIMO [62] ICs.

- **Similarity Between the Spatial and Frequency channels:** We show that the spatial and frequency channels are surprisingly similar from the sum-rate perspective in an IC. The optimal power allocation strategies for a single-band $n_t \times n_r$ MIMO IC (with $n_t = n_r$) are nearly the same as those of $N_b$-band SISO IC whenever $n_t = N_b$. In other words, the fundamental factor affecting the sum-rate in an IC is the number of orthogonal channels and not their type (such as frequency channels, Eigen-channels, etc.). We generalize this result further by showing that the optimal power allocation strategies for an $N_b$-band $n_t \times n_t$ MIMO IC are similar to those of single-band $n \times n$ MIMO IC and $n$-band SISO IC whenever $n_t N_b = n$. This generalization is based on the fact that an $N_b$-band $n_t \times n_r$ MIMO IC has $\min\{n_t, n_r\} N_b$ degrees of freedom. This result is especially important because of the dissimilarity in the way the spatial and frequency channels affect the perceived interference. On one hand, the frequency channels are common to all the users and are perfectly isolated from each other at each user. On the other hand, this demarkation is not so neat in the case of spatial channels because they are defined for a particular user and are not same for the whole IC. Thus
the spatial channel of different users are not orthogonal to each other.

- **Rules-of-Thumb for Optimal Power Allocation Strategies:** From our study of some special cases of the multi-band multi-antenna ICs, we put forth some rules-of-thumb for understanding the optimal power allocation strategies. These rules are discussed below in terms of the number of orthogonal channels $n = \min\{n_t, n_r\} N_b$ (assuming uncorrelated antennas). Please note that these channels can be spatial, spectral or mix of both due to the above mentioned equivalence.

  - **Very Low SNR Regime:** In this regime, the system is essentially noise limited and it is optimal for all the users to transmit at the full power $P_{max}$ over a single orthogonal channel.

  - **Low SNR Regime:** It is optimal to distribute power over all orthogonal channels for all users in the low SNR regime. Equal power distribution, however, is not optimal in general. This is due to the fact that in most of the optimal power allocation strategies, the weaker channels are turned off for interference avoidance.

  - **Intermediate SNR Regime:** It is optimal to transmit most of the power in the strongest channels in the intermediate SNR regime. In some cases, it is even optimal to confine all the power in the strongest channel. This is due to the increasing importance of interference avoidance as we move from low to high SNR regimes.

  - **High SNR Regime:** In the high SNR regime, it is optimal in most of the cases to let $n$ users transmit at the maximum power $P_{max}$ by confining it in their respective strongest channels. Thus, it is optimal to avoid interference completely in this regime. However, in some cases the spatial channels are so aligned that complete interference avoidance is not possible. In such cases, ‘bad’ users are turned off and the rest of the users ($< n$) are allowed to distribute power over the orthogonal channels appropriately.
• **Lower Bound on the Optimal Sum-Rate:** A lower bound on the sum-rate achievable by power control can be found by letting $n$ users transmit simultaneously at the maximum power $P_{\text{max}}$ by confining it in their respective strongest channels. This bound will be reasonably tight in the interference-limited high SNR regime due to above mentioned rule-of-thumb.

• **Comparison of Power Control with Interference Alignment:** We show that the sum-rate achievable by optimal power control while treating interference as noise in a multi-band multi-antenna IC is much higher than the one achievable by IA in low and intermediate SNR regimes. The performance of the power control technique improves further relative to IA when we increase the number of frequency-channels and/or antennas. This result is especially promising from a cognitive radio perspective, where SUs typically operate in a relatively low SNR regime and are generally expected to have multiple frequency bands available for transmission. In the high SNR (high interference) regime, however, IA performs better than the power control technique.

• **Value of Power Control in Beamforming:** We also study the value of power control in beamforming by comparing the optimal power control results with the ones achievable by letting each user perform ‘optimal’ beamforming. We show that it is important to perform power control in beamforming when the number of orthogonal channels is less than the number of users. Moreover, the value of power control in this case increases as we move from low to high interference scenarios.
Chapter 2

System Model

In this chapter, we introduce the system model used in this research. We begin by discussing the major underlying assumptions of our work. We then discuss the two main parts of the simulation model: the procedure for placing the nodes and the MIMO channel model. To gain insight into the system model, we study the effect of various system parameters on the distributions of the signal to interference ratio, signal to noise ratio and signal to noise plus interference ratio. Using our channel model, we study the ergodic capacity of an isolated MIMO link for various levels of antenna correlation in normalized and Rayleigh-faded channels. Normalized MIMO channel is not a standard channel type and is considered to highlight certain points about the relative strengths of the Eigen-channels and the ergodic capacity of the MIMO channel. Please note that the words ergodic capacity and capacity will be used interchangeably in this chapter. As expected, there is a significant increase in capacity as we increase the number of antennas. On the other hand, an increase in the antenna correlation is shown to decrease the MIMO capacity. It is further shown that the Rayleigh fading does not degrade the MIMO capacity significantly as compared to the normalized channel case. With this understanding, we then study the distribution of the strengths of the Eigen-modes of the MIMO channel. We show that the distribution is quite uneven and one of the Eigen-modes dominates over the others. The difference between the
strongest and the weakest Eigen-modes increases with an increase in the number of antennas. This observation will be quite helpful in understanding the ergodic capacity results of the multi-band MIMO IC presented in the subsequent chapters.

2.1 Mathematical Notations

Boldface is used to denote matrices and vectors. For a matrix $A$, $A^\dagger$ denotes the conjugate transpose and $A^T$ denotes the transpose. $\text{Tr}\{A\}$ denotes the trace of the matrix $A$. $I$ denotes the identity matrix, whose dimensions can be determined from the context. $A \succ 0$ represents that $A$ is Hermitian and positive semi-definite. The scalar $a_{m,n}$ represents the entry in the $m^{th}$-row and $n^{th}$-column of $A$. For a complex scalar $a$, $\Re(a)$ and $\Im(a)$ represent the real and imaginary parts of $a$, respectively, and $a'$ represents the conjugate of $a$. $\text{diag}\{A\}$ denotes a vector of the diagonal elements of $A$ and $\text{diag}\{A\} \succeq 0$ means that all the diagonal elements of $A$ are non-negative.

2.2 General Assumptions

In this section, we discuss the main assumptions that are made to facilitate the system layout. It should be noted that some of the assumptions will be explained from the DSA perspective due to a potential application of our work in cognitive radio field.

The following assumptions are made to facilitate the system layout:

- **Perfect Spectrum Sensing**: Since the main focus of this work is to find efficient spectrum allocation strategies, we assume perfect spectrum sensing so that we have a complete knowledge of the available spectrum (or the white spaces). With this assumption, we can say that there is no primary user (PU) present in the white space and the spectrum is available for the exclusive use of the secondary users (SUs).
• **Interference Channel Model:** Secondly, we assume that each SU consists of a transmitter (Tx) comprised of $n_t$ transmit antennas and a receiver (Rx) comprised of $n_r$ receive antennas. In this peer-to-peer network model each Tx has only one intended Rx and acts as an interferer for the rest of the SUs. This type of model is termed the *interference channel* in the literature and will be discussed in detail in the next chapter [5].

• **Gaussian Interference:** We make the Gaussian interference channel assumption in which both interference and noise are modeled as Gaussian random variables. This assumption is particularly valid when the Rx nodes do not have information about the structure of interference signals. We also assume that all the transmit symbols are drawn from a Gaussian distributed code-book. This allows us to use the Shannon capacity formulation to approximate the capacity of each wireless link.

• **Orthogonal Frequency Bands:** We assume that the available spectrum is divided into a countable number of non-overlapping frequency bands. These frequency bands are termed *channels* or just *bands* in this work. The data-rate of a link is expressed in bits per second by assuming the bandwidth of each channel to be 1 Hz. In case the bandwidth of the link is not 1 Hz, the rate can be determined easily by multiplying the 1 Hz rate with the actual channel bandwidth.

• **Multi-channel Transmission:** SUs are not restricted to transmit over a single band and may split their transmit power over multiple frequency bands. This assumption holds throughout this work until specified otherwise. The purpose of this assumption is to keep the formulation general and study its effect on the link capacities in various SNR regimes. It should be noted that it is not trivial to split the transmit power unevenly over various frequency bands. Thus, it becomes even more important to study if power splitting really yields any advantage in the interference channel.

• **Finite Transmit Power:** We assume that each Tx node can transmit a finite maximum transmit power of $P_{max}$ over all frequency bands and all $n_t$ transmit antennas.
The maximum transmit power is the same for all the users unless specified.

- **Greedy Scheduling and Infinite Queue Length**: We assume that the schedulers of all the users are greedy and the queue lengths for all the users are infinite. This simply means that a particular user keeps on transmitting the data as long as it is optimal for it to transmit. The decision about this optimality is taken by the central server, which is described next.

- **Central Server**: We also assume that all the users share complete information. This information sharing is achieved via central server that obtains information about the topology, channel gains, number of antennas at each node, etc. Based on this information, the central server determines whether it is optimal for a user to transmit or not. As would be explained later in detail, it actually finds the fraction of total power to be transmitted by each user over each spatio-spectral channel.

- **Network Topology**: In this work, we consider both random and fixed network topologies. In the random topology, we assume that all the Tx and Rx nodes are randomly placed for each instantiation. The exact procedure of placing these nodes will be discussed in the next section. In the fixed topology, we will fix the geometry of the nodes forming the interference channel. We will use the fixed topologies to understand the fundamental behavior of the cognitive IC and then extend the results to more general random topologies.

### 2.3 Simulation Model

There are two main steps involved in setting up the simulation model in this work. The first step is to place the Tx-Rx nodes on a plane and the second step is to model the MIMO wireless channel between the nodes. We now discuss these two steps in detail.
2.3.1 Placement of Nodes on a Plane

The main steps involved in placing the nodes on a plane are discussed next.

- **Select the number of users** $N$. For each simulation, we select the number of Tx-Rx pairs $N$ that form an IC.

- **Define the maximum distance between a Tx node and its corresponding Rx node to be $d_{\text{max}}$.** We define the maximum allowable distance between a Tx node and its corresponding Rx node as $d_{\text{max}}$. $d_{\text{max}}$ is considered to be a system constant and its value does not depend upon any other variable. Its value is set to 10000 for this work. As would be clear from the following discussion, the choice of the value of $d_{\text{max}}$ is immaterial and it may well be set to any other value without affecting the basic system model. It should be further noted that the units of $d_{\text{max}}$ do not matter and can represent the physical distance in meters or kilometers without affecting the final results.

- **Define the value of Multi-User Interference (MUI) factor.** The density of the SUs is handled by defining a Multi-User Interference (MUI) factor. MUI represents the expected number of Rx nodes within a circle of radius $d_{\text{max}}$ centered at any Tx node assuming a constant density. Increasing the MUI factor increases the density of interferers and hence increases the mutual interference. MUI is thus a system constant and controls the Signal to Interference Ratio (SIR) in this model.

- **Define the area of interest to be a square with side length $L$.** We define the area of interest (over which the nodes are to be placed) to be a square of side length $L$. $L$ is variable and depends upon two system constants defined above, viz., $d_{\text{max}}$ and MUI. We now describe the procedure to find the value of $L$.

For a fixed MUI and $d_{\text{max}}$ value, the density ($\mu$) in terms of users per unit area can be evaluated as: $\mu = \text{MUI}/\pi d_{\text{max}}^2$. To place $N$ users within a square with density $\mu$, the square should have an area $L^2 = \frac{N}{\mu}$. The side length $L$ should thus be set to $\sqrt{\frac{N}{\mu}}$. 
- **Place the Tx-Rx pairs in the square of side length** $L$. In the random topology case, we place a number of Rx units uniformly distributed in the chosen square area of side length $L$ (for each analysis). Each Tx is then placed in the circle of radius $d_{\text{max}}$ centered at the corresponding Rx, as shown in Fig. 2.1. The fixed topologies also follow the same underlying node placement rules with the only difference that the topologies remain same for each analysis. In other words, we fix the topology (satisfying rules of $d_{\text{max}}$ and $MUI$) and keep it the same for each system instantiation.
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Figure 2.1: System model depicting various Tx-Rx pairs.

### 2.3.2 Channel Model

We discuss the main attributes of the channel model in this section.

- **Define the path loss** $PL(d)$ **at a distance** $d$ **from the Tx node assuming path loss exponent to be** $\eta$. The path loss exponent, $\eta$, is considered to be 3 in all the
simulations unless specified otherwise. The path loss at a distance $d$ from the Tx node can be expressed as:

$$PL(d) = PL(d_0) \left[ \frac{d_0}{d} \right]^\eta;$$  \hspace{1cm} (2.1)

where $PL(d_0)$ is the path loss at the minimum (reference) distance and is generally modeled using a free space propagation model: $PL(d_0) = \left( \frac{4\pi d_0}{\lambda} \right)^2$, where $\lambda$ is the wavelength.

- **Log-normal shadowing.** Assume that the channel suffers from log-normal shadowing with a standard deviation of $\sigma$ dB. Log-normal shadowing can be incorporated in the channel model by defining a multiplicative gain term $S$ that scales the path loss. As the name implies, $S$, is Normal distributed in the log domain. Hence, $S$ can be expressed as:

$$S = 10^{-\frac{X_\sigma}{10}},$$  \hspace{1cm} (2.2)

where $X_\sigma$ is a Gaussian random variable with zero mean and $\sigma$ standard deviation. The negative sign in the exponent of $S$ is not important because $X_\sigma$ is a zero-mean Gaussian random variable. This sign is included just to highlight the fact that $S$ is multiplied (and not divided) with $PL(d)$.

- **Define the MIMO channel model using the Kronecker assumption.** We assume that the antenna correlation at the Tx node is independent of the antenna correlation at the Rx node. Using the Kronecker assumption, the channel matrix $H$ between a Tx node and an Rx node can be expressed as [76]:

$$H = \sqrt{\frac{P_{Tx}PL(d)S}{N_t}} R_{Tx} H_w \sqrt{R_{Rx}},$$  \hspace{1cm} (2.3)

where $R_{Tx}$ is the covariance matrix of the Tx antennas, $R_{Rx}$ is the covariance matrix of the Rx antennas, and $H_w$ is a matrix of independent unit power complex Gaussian random variables. We will discuss the antenna covariance matrices $R_{Tx}$ and $R_{Rx}$ later in this section.
• Define the minimum received Signal to Noise Ratio (SNR) per Rx antenna to be $SNR_{\text{min}}$ dB. The distribution of SNR is controlled by defining the minimum received SNR per antenna as $SNR_{\text{min}}$ dB assuming that the Tx node is transmitting at the maximum power and there is no fading in the channel.

• Set the noise power $\sigma_n^2$. The noise power is assumed to be same for all the Rx nodes. It is set according to the $SNR_{\text{min}}$ as:

$$\sigma_n^2 = P_{\text{max}}PL(d_{\text{max}})10^{-SNR_{\text{min}}/10}. \tag{2.4}$$

The $10^{-SNR_{\text{min}}/10}$ term ensures that the minimum received SNR per antenna is always greater than $SNR_{\text{min}}$ dB (assuming Tx is transmitting at maximum power $P_{\text{max}}$).

Antenna Correlation

The spatial correlation at the Tx and Rx antennas is an important aspect in the current work. The existence of orthogonal spatial channels depends upon the antenna correlation. If the antennas are perfectly uncorrelated, the number of orthogonal spatial channels is $\min\{n_t, n_r\}$. On the other hand, if the antennas are perfectly correlated, there is only one spatial channel available in the MIMO link. As shown mathematically later in this section, this has a direct effect on the achievable capacity of the MIMO link.

The spatial correlation can be controlled in the current model by appropriately choosing the antenna correlation matrices ($R_{T_x}$ and $R_{R_x}$). In this work, we assume that the magnitude of the correlation among any two consecutive Tx (and Rx) antennas of each user is $\rho$. Please note that the phase of antenna correlation does not have any effect in the current study. $R_{T_x}$ (and $R_{R_x}$) can thus be written as:
To simulate a perfectly uncorrelated channel (high scattering scenario), both $R_{Tx}$ and $R_{Rx}$ should be considered as identity matrices by setting $\rho = 0$. On the other hand, perfectly correlated MIMO channel should be simulated by setting $\rho = 1$.

### 2.3.3 SIR, SNR and SINR Distributions

In this section, we study the effect of various system parameters, such as $SNR_{\text{min}}$, $MUI$ and $\sigma$, on the distributions of Signal to Interference Ratio (SIR), Signal to Noise Ratio (SNR) and Signal to Interference plus Noise Ratio (SINR). In all the cases considered in this section, we assume that there are two users forming an interference channel and transmitting simultaneously at the maximum power, $P_{\text{max}}$, in a single frequency band.

#### SIR Distribution

The distribution of SIR is plotted for various values of $MUI$ in Fig. 2.2. As expected, the SIR values tend to be higher when the $MUI$ is small (and vice-versa). This is due to the fact that increasing $MUI$ increases interference power, thereby reducing the SIR. We also observe that the basic shape of the CDF plot does not change with the change in the $MUI$ value. The CDF plot just shifts towards a higher SIR regime if we reduce $MUI$ and towards a lower SIR regime if we increase $MUI$.

The distribution of SIR for various values of $SNR_{\text{min}}$ is plotted in Fig. 2.3. $MUI$ and $SNR_{\text{min}}$ are fixed at 2 and 1 dB, respectively, for this simulation. As expected, the SIR distribution does not change with the change in $SNR_{\text{min}}$ value. This is due to the fact
that $SNR_{\text{min}}$ only influences the scaling of noise, which does not have any effect on SIR distribution. Thus the value of $SNR_{\text{min}}$ can be changed without affecting the interference power in the current model.

We now study the effect of log-normal shadowing on the SIR distribution in Fig. 2.4. We observe that the increase in the standard deviation, $\sigma$, of the log-normal shadowing smears out the distribution of SIR. This means that the probability of getting very high and very low values of SIR increases with the increase in log-normal shadowing.

![Figure 2.2: Distribution of SIR for various MUI values ($SNR_{\text{min}} = 1 \, \text{dB}, \sigma = 1 \, \text{dB}, N_b = 1, N = 2, n_t = n_r = 1, P_{Tx} = P_{\text{max}}$).](image)

**SNR Distribution**

We now study the effect of various system parameters on the distribution of SNR. In Fig. 2.5, we plot the SNR distribution for various values of $MUI$ factor. As expected, the SNR distribution does not depend upon the $MUI$ factor. This is due to the fact that $MUI$ determines the interference power, which does not have any effect on the SNR distribution.
Figure 2.3: Distribution of SIR for various $SNR_{\text{min}}$ values ($MUI = 2$, $\sigma = 1$ dB, $N_b = 1$, $N = 2$, $n_t = n_r = 1$, $P_{Tx} = P_{\text{max}}$).

Thus, $MUI$ values can be varied in the current model without having any effect on the SNR distribution.

The effect of changing the value of $SNR_{\text{min}}$ on the SNR distribution is studied in Fig. 2.6. As expected, higher SNR values are achieved for higher $SNR_{\text{min}}$ values and vice-versa. It is interesting to note that the basic nature of SNR distribution plot is independent of the value of $SNR_{\text{min}}$. It just shifts towards the higher SNR regime for higher values of $SNR_{\text{min}}$ and towards lower SNR regime for lower values of $SNR_{\text{min}}$.

We now study the effect of log-normal shadowing on the SNR distribution in Fig. 2.7. As noted earlier in the case of SIR distribution, the SNR distribution smears out more with an increase in the standard deviation of log-normal shadowing. This means that the occurrence of very high and very low SNR values is more likely when the channel suffers from a high log-normal shadowing.
We now study the effect of changing the system parameters on the SINR distribution. The SINR distribution for various values of $MUI$ factor is presented in Fig. 2.8. As expected, the SINR is higher for lower values of $MUI$ factor (and vice-versa). The effect of varying $MUI$ on SINR distribution is not as high as it is on SIR distribution (presented in Fig. 2.2). This is due to the fact that there is a constant noise term in SINR that ‘shrinks’ its distribution as compared to SIR distribution.

We study the effect of changing $SNR_{min}$ on the SINR distribution in Fig. 2.9. As expected, the increase in the $SNR_{min}$ value moves the SINR distribution towards the high SNR regime (and vice-versa). However, as observed in the previous case, the effect of changing the $SNR_{min}$ values on SINR distribution is not as high as it is on SNR distribution (presented in Fig. 2.6). This is due to the constant interference term in the denominator of SINR, that
shrinks its distribution as compared to SNR distribution.

The SINR distribution for various levels of log-normal shadowing is studied in Fig. 2.10. As noted in the case of SNR and SIR distributions, stronger log-normal shadowing leads to the smearing of SINR distribution. Thus, it is more likely to get very high or very low values of SINR when the channel suffers from high log-normal shadowing.
Figure 2.6: Distribution of SNR for various $SNR_{\text{min}}$ values ($MUI = 2$, $\sigma = 1$ dB, $N_b = 1$, $N = 2$, $n_t = n_r = 1$, $P_{Tx} = P_{\text{max}}$).

Figure 2.7: Distribution of SNR for various $\sigma$ values ($MUI = 2$, $SNR_{\text{min}} = 1$ dB, $N_b = 1$, $N = 2$, $n_t = n_r = 1$, $P_{Tx} = P_{\text{max}}$).
Figure 2.8: Distribution of SINR for various $MUI$ values ($SNR_{min} = 1$ dB, $\sigma = 1$ dB, $N_b = 1$, $N = 2$, $n_t = n_r = 1$, $P_{Tx} = P_{max}$).

Figure 2.9: Distribution of SINR for various $SNR_{min}$ values ($MUI = 2$, $\sigma = 1$ dB, $N_b = 1$, $N = 2$, $n_t = n_r = 1$, $P_{Tx} = P_{max}$).
Figure 2.10: Distribution of SINR for various $\sigma$ values ($MUI = 2$, $\text{SNR}_{\text{min}} = 1$ dB, $N_b = 1$, $N = 2$, $n_t = n_r = 1$, $P_{Tx} = P_{\text{max}}$).
2.4 MIMO Link Capacity

In this section, we consider an isolated $n_t \times n_r$ MIMO link described by:

$$y = Hx + w,$$

(2.6)

where $x \in \mathbb{C}^{n_t}$ is the transmit signal, $y \in \mathbb{C}^{n_r}$ is the received signal, $H \in \mathbb{C}^{n_r \times n_t}$ is the channel matrix and $w \sim \mathcal{CN}(0, \sigma^2 N I_{n_r})$ is the white Gaussian noise. The goal is to study the capacity of this MIMO link for various levels of antenna correlation in various SNR regimes. Assuming perfect channel knowledge at the transmitter and receiver, the link capacity (maximum mutual information) can be expressed as [77]:

$$C = \max_{Q: \text{tr}(Q) = P_{\text{max}}} \log_2 \det \left( I + \frac{1}{\sigma_N^2} HQH^\dagger \right),$$

(2.7)

where the optimization is performed over input symbol covariance matrix $Q$. $\sigma_N^2$ is the power of the Gaussian noise at each receive antenna. Using the singular value decomposition (SVD), it is possible to decompose the MIMO channel in $\min\{n_t, n_r\}$ SISO channels, which is discussed next.

2.4.1 Decomposition of MIMO Channel into Parallel SISO Channels

By applying SVD, $H$ can be expressed as $H = UDV^\dagger$, where $U$ and $V$ are unitary matrices and $D$ is a diagonal matrix. Substituting this in (2.7), we get:

$$C = \max_{Q: \text{tr}(Q) = P_{\text{max}}} \log_2 \det \left( I + \frac{1}{\sigma_N^2} UDV^\dagger QVD^\dagger U^\dagger \right)$$

(2.8)

Using the identities $\det (I + AB) = \det (I + BA)$ and $UU^\dagger = I$, (2.8) can be expressed as:

$$C = \max_{Q: \text{tr}(Q) = P_{\text{max}}} \log_2 \det \left( I + \frac{1}{\sigma_N^2} DV^\dagger QVD^\dagger \right)$$

(2.9)

Using the identity $\det (I + AB) = \det (I + BA)$ again and defining $\Sigma = DD^\dagger$, (2.9) can be expressed as:

$$C = \max_{Q: \text{tr}(Q) = P_{\text{max}}} \log_2 \det \left( I + \frac{1}{\sigma_N^2} \Sigma V^\dagger QV \right)$$

(2.10)
It should be noted that $\Sigma = DD^\dagger$ is a diagonal matrix with the diagonal elements as the Eigen-values of $HH^\dagger$. To decompose the MIMO channel into $\min\{n_t, n_r\}$ parallel non-interfering SISO channels, $V^\dagger QV$ should result in a diagonal matrix. This can be achieved by choosing $Q$ of the form $Q = V\Lambda V^\dagger$. We get $Q$ of this form when $V$ is chosen as the pre-coding matrix. In this case, the capacity of the isolated link can be expressed as:

$$C = \max_{\Lambda, \text{tr}(\Lambda) = P_{\text{max}}} \log_2 \det \left( I + \frac{\Sigma \Lambda}{\sigma^2_N} \right)$$

(2.11)

Hence, we note that the MIMO channel is decomposed into parallel non-interfering SISO channels, which are generally referred to as Eigen-modes or Eigen-channels. Each diagonal value of $\Lambda$ denotes the amount of power transmitted over the corresponding Eigen-channel. The diagonal values of $\Sigma$ denote the strength of Eigen-channels, with a condition that $E[\text{tr}(\Sigma)] = n_r$. It should be noted that this expectation would have been equal to $n_t n_r$, if we would not have not included $\sqrt{1/n_t}$ term in the channel matrix. The optimal power allocation (optimal $\Lambda$) that maximizes the mutual information can be found by employing the ‘water-filling strategy’ [20], [77]. As noted earlier, we use the Kronecker assumption to model the MIMO channel by assuming that the antenna correlations at the Tx and Rx are independent of each other.

### 2.4.2 Ergodic and Outage Capacities in Fading Channels

The ‘instantaneous’ capacity studied so far is defined for a particular channel realization. It is the only capacity metric when the channel gain is fixed and there is no fading, e.g., AWGN channel. However, the instantaneous capacity keeps on changing with the change in the channel gains when the channel suffers from fading. In such a scenario, there are two main metrics to characterize channel capacity: *outage capacity* and *ergodic capacity*. Outage capacity $C_0$, as the name signifies, is defined such that the probability of the instantaneous capacity $C$ being lower than $C_0$ is equal to the predefined outage probability $P_0$, i.e., $P(C < C_0) = P_0$. In the physical sense, it means that even with the use of the ideal code, the transmit symbol will be in error with a probability $P_0$ if the spectral efficiency is
$C_0$ bits/sec/Hz. This metric of capacity is most relevant in the slow-fading or quasi-static environment when the codeword length or the delay constraint is short as compared to the channel coherence time. Second important metric to study the capacity in fading channels is the ergodic capacity. As the name suggests, it is the ensemble average of the ‘instantaneous’ capacity over all possible channel realizations. It should be noted that it is not always possible to achieve ergodic capacity. It can be achieved only when the codeword is spanned over all the possible channel realizations. Thus, it is a suitable metric to study the channel capacity in fast fading environments, where the codeword length or the delay constraint is longer than the channel coherence time. Interested readers can refer to [20] for a detailed discussion on this subject.

In this work, we will assume fast fading and will concentrate only on the ergodic capacity. It should be noted that the words **ergodic capacity** and **capacity** will be used interchangeably in this thesis.

### 2.4.3 Numerical Results of MIMO Capacity

To gain insight into the ergodic capacity of the MIMO channel, we consider the following power allocation strategies:

- **Optimal MIMO**: In this case, we assume that the optimal power allocation solution is found by employing ‘water-filling strategy’. Since the optimization problem is convex, this solution can also be found by a simple gradient-based search.

- **Beamforming**: In this case, we assume that the Tx is forced to transmit at the maximum power over the strongest Eigen-mode.

- **Equal Power Allocation**: In this case, we assume that the Tx node distributes equal power over all the available Eigen-modes, irrespective of their strengths.
In addition to these MIMO cases, we also consider a SISO case as a benchmark to compare the capacities. These cases are simulated in two channel scenarios: normalized-channel and Rayleigh-faded channel. It should be noted that the MIMO channel model described earlier in this chapter inherently assumes Rayleigh fading because of the Kronecker assumption. This can be inferred from the fact that the $\text{tr}(\Sigma) \neq n_r$ in general for any particular instantiation of the channel; it is the expected value that tends to $n_r$. In addition to this standard channel model, we consider a normalized-channel model where the net gain of all the Eigen-channels is fixed to $n_r$, i.e., $\text{tr}(\Sigma) = n_r$, for each channel realization. This can be achieved by multiplying $\sqrt{\frac{n_r}{\text{tr}(\Sigma)}}$ to the channel matrix $H$. This model will be helpful in understanding the relative strengths of the Eigen-channels later in this chapter. This model is considered just to gain insight and won’t be considered in the rest of our work. This normalized MIMO channel model is analogous to the SISO AWGN channel in the sense that the net channel strength remains constant over all channel realizations.

At this point, it is important to note that Rayleigh fading does not degrade the ergodic channel capacity significantly [78]. We highlight this point by comparing the capacity of a SISO channel in Rayleigh-fading and no-fading scenarios in Fig. 2.11. Thus we expect the ergodic capacity of the MIMO channel to be almost similar in the Rayleigh-faded and normalized-channel scenarios. Interested readers can go through [21], [78] for further discussion on the subject.

**Perfectly Uncorrelated Case ($\rho = 0$)**

In this case, we assume that the antennas at both the Tx and Rx nodes are perfectly uncorrelated ($\rho = 0$). We consider $2 \times 2$ and $4 \times 4$ MIMO systems along with a SISO system to understand the effect of the number of antennas on the MIMO link capacity. The numerical results for the normalized-channel and Rayleigh-fading cases are presented in Fig. 2.12 and Fig. 2.14, respectively. As expected, we observe a significant increase in the link capacity with the increase in the number of antennas. The asymptotic slopes of
the capacity plots signify the diversity gains in various MIMO systems. As expected, the 4 × 4 MIMO system achieves maximum diversity gain amongst the systems considered in this study.

Comparing the optimal results with beamforming and equal power allocation results, we note that it is optimal to transmit all the power in the strongest mode (beamforming) in the low SNR regime and distribute power equally over all the Eigen-modes in the high SNR regime. Optimality of beamforming in the low SNR regime is not evident from the results presented in Fig. 2.12. Therefore, we plot the ergodic capacity results on a log-scale in Fig. 2.13 to highlight the low SNR regime, where beamforming is clearly observed to be optimal. We further note that the capacity achievable by performing beamforming is marginally greater than the capacity of the SISO link. The asymptotic slopes of the MIMO beamforming and SISO plots are nearly same, thereby suggesting that both the systems have same number of parallel channels. The slight difference in capacity is due to the SNR gain in the MIMO.
system due to the presence of multiple antennas. All these trends are observed in both the normalized-channel and Rayleigh-faded cases, with the only difference that the achievable capacity in Rayleigh-fading case is slightly less than the capacity in the normalized-channel case. This reiterates the fact that Rayleigh fading does not degrade the ergodic capacity of a channel significantly.

Figure 2.12: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution in a perfectly uncorrelated channel (Normalized-channel, $\rho = 0$).

**Partially Correlated Case ($\rho = 0.5$)**

Now we consider a case, where antennas at both the Tx and Rx nodes are partially correlated with $\rho = 0.5$. The maximum achievable capacities in the normalized-channel and Rayleigh-fading cases are presented in Fig. 2.15 and Fig. 2.16, respectively. As expected, the diversity gain reduces in this case as compared to the perfectly correlated case. However, there is still a significant improvement in the MIMO capacity as we increase the number of antennas.
Figure 2.13: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution in a perfectly uncorrelated channel (Normalized-channel, $\rho = 0$, Log Scale).

Beamforming is observed to be optimal in the low SNR regime and equal power allocation in the high SNR regime. As observed in the previous case, all the results are similar for the normalized-channel and Rayleigh-fading cases, with the only difference being the slight reduction in ergodic capacity in the Rayleigh-fading case.

**Nearly Perfect Correlation ($\rho = 0.95$)**

We now consider a case where the antennas at both the Tx and Rx nodes are nearly perfectly correlated with $\rho = 0.95$. It should be noted that a perfectly correlated case reduces to a SISO case with a SNR gain due to the presence of multiple antennas. Due to this reason, there is only one spatial channel available most of the time. This idea is illustrated in the numerical results presented for the normalized-channel and Rayleigh-fading cases in Fig. 2.17 and Fig. 2.18, respectively. The optimal capacity in both the $2 \times 2$ and the $4 \times 4$ MIMO
Figure 2.14: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution in a perfectly uncorrelated channel (Rayleigh fading, $\rho = 0$).

cases is observed to be slightly higher than the SISO capacity due to the SNR gain. As in the earlier cases, beamforming is observed to be optimal in the low SNR regime and equal power distribution capacity tends towards the optimal capacity in the high SNR regime. These trends are observed both in the normalized-channel and Rayleigh-fading cases.
Figure 2.15: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution (Normalized channel, $\rho = 0.5$).

Figure 2.16: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution (Rayleigh fading, $\rho = 0.5$).
Figure 2.17: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution (Normalized channel, $\rho = 0.95$).

Figure 2.18: Comparison of the optimal ergodic capacity with the ones achievable with beamforming and equal power distribution (Rayleigh fading, $\rho = 0.95$).
2.4.4 Distribution of the Eigen-modes of the MIMO Channel

In this section, we study the distribution of the Eigen-modes for an isolated MIMO link. Understanding of the relative strengths of Eigen-modes will be helpful in analyzing the capacity results of the ICs studied in the subsequent chapters. For this study, we consider a fixed MIMO link where the distance between the Tx and Rx nodes is fixed at $d_{max}/2$. As in the previous section, we consider two main channel scenarios: normalized-channel and Rayleigh-fading. We study the distributions of the strongest and the weakest Eigen-modes in $2 \times 2$ and $4 \times 4$ MIMO systems to gain insight into the simulation model considered in this work. In particular, the normalized-channel model will help us understand the relative strengths of the two Eigen-modes. The strength of the Eigen-mode is given by the corresponding Eigen-value of $HH^\dagger$. Thus, we perform Eigen-Value Decomposition of $HH^\dagger$ and denote the largest Eigen-value by $\lambda_{max}$ and smallest by $\lambda_{min}$. Thus, the numerical study of the distributions of $\lambda_{max}$ and $\lambda_{min}$ is the main goal of this section.

$2 \times 2$ MIMO System

We begin our discussion by considering the distribution of $\lambda_{max}$ and $\lambda_{min}$ in a $2 \times 2$ MIMO system for various levels of antenna correlation. Since, there are only two possible Eigen-channels, the stronger mode corresponds to $\lambda_{max}$ and the weaker mode to $\lambda_{min}$. As noted earlier, the expected value of $\lambda_{max} + \lambda_{min}$ should be equal to $n_r = 2$, in general. For the normalized-channel case, this sum is forced to be 2 for each channel instantiation. The distributions of $\lambda_{max}$ and $\lambda_{min}$ for the normalized-channel case are presented in Fig. 2.19 and Fig. 2.20, respectively. It is straightforward to note that the distributions of $\lambda_{max}$ and $\lambda_{min}$ are complementary, since their sum is forced to be equal to 2. As expected, the likelihood of $\lambda_{max}$ achieving high values increases with the increase in antenna correlation. At $\rho = 0.95$, we note that it is highly likely for $\lambda_{max}$ to achieve a value of 2. Likewise, the probability of $\lambda_{min}$ achieving very low values increases with the increase in the antenna correlation. $\lambda_{max}$ and $\lambda_{min}$ achieve values of 2 and 0, respectively, for the perfectly correlated case. Physically,
this means that there would be a single Eigen-channel with a SNR gain of 2.

Figure 2.19: Distribution of the maximum Eigen value of $\mathbf{H} \mathbf{H}^\dagger$ in a $2 \times 2$ MIMO link for several values of antenna correlation (Normalized-channel case).

The distributions of $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ for the Rayleigh fading case are presented in Fig. 2.21 and Fig. 2.22, respectively. In this case too, the probability of $\lambda_{\text{max}}$ achieving very high values increases with the increase in antenna correlation. Contrary to the previous case, $\lambda_{\text{max}}$ can also achieve values greater than 2 due to the presence of fading. The distribution of $\lambda_{\text{min}}$ in the Rayleigh fading case is quite similar to the normalized-channel case, with the only difference that the CDF plots are steeper towards the lower values of $\lambda_{\text{min}}$, thereby suggesting that the probability of achieving lower values is higher in this case than in the normalized-channel case. Thus the presence of Raleigh fading forces $\lambda_{\text{max}}$ towards relatively higher values and $\lambda_{\text{min}}$ towards relatively lower values (as compared to the normalized-channel case).
4 × 4 MIMO System

We now study the distributions of the strongest and weakest Eigen-modes in a 4 × 4 MIMO system. As discussed earlier, 4 × 4 MIMO system has 4 Eigen-channels. The largest Eigen-value of $\mathbf{H H}^\dagger$ corresponds to the strongest Eigen-mode and is denoted by $\lambda_{\text{max}}$. Similarly, the smallest Eigen-value corresponds to the weakest Eigen-mode and is termed as $\lambda_{\text{min}}$. The other two intermediate Eigen-values are not considered for the simplicity of presentation.

The distributions of $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ in the normalized-channel case are presented in Fig. 2.23 and Fig. 2.24, respectively. In this case, the sum of the Eigen-values of $\mathbf{H H}^\dagger$ is forced to $n_r = 4$. The probability of $\lambda_{\text{max}}$ achieving high values increases with antenna correlation. At $\rho = 0.95$, $\lambda_{\text{max}}$ achieves value of 4 with a very high probability, thereby suggesting that there is only a single spatial channel present in this MIMO setup. On the other hand, the probability of $\lambda_{\text{min}}$ achieving very small values increases with the increase in antenna
Figure 2.21: Distribution of the maximum Eigen value of $HH^\dagger$ in a $2 \times 2$ MIMO link for several values of antenna correlation (Rayleigh-fading case).

correlation. At $\rho = 0.95$, $\lambda_{\text{min}}$ achieves value of 0 with a very high probability.

The distributions of $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ in the Rayleigh-fading case are presented in Fig. 2.25 and Fig. 2.26, respectively. Due to fading, the sum of all the Eigen-values of $HH^\dagger$ is not necessarily equal to $n_r = 4$ for each channel instantiation. Thus, the value of $\lambda_{\text{max}}$ is not upper bounded by 4. We observe this in the distribution where $\lambda_{\text{max}}$ achieves much higher values than 4, especially when the antenna correlation is high. In fact, the probability of $\lambda_{\text{max}}$ achieving higher values increases with the antenna correlation. On the other hand, the distribution of $\lambda_{\text{min}}$ becomes steeper towards the lower values as compared to the normalized-channel case. This means that $\lambda_{\text{min}}$ achieves lower values for all the cases as compared its counterpart in the normalized-channel case. Likewise, the probability of $\lambda_{\text{min}}$ achieving lower values increases with the increase in antenna correlation.
Summary

The distributions of $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ discussed for various cases in this section clearly indicate that the strengths of Eigen-modes is quite uneven in the MIMO channels. In almost all the cases, one of the Eigen-modes clearly dominates over the others. The results further indicate that the difference between the strengths of the strongest and the weakest Eigen-modes increases with the increase in the number of antennas. This observation is important from the MIMO IC perspective where the optimal power allocation will depend upon the interactions of the Eigen-modes of each user. We will discuss about this in detail in the subsequent chapters.
Figure 2.23: Distribution of the maximum Eigen value of $HH^\dagger$ in a $4 \times 4$ MIMO link for several values of antenna correlation (Normalized-channel case).

Figure 2.24: Distribution of the minimum Eigen value of $HH^\dagger$ in a $4 \times 4$ MIMO link for several values of antenna correlation (Normalized-channel case).
Figure 2.25: Distribution of the maximum Eigen value of $\mathbf{H} \mathbf{H}^\dagger$ in a $4 \times 4$ MIMO link for several values of antenna correlation (Rayleigh-fading case).

Figure 2.26: Distribution of the minimum Eigen value of $\mathbf{H} \mathbf{H}^\dagger$ in a $4 \times 4$ MIMO link for several values of antenna correlation (Rayleigh-fading case).
2.5 System Variables

For the easy reference, we list all the system variables in this separate section.

- $N$: Number of SUs forming the interference channel.
- $N_b$: Number of orthogonal frequency channels (bands) available for allocation to SUs.
- $n_t$: Number of transmit antennas at each Tx node. For simplicity, we assume that all the Tx nodes have same number of antennas. However, this doesn’t limit the scope of our analysis and the developed techniques can be extended easily to the general case where each Tx node has a different number of transmit antennas.
- $n_r$: Number of receive antennas at each Rx node. In this case too, we assume that all the Rx nodes have same number of receive antennas.
- $P_{\text{max}}$: Maximum total power allowed to be transmitted by each Tx node over all frequency bands and over all transmit antennas.
- $\eta$: Path loss factor. $\eta$ is assumed to be 3 unless explicitly mentioned in the specific simulation case.
- $d_{\text{max}}$: Maximum allowable distance between the Tx and Rx node of each SU. This is chosen such that the minimum received signal to noise ratio (SNR) per receive antenna in the absence of shadowing and fading is $SNR_{\text{min}}$.
- $SNR_{\text{min}}$: As explained above, this is the minimum received SNR per antenna in the absence of shadowing and fading.
- $MUI$: Multiuser Interference factor. $MUI$ represents the expected number of Rx nodes within a circle of radius $d_{\text{max}}$ centered at any Tx node assuming a constant density.
• \(L\): Length of the side of the square (area of interest). It can be calculated as \(L = \sqrt{N\pi d_{\text{max}}^2/MUI}\).

• \(\sigma\): Standard deviation of the log-normal shadowing in dB.

• \(\sigma_N^2\): Noise power per receive antenna.

• \(\rho\): Magnitude of the correlation between any two adjacent antennas at the Tx node or the Rx node.

2.6 Summary of the Chapter

In this chapter, we have introduced the system model used in this research. After discussing the key underlying assumptions of our work, we discussed the two main parts of our simulation model: the procedure for placing the nodes and the channel model. While explaining the node placement procedure, we introduced two important variables, \(MUI\) and \(SNR_{\text{min}}\), to control the level of interference and noise powers, respectively. \(MUI\) controls the density of the nodes and represents the expected number of Rx nodes in a circle of radius \(d_{\text{max}}\) centered at any Tx node. \(SNR_{\text{min}}\) represents minimum received SNR per receive antenna. We then studied the effect of changing these key parameters on the distributions of SIR, SNR and SINR. After introducing the simulation model, we studied the capacity of an isolated MIMO link for various levels of antenna correlation in normalized-channel and Rayleigh-fading environments. We have further shown that the presence of Rayleigh fading does not degrade the capacity significantly. After studying the capacity of a MIMO link, we studied the strengths of the Eigen-modes of the MIMO channel. We have shown that the distribution of Eigen-modes is quite uneven and the strongest mode dominates over the rest of them in almost all the cases. The difference in the strengths of the strongest and weakest modes increases further with an increase in the number of antennas. This result is quite important from a MIMO IC perspective, where the optimal power allocation depends upon the interaction between the Eigen-modes of various users.
Chapter 3

Single Antenna Interference Channels

3.1 Introduction

The idea of spectrum sharing is central to wireless communication systems. In a general sense, the need of spectrum sharing arises when multiple wireless systems co-exist in the same area and transmit over the same frequency band(s). The performance of these wireless systems is coupled to each other due to the mutual interference. Increasing the transmit power of one user, in addition to increasing its link capacity, also increases the interference perceived by the other users. This coupling effect makes the analysis of interference channels quite challenging. The problem of characterizing the capacity of interference channels is open for more than 40 years.

The study of interference channels from an information theoretical perspective was initiated by Shannon [5]. Fundamental lower and upper bounds to the capacity region of a two user interference channel were proposed in [7] - [8]. The exact characterization of this region is still an open problem. The only case in which we have a good insight is the high interference case, in which the interference signal is higher than the intended signal [6]. In this case, the interference is so high that it can be successfully decoded by the receiver and then canceled.
from the received signal. The best known strategy for the other cases, where interference is not very strong, is due to Han and Kobayashi [10]. This strategy involves the splitting of the transmit information into two parts: private information and common information. The private information is meant to be decoded at the intended receiver and the common information can be decoded at any receiver. The common information can be used to cancel off the part of the interference, while the private information from other users can be treated as noise. In some recent developments [11]-[13], a simple Han-Kobayashi technique is shown to achieve rates within 1 bit/sec/Hz of the two-user interference channel capacity for all channel parameters. The key feature of their proposed scheme is that the power of the private information of each user should be set such that it is received at the level of the Gaussian noise at the other receiver. In this way, the interference caused by the private information has a small effect on the other link beyond the impairment that is already caused by the noise.

To work around this problem, some researchers have taken an alternate approach and mapped this capacity characterization problem to the problem of characterizing the degrees of freedom of the IC [27], [28]. An IC is said to have $D$ degrees of freedom, if the sum-rate ($SR$) can be expressed as:

$$SR = D \log(SNR) + o(\log(SNR)),$$

where $\log(SNR)$ represents the capacity of an isolated user, $o(\log(SNR))$ is the residual capacity term and $SNR$ is the signal-to-noise ratio. It should be noted that the $o(\log(SNR))$ term becomes negligible when the $SNR$ is very high and thus $D \log(SNR)$ provides a tight upper bound to the achievable sum-rate. The most remarkable result of these studies is that an $N$-user IC has $N/2$ degrees of freedom per orthogonal spectral, spatial or temporal slot and can thus achieve at least half the sum-rate of its no-interference counterpart for any number of interferers [28]. It has been further shown that these $N/2$ degrees of freedom are achievable by Interference Alignment (IA). The basic idea of IA is to pre-code the transmit signal such that it aligns with the interference signals at all receivers where it acts as interference and is orthogonal to interference at the desired receiver. Several pre-coding methods
are shown to achieve IA for single antenna interference channels with time or frequency selectivity [29], [30]. N-user MIMO interference channels are also shown to achieve $N/2$ degrees of freedom when the channels have infinite selectivity [31]. However, it is difficult to find the analytical solutions to the interference alignment problems in general and even the feasibility of interference alignment over a limited number of signalling dimensions is an open problem [32]-[33].

IA is not the main focus of this chapter. We will return to this idea in a later chapter. The main goal of this chapter is to study the maximum achievable sum-rate of a single antenna IC in the light of the current system model by treating interference as Gaussian noise. This problem essentially reduces to a power control optimization problem [34]. The goal thus is to find the optimal value of power to be transmitted by each user forming the IC. The problem of power control has been traditionally studied with the aim of achieving a desired signal to noise plus interference level at all the users [35]-[37]. However, due to the advancement in coding and modulation with power control [38], [39], throughput maximization became a more important goal. The problem of finding the optimal power allocation to maximize the uplink information capacity in a single-cell was studied in [40]. It was shown that the main characteristic of the optimal scheme is that the users with the better channels are allowed to transmit at a higher power and the ones with worse channels are allowed to transmit at a lower power. The work was extended to a two-cell scenario in [41], where binary power control was reported to be optimal in a two-user scenario. Binary power control in a two-user scenario leads to only two optimal strategies: 1) both the users transmit at the maximum power, and 2) one user transmits at the maximum power and the other at the minimum power. It should be noted that a two-cell scenario is essentially a two-user interference channel if we assume that there is only one transmitter and one receiver in each cell. Binary power control is also reported to be optimal in a two-user IC in [42], where an asymptotic analysis for a general $N$-user IC is also carried out to show that the average sum-rate scales at least as $\log(N)$ in a Rayleigh fading channel. In some recent works, binary power control is shown to be optimal in the symmetric $N$-user ICs and some specific scenarios of general
$N$-user ICs [44], [45]. However, the exact solution of a general $N$-user power control problem is difficult to find analytically because of its non-linear non-convex nature [46]. Numerical optimization algorithms with guaranteed convergence to the global solution are recently reported in [34], [47]. The latter is based on the generalized linear fractional programming and the former on the coupling of the branch and bound strategy and the reformulation and linearization technique.

In this chapter, we will revisit some of the above mentioned results in the light of the present system model. The main goal of this chapter is to understand the effect of various system parameters on the sum-rate and to develop bench-mark principles that will help in analyzing the sum-rates of more complicated single-band and multi-band MIMO ICs in the subsequent chapters.

We begin our study by formulating the problem of maximizing the sum-rate of a single antenna IC in the next section.

### 3.2 Maximum Sum-Rate of Single Antenna IC

We consider the same general system model that we developed for MIMO ICs in the previous chapter by setting $n_t = n_r = 1$. We assume that there are $N$ users trying to access single frequency band ($N_b = 1$). Each Rx node is capable of just single user detection and treats signals from the other users as Gaussian noise. We denote the channel gain from the Tx node of $i^{th}$ user to the Rx node of $j^{th}$ user by $h_{ij}$. It should be recalled that the channel gain term accounts for path-loss, log-normal shadowing and Rayleigh fading. Let the transmit power of $i^{th}$ Tx node be $P_i$, where $P_i \leq P_{\text{max}}$. Received Signal to Noise Ratio (SINR) for $i^{th}$ user can be expressed as:

$$\text{SINR}_i = \frac{P_i |h_{ii}|^2}{\sigma_N^2 + \sum_{j=1, j \neq i}^N P_j |h_{ji}|^2}, \quad (3.2)$$
where $\sigma^2_N$ is the noise power. Assuming that the Tx node is using a Gaussian codebook, the link capacity of the $i^{th}$ user can be expressed as:

$$C_i = \log_2 (1 + SINR_i). \quad (3.3)$$

The goal now is to find the maximum value of $\sum_{i=1}^{N} C_i$ subject to the power constraints of each user. The optimization problem can be formulated as:

$$\max \sum_{i=1}^{N} C_i,$$

subject to:

$$C_i = \log_2 (1 + SINR_i);$$

$$SINR_i = \frac{P_i |h_{ii}|^2}{\sigma^2_N + \sum_{j=1, j\neq i}^{N} P_j |h_{ji}|^2}; \quad (3.4)$$

$$P_i \leq P_{\text{max}}, \forall i;$$

$$1 \leq i \leq N.$$

This optimization problem is known to be non-linear, non-convex and hence difficult to solve analytically for general ICs [34]. Branch and Bound (BB) was coupled with Reformulation and Linearization Technique (RLT) in [34] to develop BB/RLT global optimization algorithm to find the provably optimal solution to this problem. Interested readers can refer to [34] and [59] for further details about the algorithm. We will discuss BB/RLT in detail when we linearize and reformulate sum-rate maximization problem of single-band and multi-band MIMO ICs in the coming chapters. It should be noted that the linearization of the sum-rate maximization problem of MIMO ICs is significantly more involved than that of SISO ICs. Moreover, they encompass SISO ICs as a special case when $n_t$ and $n_r$ are both fixed at 1. For the time being, it is enough to note that the numerical results presented in this chapter are provably optimal (found through the BB/RLT algorithm). It should also be noted that the near-optimal results can be found using gradient-based search by solving the sum-rate maximization problem multiple times with random starting point and combining the results. In this chapter, we will provide some insight into the number of random starting points required to approach the optimal results.

The main goal of this chapter is to understand the effect of various system parameters, especially $SNR_{\text{min}}$ and $MUI$ factor, on the optimal power allocation strategies that max-
imize the sum-rate of a SISO IC. In particular, we will show that the relative strengths of interference and noise determine the optimal transmission strategy in SISO ICs. Since it is the relative strength that fundamentally affects the optimal transmission strategy, it can be argued that the problem can be studied by varying one of the two parameters ($SNR_{min}$ and $MUI$ factor) while keeping the other fixed. In other words, increasing $SNR_{min}$ while keeping $MUI$ factor fixed, and increasing $MUI$ factor while keeping $SNR_{min}$ fixed, both lead to higher interference power relative to noise power. To validate this point, we will study the effect of changing both the $SNR_{min}$ and $MUI$ on the sum-rate in the following sections.

### 3.3 Two-User Single-Band SISO IC

In this section, we study the optimal power allocation strategy in a two-user single band SISO IC. We first consider a symmetric SISO IC, as shown in Fig. 3.1. The effect of the random geometry on the sum-rate will be studied in a later section of this chapter. The distance between the Tx-Rx pairs is fixed at $d_{max}/2$ for this case. The distance between the Rx nodes (or Tx nodes) of the two users is fixed at $L/2$, where $L$ is the side of the square area of interest in which we place the Tx-Rx nodes. For the purpose of fixing the ideas, we keep the model simple and do not consider fading or shadowing. We will study the effect of fading on the optimal sum-rate in a later section of this chapter. To gain insight into the optimal power allocation, we consider the following five transmission strategies in this study:

- **Optimal Sum-Rate**: In this case, we find the optimal power allocation by solving the sum-rate maximization problem. This will act as a benchmark case to determine which of the specific transmission strategies considered in this case are optimal in different operating scenarios.

- **Max Power Sum-Rate**: In this case, both the users transmit at their maximum power and there is no optimization involved.
• One Transmitting User: In this case, one of the two users transmits at the maximum power and the other user is just turned off. Please note that in the absence of fading either of the two users can transmit without affecting the net sum-rate. However, the selection of the user is critical when fading is considered.

• Special Case 1: In this special case, one of the two users transmit at the maximum power and the other user transmits at 50% of the maximum power. Again, the choice of user for either role is immaterial in the case when fading is not considered.

• Special Case 2: In this special case, one of the two users transmit at the maximum power and the other user transmits at 10% of the maximum power.

### 3.3.1 Effect of $SNR_{min}$

We first study the effect of $SNR_{min}$ on the sum-rate of the two-user SISO IC. Interference power is kept constant by fixing the MUI factor at 1.
Figure 3.2: Numerical results of the sum-rate for various values of $SNR_{min}$ in the two-user symmetric IC ($N = 2$, $N_b = 1$, $MUI = 1$, No fading).

**Note:**

It should be noted that $SNR_{min}$ is the received SNR when Tx and Rx nodes are distance $d_{max}$ apart (assuming no shadowing or fading). It should not be confused with the actual received SNR when the Tx and Rx nodes are distance $d$ apart, where $d \leq d_{max}$. By definition, the actual received SNR (say $SNR_d$) is always higher than $SNR_{min}$. In particular, the relationship between $SNR_d$ (in dB) and $SNR_{min}$ (in dB) can be established as:

$$SNR_d = SNR_{min} + 10 \log_{10} \left( \frac{d_{max}}{d} \right)^\eta.$$  \hspace{1cm} (3.5)

Since both $SNR_d$ and $SNR_{min}$ affect only the noise power, the sum-rate results plotted against $SNR_{min}$ can be easily plotted against average received SNR by using the above expression. This is most useful in fixed geometries where the distance between the Tx and Rx nodes of each user is same (such as the current case). In such cases, the average received SNR (assuming maximum transmit power) is well defined and can be used to study the effect
of noise power on the sum-rate. However, we maintain consistency with the general system model defined in the previous chapter and adopt $SNR_{min}$ as the parameter to study the effect of varying the noise power relative to the interference power on the sum-rate of the ICs.

**Optimal Sum-Rate**

As noted in Fig. 3.2, it is optimal for both the users to transmit at their maximum power in the low $SNR$ regime. However, it is optimal to turn one user off in the high $SNR$ regime and allow only one user to access the channel. This is consistent with the analysis presented in [44]. It should be noted that this is one of the well-studied cases, where binary power control is known to be optimal. It is known that the selection of the transmission strategy depends upon the strength of the cross (or interference) channel.

Figure 3.3: Sum-Rate region for the two-user symmetric SISO IC in the low $SNR$ regime ($SNR_{min} = 1dB$, $N_b = 1$, $MUI = 1$, No fading).
In addition to the three main cases, we also consider two special cases. In the first special case, we do not simply turn off one user but allow it to transmit at half of its maximum power while allowing the other to transmit at the maximum power. We observe that the interference is dominant in this case in the high SNR regime and the achievable sum-rate is quite close to the one achieved in the interference limited max power case. To convince ourselves that it is indeed optimal to turn off the second user in the high SNR regime, we consider a second special case in which we allow one user to transmit at 10% of the maximum power while allowing the other to transmit at the maximum power. We note that the interference in this case is also too high and the sum-rate is not much better than the interference limited max power case.
Figure 3.5: Sum-Rate region for the two-user symmetric SISO IC in the high SNR regime ($SNR_{min} = 20dB$, $N_b = 1$, $MUI = 1$, No fading).

**Rate-Region**

We now characterize the rate region of this simple two-user symmetric IC. One of the aims of this characterization is to understand the underlying geometric structure (non-convex) of the rate region. We first plot the sum-rate region for the case when $SNR_{min} = 1$ dB in Fig. 3.3. This operating point corresponds to a low SNR regime. The results clearly suggest that it is optimal for both the users to transmit at the maximum powers. A significant decrease in sum-rate is observed if one of the users reduces its transmit power.

The sum-rate region for $SNR_{min} = 10$ dB is presented in Fig. 3.4. This corresponds to the moderate SNR regime. We observe that it still optimal for both the users to transmit at maximum power. However, there is relatively less loss in the sum-rate if one of the users reduces its power slightly.

Sum-rate region for $SNR_{min} = 20$ dB is presented in Fig. 3.5. This operating point cor-
Figure 3.6: Sum-Rate region for the two-user symmetric SISO IC in very high $SNR$ regime ($SNR_{\text{min}} = 30\, \text{dB}$, $N_b = 1$, $MUI = 1$, No fading). 

responds to a high SNR regime. In this case, the global maximum shifts to the $[0, P_{\text{max}}]$ and $[P_{\text{max}}, 0]$ points. Thus, it is optimal for one of the users to transmit while keeping the other turned off. Letting both the users transmit, however, does not reduce the sum-rate significantly as compared to the optimal.

We also plot the sum-rate region for the two-user symmetric SISO IC for the very high $SNR$ regime. For this case, we choose $SNR_{\text{min}}$ to be 30 dB and the results are presented in Fig. 3.6. The results are quite similar to the $SNR_{\text{min}} = 20\, \text{dB}$ case with the only difference that it becomes highly sub-optimal for one of the users to transmit even at a very low power while the other is transmitting at full power.
3.3.2 Effect of MUI

We now study the effect of MUI factor on the optimal power allocation that maximizes the sum-rate of the two-user symmetric SISO IC. The noise power is kept constant in this case by fixing $SNR_{min}$ at 1 dB. It should be recalled that MUI factor directly affects the value of $L$ and hence determines the effective interference power. Readers should recall that $L$ is the side of the square area of interest in which the nodes are places. The main goal of this section is to draw analogies between the results obtained by varying MUI factor in this section and the ones obtained by varying $SNR_{min}$ in the previous section.

Optimal Sum-Rate

The numerical results of the sum-rate achievable in the five transmission strategies for various values of MUI factor are presented in Fig. 3.7. Low MUI values correspond to the low
interference scenario because the users are relatively far apart. On the other hand, high
values of \( MUI \) factor correspond to high interference scenario because the users are closely
packed in the area of interest. From the simulation results, we note that the Max-power
sum-rate is optimal in the low interference scenario. It is thus optimal for both the users
to transmit at the maximum power for the lower values of \( MUI \) factor. We observed the
same trend in the low SNR regime in the previous section. This is because the noise power
is dominant over the interference power in both the low SNR and low \( MUI \) scenarios.

We further note that it is optimal to let only one user transmit in the high interference
scenario. It is interesting to note that there is a brisk transition of the optimal transmission
strategy from max-power to single user transmission, thus rendering binary power control
optimal in this case. A similar trend was observed in the last section where it was optimal
to let only one user transmit beyond a certain value of \( SNR_{\text{min}} \). High SNR and high \( MUI \)
scenarios are thus analogous because the interference power dominates the noise power in
both of them. In addition to the three main cases, we also include results for two special cases, where we let one user transmit at the maximum power and the other at 50% and 10% of its maximum power, respectively. These cases are especially relevant in the high interference regime, where the optimal sum-rate degrades significantly when the second user is allowed to transmit even at a reduced power, while the first one is transmitting at the maximum power. We note that the sum-rate achievable in the first special case is nearly equal to the sum-rate achievable in the interference-limited Max-power transmission case. We will study this degradation in the sum-rate due to the transmission of the second user in detail by characterizing the rate-regions for various values of $MUI$ factor.

Rate-Region

Sum-rate region for $MUI$ factor of 1 ($SNR_{min} = 1$ dB) was studied in the previous section, where we noticed that it is optimal for both the users to transmit at maximum power. We
also noticed a significant degradation in sum-rate if one of the users reduces its transmission power. We now increase the value of $MUI$ factor to 5 and present the resulting sum-rate region in Fig. 3.8. It is observed that there is negligible degradation in sum-rate if we reduce transmit power of one user. In other words, the max-power sum-rate (optimal) is just slightly better than the single user transmission. This result can be verified from the sum-rate plots presented in Fig. 3.7, where we notice that $MUI = 5$ is quite close to the cross-over point after which single user transmission is optimal.

To gain further insight, we now consider the sum-rate region for $MUI = 6$ in Fig. 3.9. It should be noted that $MUI = 6$ is right next to the cross-over point and single user transmission is optimal in this regime. We note the same trend in the sum-rate region, where small peaks emerge at $[0, P_{max}]$ and $[P_{max}, 0]$, thereby suggesting that it is optimal to turn off one user and let the other transmit at the maximum power. The sum-rate achievable at $[P_{max}, P_{max}]$ is only slightly less than the optimal sum-rate, suggesting that
Figure 3.11: Sum-Rate region for the two-user symmetric SISO IC in very high interference regime ($SNR_{min} = 1$ dB, $MUI = 20$, $N_b = 1$, No fading).

the $MUI$ factor under consideration is quite close to the cross-over point.

We now consider the sum-rate region of the two-user IC in the high interference regime ($MUI = 10$). As expected, two prominent peaks are noticed at $[P_{max}, 0]$ and $[0, P_{max}]$. This shows that it is optimal for only one user to transmit at the maximum power in the high interference regime. The sum-rate achievable at $[P_{max}, P_{max}]$ is significantly less than the optimal sum-rate. Extending this result further, we present the sum-rate region of this IC in the very high interference regime ($MUI = 20$) in Fig. 3.11. In this case, we observe even more prominent peaks at $[P_{max}, 0]$ and $[0, P_{max}]$. This result signifies that the degradation in the sum-rate due to transmission of the second user, while the first user is transmitting at $P_{max}$, increases with the increase of the value of $MUI$ factor.
3.3.3 Effect of Random Topology on the Optimal Sum-Rate

We now study the effect of random topology on the optimal sum-rate of a two-user IC. In this case, all the nodes are placed randomly for each instantiation by following the node placement procedure explained in the previous chapter. The ergodic sum-rate is then calculated by averaging the instantaneous sum-rates achievable in the large number of random topologies. It is already known that the binary power control is optimal in a general two-user IC [41]. Thus, there are only two possible optimal strategies: either both users transmit at the maximum power or one of the users transmit at the maximum power while keeping the other turned off. The choice of the optimal strategy depends upon the relative gains of the desired and the interference channels. In the random topology, nodes are placed according to the predefined node density (defined by $MUI$ factor). For the low values of $MUI$ factor, interference channels are generally weaker than the desired channels. However, this may be violated for some specific topologies, where interference channels may turn out to be stronger than the desired channels. Likewise, there may exist a small number of topologies for the high values of $MUI$, where the interference channels may be weaker than the desired channels. Due to this fact, max-power sum-rate and single-user sum-rate are not exactly optimal in the low SNR (and low interference) and high SNR (and high interference) scenarios, respectively. This can be verified from the ergodic sum-rates presented in Fig. 3.12 and Fig. 3.13, for various values of $SNR_{min}$ and $MUI$ factor, respectively. It should, however, be noted that the max-power and single-user sum-rates are still near-optimal in the extremes of their respective regimes, suggesting that the occurrence of odd-topologies decreases when we move towards the extreme of a regime (E.g., occurrence of the odd-topologies with relatively weaker interference channels decreases with the increase in the $MUI$ factor).

3.3.4 Effect of Rayleigh Fading on the Optimal Sum-Rate

In this section, we again consider the symmetric two-user IC and study the effect of Rayleigh fading on the optimal sum-rate. Rayleigh fading introduces a similar uncertainty as the one
discussed in the previous section. Due to fading, we may get some cases in which the relative strengths of the interference and desired channels are contrary to the expected trend. E.g., we may get stronger interference channels than the desired channels in the low $MUI$ case due to the presence of fading. Due to this fact, max-power and single user sum-rates are again not exactly optimal in their expected regimes. It should, however, be noted that these two specific transmission strategies converge towards the optimal sum-rate as we move to the extremes. This can be verified from the sum-rates results presented for various $MUI$ values in Fig. 3.14. A comparison of these results with the corresponding results in the no-fading case suggests that the ergodic sum-rate in the fading case is higher. This interesting result is due to the presence of multiuser diversity in the fading case.
Figure 3.13: Ergodic sum-rate for various values of $MUI$ in the two-user IC where the nodes are placed randomly for each instantiation ($N = 2, N_b = 1, MUI = 1, \text{No fading}$).

Figure 3.14: Numerical Results of the sum-rate for various values of $MUI$ in the two-user symmetric IC ($N = 2, N_b = 1, MUI = 1, \text{No fading}$).
3.4 Three-User Single-Band SISO IC

In this section, we study the effect of adding an extra user to the two-user symmetric SISO IC considered in the previous section. Since we have already studied the effects of random geometry and fading, we will confine ourselves to the fixed three-user topology, shown in Fig. 3.15, and assume that the channel is not suffering from any fading or shadowing. It should be noted that this is not a symmetric IC. All the simulation parameters are the same as in the last section (symmetric two-user IC). In this section, we consider the following transmission strategies to gain insight into the optimal sum-rate:

- **Optimal Sum-Rate**: Optimal sum-rate is found by solving the sum-rate maximization problem. This again acts as a benchmark case for the identification of the optimal transmission strategies.

- **Max Power Sum-Rate**: There is no optimization involved and each user transmits at the maximum power.

- **One Transmitting User**: One of the three users transmits at a time. It should be noted that the choice of the user that should transmit is immaterial in this case. This is because the distance between all three Tx-Rx pairs is same and there is no fading.

- **Special Case 1**: In this case, SU1 and SU3 transmit at the maximum power and SU2 is denied transmission. Please note that there is no optimization involved in this case too.

3.4.1 Effect of $SNR_{min}$

In this section, we study the effect of varying $SNR_{min}$ on the optimal sum-rate of the three-user SISO IC. As was the case in the previous section, the interference power is kept constant by fixing $MUI$ factor at 1.
Figure 3.15: Three-User SISO IC.

Figure 3.16: Numerical results of the sum-rate for various values of $SNR_{\text{min}}$ in the three-user SISO IC ($N = 3$, $N_b = 1$, $MUI = 1$, No fading).

**Optimal Sum-Rate**

We first identify the optimal transmission strategies for various SNR regimes. From the simulation results presented in Fig. 3.16, we observe that it is optimal for SU1 and SU3 to transmit at the maximum power while keeping SU2 turned off in the low $SNR$ regime.
Figure 3.17: Sum-Rate region for the three-user SISO IC in the low $SNR$ regime ($P_1 = 0$, $SNR_{min} = 1$ dB, $N_b = 1$, $MUI = 1$, No fading).

However, as $SNR_{min}$ is increased beyond a certain value, it is optimal for one of the three SUs to transmit at the maximum power while keeping the other two turned off. It should be noted that the local optimization routines face more convergence problems in the high $SNR$ regime than in the low $SNR$ regime. We had to provide as high as 50 initial starting points (feasible solutions) for this seemingly simple three-variable optimization problem to achieve near-optimal solutions. We will look at the reason for this in the next section where we characterize the sum-rate region for this example.

**Sum-Rate Region**

Sum-rate region for this three-user SISO IC case is much more interesting than the case studied in the previous section. Since the rate region is characterized by three variables, it is not possible to depict it in a single plot. We will therefore show multiple 3-D plots for each $SNR$ regime, where we fix the value of one of the variables in each plot.
Figure 3.18: Sum-Rate region for the three-user SISO IC in the low SNR regime ($P_1 = 0.5$, $SNR_{min} = 1$ dB, $N_b = 1$, $MUI = 1$, No fading).

We first consider a low SNR regime by setting $SNR_{min} = 1$ dB. In Fig. 3.17, we fix the transmit power of SU1 to 0 and vary the transmit powers of SU2 and SU3. We observe that it is optimal for both SU2 and SU3 to transmit at the maximum power. We now fix the transmit power of SU1 to half of the maximum power and plot the rate region in Fig. 3.18. We note that it is now optimal to turn off SU2 while allowing SU3 to transmit at the maximum power. This depicts that it is optimal for SU1 and SU3 to simultaneously transmit in the low SNR regime. To validate our claim further, we consider one more case in which we allow SU1 to transmit at the maximum power. The rate region for this case is plotted in Fig. 3.19. The results are quite similar to the last case and reiterate the fact that it is optimal for SU1 and SU3 to transmit at the maximum power while turning SU2 off in the low SNR regime.

We now consider the more interesting case of the high SNR regime by setting $SNR_{min} = 30$ dB. In this case, we fix the transmit power of SU2 at various values and plot the rate regions
by varying the transmit powers of the other two SUs. In Fig. 3.20, we turn SU2 off and let SU1 and SU3 transmit at the maximum power. The rate region clearly indicates that it is optimal for one of the SUs to transmit at the maximum power while turning the other two off. This result is consistent with our observations of the rate region in the two-user symmetric SISO IC in the last example. We now let SU2 transmit at half of its maximum power and plot the rate region in Fig. 3.21. First and foremost observation is that it is optimal to turn both SU1 and SU3 off even when SU2 is transmitting at half of its maximum power. We further note an interesting non-convexity in the rate region. The local optimization algorithms (such as gradient based search) will converge to the global optimal solution only if the starting feasible point is very close to \([0, 0]\). Even if the starting point is slightly away from \([0, 0]\), the local optimization algorithm will converge to \([P_{\text{max}}, P_{\text{max}}]\) as the optimal solution. Due to this strong non-convexity, we had to run the local optimization routine for as high as 50 times with random starting points (feasible solutions) to achieve the global optimal solution.
This highlights the need of a global optimal algorithm with a guaranteed convergence to solve the power control optimization problems. We now consider the last case for this SNR regime, where we let SU2 to transmit at the maximum possible power. We note that the rate region is quite similar to the previous case. From all these plots, we conclude that it is optimal for one of the SUs to transmit at the maximum power while keeping the other two turned off in the high SNR regime.

### 3.4.2 Effect of MUI

In this section, we study the effect of changing the MUI factor on the optimal sum-rate of a three-user SISO IC. As mentioned in the previous sections, the change in the value of MUI factor directly influences the interference power by changing the distance between the users. Noise power is kept constant by fixing $SNR_{min}$ at 1 dB.
Optimal Sum-Rate

We first study the effect of varying the $MUI$ factor on the optimal transmission strategy that maximizes the sum-rate. The sum-rate achievable for various strategies is presented in Fig. 3.23. It is optimal to let SU1 and SU3 transmit at maximum power while keeping SU2 turned off in the low interference scenario (lower values of $MUI$ factor). The same trend was observed in the low SNR scenario. It is interesting to note that max-power transmission yields almost the same sum-rate as the optimal case when the $MUI$ factor is 1. This essentially means that it is optimal to let all the three users transmit at the maximum power in the very low interference scenario. This result can be verified by extrapolating the plots to $MUI = 0$ that corresponds to a no-interference scenario (infinite distance between users). In this case, there is no reason to forbid any user from transmitting at the maximum power.

For high values of $MUI$ factor, we note that it is optimal to let only one of the three users
transmit at the maximum power. Any one of the three users can be chosen for transmission because there is no fading and the distance between the Tx and Rx nodes is the same for each user. It is interesting to note that the system is severely interference limited at high high values of $MUI$ factor and the sum-rate degrades significantly if we let more than one user transmit simultaneously. As was the case in the last section, we observe that the local optimization routines do not easily converge to the global solution. We have to provide as high as 50 initial feasible solutions to make the local optimization routines converge. We now study the reason for this behavior by characterizing the sum-rate region of the three-user IC.

**Sum-Rate Region**

As we observed in the previous section, the sum-rate region of this IC is much more interesting than the two-user IC case. The rate-region in this case is characterized by three variables

Figure 3.22: Sum-Rate region for the three-user SISO IC in the very high $SNR$ regime ($P_2 = 1$, $SNR_{min} = 30$ dB, $N_b = 1$, $MUI = 1$, No fading).
Figure 3.23: Numerical results of the sum-rate for various values of $MUI$ factor in the three-user symmetric IC $(N = 3, N_b = 1, SNR_{min} = 1$ dB, No fading).

and it is not possible to depict it on a single plot. We will therefore show multiple plots for each $MUI$ factor under consideration. We will fix one of the variables in each plot and let the other two vary from 0 to $P_{max}$.

We first consider the sum-rate region in the low interference scenario by fixing $MUI$ factor at 5. From our study of the optimal sum-rate, we know that it is optimal for SU1 and SU3 transmit at the maximum power while keeping SU2 turned off. Thus we fix the power transmitted by SU1 at 0, $P_{max}/2$, $P_{max}$ and plot the resulting sum-rate regions in Figures 3.24, 3.25 and 3.26, respectively. In the first plot we note that it is optimal for either SU2 or SU3 transmit at the maximum power while keeping SU1 turned off. We now let SU1 transmit at half of the maximum power and observe that it is optimal for SU3 to transmit at the maximum power while keeping SU2 turned off. The sum-rate degrades significantly if we let SU2 transmit even at a small power in this case. This result suggests that it is highly suboptimal to let SU2 transmit while both SU1 and SU3 are transmitting. To gain further
insight, we let SU1 transmit at the maximum power and note that it is optimal for SU3 to transmit at the maximum power and keep SU2 turned off. The degradation in sum-rate due to the transmission of SU2 is more in this case than the previous case.

We now consider the sum-rate region in the high interference scenario by fixing $MUI$ factor at 20. In this case, we know that it is optimal for only one of the three users to transmit while keeping the other two turned off. Thus we can fix any one of the three variables and study the rate-region by varying the other two. For the purpose of illustration, we fix the power transmitted by SU2 at $0$, $P_{\text{max}}/2$, $P_{\text{max}}$ and plot the resulting rate-regions in Figures 3.27, 3.28 and 3.29, respectively. When we fix $P_2 = 0$, we note that it is optimal for either SU1 or SU3 to transmit at maximum power. Since there is no fading, any one of the two users can transmit with equal probability. Now we look at the more interesting case, when SU2 is transmitting at half of the maximum power. We note that there are two peaks, one at $[0, 0]$ and the other at $[P_{\text{max}}, P_{\text{max}}]$. The global optimal solution corresponds
to the case when both SU1 and SU3 are turned off. However, it is easy to see that the local optimization techniques, especially the gradient based search, will converge to the local optimal unless the starting feasible solution is in the vicinity of $[0,0]$. This is the reason for choosing a high number of initial solutions to ensure convergence to the global optimal solution. A similar trend is observed when we let SU2 transmit at the maximum power. In this case, the sum-rate degrades quite significantly if we let any one (or both) of the other two users transmit even at a reduced power.
Figure 3.26: Sum-Rate region for the three-user SISO IC in low interference regime ($P_1 = 1$, $MUI = 5$, $SNR_{min} = 1dB$, $N_b = 1$, No fading).

Figure 3.27: Sum-Rate region for the three-user SISO IC in high interference regime ($P_2 = 0$, $MUI = 20$, $SNR_{min} = 1dB$, $N_b = 1$, No fading).
Figure 3.28: Sum-Rate region for the three-user SISO IC in high interference regime ($P_2 = 0.5$, $MUI = 20$, $SNR_{min} = 1dB$, $N_b = 1$, No fading).

Figure 3.29: Sum-Rate region for the three-user SISO IC in high interference regime ($P_2 = 1$, $MUI = 20$, $SNR_{min} = 1dB$, $N_b = 1$, No fading).
3.5 Four-User Single-Band SISO IC

We now add another user to the three-user IC studied in the last section and consider a four-user SISO IC shown in Fig. 3.30. All the simulation parameters, except the distances between the users (which are shown in Fig. 3.30), are same as those of the previous two cases. In this case too, we consider that there is no fading or shadowing. We consider following transmission strategies to gain insight into the optimal sum-rate:

- **Optimal Sum-Rate:** In this case, we find the maximum achievable sum-rate by performing optimal power control. As in the previous cases, we assume single user detection and hence no interference cancelation.

- **Max Power Sum-Rate:** In this case, we assume that each user is transmitting at the maximum power and there is no optimization involved.

- **One Transmitting User:** In this case, we assume that one of the four users is transmitting. As in the previous cases, the choice of the transmitting user is immaterial because all the users are alike due to the same distance between Tx-Rx nodes and the absence of any fading and shadowing.

- **Special Case 1:** In the first special case, we assume SU1 and SU4 are transmitting at the maximum power while SU2 and SU3 are turned off.

- **Special Case 2:** In the second special case, we assume that SU1 and SU3 (or SU2 and SU4) are transmitting at the maximum power while SU2 and SU4 (or SU1 and SU3) are turned off. This simply means that alternate SUs are turned on. Intuitively this case should yield lower sum-rate than the special case 1.
3.5.1 Effect of $SNR_{min}$

The sum-rates achievable for various values of $SNR_{min}$ are presented in Fig. 3.31 ($MUI$ factor is fixed at 1). We observe that the special case 1 is optimal in the low $SNR$ regime. This means that it is optimal to let the farthest SUs (SU1 and SU4) transmit while keeping SU2 and SU3 turned off. At the very low $SNR_{min}$ (say 1 dB), this special case is much better than all the other cases. However, as we increase $SNR_{min}$, single transmitting user case starts performing better than the special case 1. This means that it is optimal for only one of the four users to transmit at the maximum power while all the other users are turned off. This is in consonance with the observations in the previous two ICs.

3.5.2 Effect of $MUI$

A comparison of the sum-rates achievable for various values of $MUI$ factor is presented in Fig. 3.32 ($SNR_{min}$ is fixed at 1 dB). As in the case of the low SNR regime, it is optimal for the farthest users (SU1 and SU4) transmit at the maximum power while the other two are turned off in the low-interference regime. Max-power sum-rate and the case where the alternate users transmit (special case 2) achieve significantly less sum-rate than the optimal case. As we increase the value of $MUI$ factor, single user transmission case starts performing
better than the others. Beyond a certain value of $MUI$ factor, it is optimal to let only one user transmit in the high interference regime (higher $MUI$ values).

### 3.6 Conclusions

In this chapter, we have studied the optimal sum-rate of the single antenna ICs by treating interference as noise. We make following important conclusions regarding the optimal power allocation strategies in these ICs:

- The relative strength of the interference (cross) and the desired channels is the key factor governing the choice of the optimal power allocation strategies in the single antenna ICs. It is optimal to turn off more users as the strength of the interference channels increase relative to the desired channels. This happens in the present system model if we increase $SNR_{min}$ or $MUI$ factor.
Figure 3.32: Simulation Results for various values of $MUI$ factor ($N = 4$, $N_b = 1$, $SNR_{min} = 1$ dB, No fading).

- It is optimal to let all the users transmit when the interference is not very high. On the other extreme, it is optimal to let only one user transmit when the interference channels become too strong. This is an important result and will help us immensely in the subsequent chapters.

- Binary power control is observed to be optimal in the fixed topologies considered in this chapter (in the absence of fading).

- It is also shown that the presence of fading in the ICs increases the ergodic sum-rate as compared to their no-fading counterparts due to the multiuser diversity.

- The results presented in this chapter have also highlighted the non-convex nature of the power control problems. In particular, we have shown that the problem is highly non-convex in the high SNR and high interference regimes. This implies that the sum-rates achievable by solving the problem by using local optimization methods may
be highly sub-optimal. Due to this reason, we had to solve the problem numerous times using random starting points (feasible solutions) to make the local optimization methods converge to the global optimal solution. This highlights the importance of devising provably global optimization algorithms (studied in the next two chapters).
Chapter 4

Multi-Antenna Interference Channels

4.1 Introduction

In this chapter, we study the maximum achievable sum-rate in the multi-antenna interference channels by treating interference as Gaussian noise. The multi-antenna IC, also referred to as the MIMO IC, is defined as an extension of the classical IC where each Tx and Rx node has multiple antennas. The sum-rate maximization problem in multi-antenna ICs (also termed as multiuser MIMO networks) was first formulated in [54]. The solution to this non-convex problem has, to date, only been approximated by local optimization techniques [55], [56]. Though these approaches can quickly find a locally optimal solution, they cannot guarantee the global optimum for non-convex problems. A global optimization algorithm was recently developed in [57] by coupling the branch and bound method with the reformulation and linearization technique (BB/RLT) to find the maximum sum-rate of a MIMO interference channel under the assumption that each user’s transmit power is equally distributed over all the spatial channels [57]. This assumption eases the mathematical formulation of the problem significantly, but unfortunately, the simplified result does not provide the maximum achievable sum-rate for the interference channel under consideration.
In this chapter, we extend the BB/RLT algorithm to solve the general MIMO interference channel sum-rate maximization problem by treating interference as Gaussian noise. Using this algorithm, we evaluate the maximum achievable sum-rate of some specific multi-antenna ICs to gain insight into the optimal power allocation strategies. The optimal results are compared to some sub-optimal power allocation strategies, such as beamforming and equal power allocation over all spatial channels. From these comparisons, we note that it is optimal for the users to distribute power over the spatial channels in the low SNR (low interference) scenarios and confine power over a small number of spatial channels in the high SNR (high interference) scenarios. In other words, we note that more and more spatial degrees of freedom are used for interference avoidance as we move from low to high interference regimes.

In the limiting case of high interference, it is optimal to suppress the interference completely by turning off bad users and/or transmitting over fewer Eigen-channels while using the rest of the channels for interference avoidance. The results are validated by doing a detailed study of the distribution of the powers transmitted over various Eigen-channels of each IC in different SNR regimes. We will look into these results in sufficient detail later in this chapter.

We begin our discussion by formulating the sum-rate maximization problem of MIMO IC by treating interference as noise in the next section.

### 4.2 Sum-Rate of MIMO Interference Channel

In this section, we formulate the sum-rate maximization problem for MIMO IC. We begin by defining the variables that would be used in the problem formulation.
4.2.1 Defining the Variables

Let us denote the MIMO link from the Tx of the \( j \)th user to the Rx of the \( i \)th user to be \( L_{ji} \). Let \( H_{ji} \in \mathbb{C}^{n_r \times n_t} \) denote the channel matrix of link \( L_{ji} \). Let \( Q_i \) be the covariance matrix of the zero mean Gaussian input symbol vector \( x_i \) of the \( i \)th user, i.e., \( Q_i = E\{x_i x_i^\dagger\} \). Further denote \( \rho_{ji} \) as the signal-to-noise ratio if \( j = i \), or the interference-to-noise ratio if \( j \neq i \). Let \( R_i \) represent the covariance matrix of interference plus noise at the Rx node of the \( i \)th user. Assuming interference plus noise to be Gaussian distributed, \( R_i \) can be computed as:

\[
R_i = \sum_{j=1}^{N} \rho_{ji} H_{ji} Q_j H_{ji}^\dagger + I. \tag{4.1}
\]

4.2.2 Maximum Capacity of a single Link in a MIMO IC

We begin our discussion by evaluating the maximum achievable capacity of a single MIMO link in an IC. To gain insight into the problem, we assume that the interference from other users is constant and is perfectly known at both the Tx and Rx nodes. Channel state information is also assumed to be perfectly known. In addition to finding the maximum link capacity, the analysis will also help us establish the notion of ‘Eigen-channels’ in a MIMO IC.

To begin the analysis, we express the capacity of the \( i \)th MIMO link in terms of its channel matrix \( H_{ii} \), transmit symbol covariance matrix \( Q_i \) and interference plus noise covariance matrix \( R_i \) as [54]:

\[
C_i = \max_{Q:tr(Q)=P_{max}} \log_2 \det \left( I + \rho_{ii} R_i^{-1} H_{ii} Q_i H_{ii}^\dagger \right), \tag{4.2}
\]

where the optimization is performed over the input symbol covariance matrix \( Q_i \). Substituting \( R_i = R_i^{1/2} R_i^{1/2\dagger} \) in (4.2), we get:

\[
C_i = \log_2 \det \left( I + \rho_{ii} (R_i^{1/2} R_i^{1/2\dagger})^{-1} H_{ii} Q_i H_{ii}^\dagger \right), \tag{4.3}
\]

\[
= \log_2 \det \left( I + \rho_{ii} R_i^{-1/2} R_i^{-1/2\dagger} H_{ii} Q_i H_{ii}^\dagger \right). \]
Using the identity \( \det (I + AB) = \det (I + BA) \), (4.3) can be expressed as:

\[
C_i = \log_2 \det \left( I + \rho_{ii} R_i^{-1/2} H_{ii} Q_i H_{ii}^\dagger R_i^{-1/2} \right),
\]

(4.4)

Now let \( \tilde{H}_{ii} = R_i^{-1/2} H_{ii} \). Substituting this in the above equation, we get:

\[
C_i = \log_2 \det \left( I + \rho_{ii} \tilde{H}_{ii} Q_i \tilde{H}_{ii}^\dagger \right).
\]

(4.5)

Now we decompose the MIMO channel into \( \min \{ n_t, n_r \} \) orthogonal Eigen-channels in the same way as we did for an isolated MIMO link in Chapter 2. The only difference is that the channel matrix \( H_{ii} \) is replaced by the ‘whitened’ channel matrix \( \tilde{H}_{ii} \) in this case. By applying SVD, the whitened channel matrix \( \tilde{H}_{ii} \) can be expressed as: \( \tilde{H}_{ii} = UDV^\dagger \), where \( U \) and \( V \) are unitary matrices and \( D \) is a diagonal matrix. Substituting this in (4.5), we get:

\[
C_i = \log_2 \det \left( I + \rho_{ii} UDV^\dagger QVD^\dagger U^\dagger \right).
\]

(4.6)

Using the identities \( \det (I + AB) = \det (I + BA) \) and \( UU^\dagger = I \), (4.6) can be expressed as:

\[
C_i = \log_2 \det \left( I + \rho_{ii} D V^\dagger Q V^\dagger \right).
\]

(4.7)

Using the identity \( \det (I + AB) = \det (I + BA) \) again and defining \( \Sigma = D^\dagger D \), (4.7) can be expressed as:

\[
C_i = \log_2 \det \left( I + \rho_{ii} \Sigma V^\dagger Q V \right).
\]

(4.8)

It should be noted that \( \Sigma = D^\dagger D \) is a diagonal matrix and the diagonal elements are the Eigen-values of \( \tilde{H} \tilde{H}^\dagger \). To decompose the MIMO channel in \( \min \{ n_t, n_r \} \) parallel non-interfering SISO channels, \( V^\dagger Q V \) should result in a diagonal matrix. This can be achieved by choosing \( Q \) of the form \( Q = V A V^\dagger \). We get \( Q \) of this form when \( V \) is chosen as the pre-coding matrix. It is worth noting that the pre-coding matrix in this case is dependent upon the structure of the interference signals through \( \tilde{H} \). In this case, the capacity of the isolated link can be expressed as:

\[
C_i = \max_{\Lambda : \text{tr}(\Lambda) = P_{\text{max}}} \log_2 \det \left( I + \rho_{ii} \Sigma \Lambda \right).
\]

(4.9)
Thus, the problem of maximizing the capacity of a single link in a MIMO IC is reduced to finding the optimal fractions of the power to be transmitted in each Eigen-channel. Please recall that the Eigen-channels in this case are not same as the Eigen-channels of the interference-free channel. In-fact, they correspond to the singular values of the ‘whitened’ channel matrix. Since we have assumed perfect knowledge of the channel and interference, $\Sigma$ is perfectly known and the optimal $\Lambda$ can be found by employing a ‘water-filling’ strategy.

**Note on the Calculation of $R^{1/2}$**

In the above derivation, we factorize the interference and noise correlation matrix as $R_i = R_i^{1/2} R_i^{1/2\dagger}$. It should be noted that this factorization is possible because $R_i$ is positive semi-definite. Furthermore, this factorization can be achieved by doing Eigen-Value Decomposition of $R_i$, i.e., $R_i = U_R \Sigma_R U_R^\dagger$ and noting that $R_i^{1/2} = U_R \Sigma_R^{1/2} U_R^\dagger$. The left and right Eigen matrices of $R_i$ are same because $R_i$ is positive semi-definite. It is easy to verify that the derived expression of $R_i^{1/2}$ satisfies $R_i = R_i^{1/2} R_i^{1/2\dagger}$.

We now extend this discussion to the multiuser case in the next section, where the goal is to maximize the sum of capacities of all the links (sum-rate) forming the interference channel.

### 4.2.3 Maximum Ergodic Sum-Rate of a MIMO IC

In this section, we develop a mathematical framework to maximize the sum-rate of a MIMO IC. This formulation is challenging because the capacities of all the links forming an IC are coupled to each other due to the mutual interference. In other words, the interference plus noise covariance matrices are not known *a priori* and hence we do not have the luxury of maximizing the capacity of each link independently. Due to the lack of knowledge of $R_i$, it is quite difficult to find the exact pre-coding matrices for each system instantiation. To overcome this problem, we try to simplify the formulation by mapping each IC to an alternate IC where the pre-coding matrices are unity matrices and hence the input symbol
covariance matrices reduce to diagonal matrices (with real and non-negative elements). It will be further shown that the ergodic sum-rate of the new IC is same as that of the original IC. We now discuss this idea in detail in the rest of this section.

As noted in the previous section, the information theoretic capacity of a single link in a MIMO interference channel can be expressed as

\[ C_i = \log_2 \det(I + \rho_{ii} R_i^{-1} \hat{H}_{ii} \Lambda_i \hat{H}_{ii}^\dagger). \]

Since \( Q_i \succ 0 \), it can be expressed as

\[ Q_i = V_i \Lambda_i V_i^\dagger, \]

where \( \Lambda_i \) is a diagonal matrix of the eigenvalues of \( Q_i \) and \( V_i \) is a unitary matrix with columns consisting of the eigenvectors of \( Q_i \). Please note that further insights into \( V_i \) are not required for the current formulation. Defining \( \hat{H}_{ii} = H_{ii} V_i \), the capacity expression can be written as

\[ C_i = \log_2 \det(I + \rho_{ii} R_i^{-1} \hat{H}_{ii} \Lambda_i \hat{H}_{ii}^\dagger). \]

Since \( Q_i \succ 0 \), it leads to the following two very important properties:

1. The distributions of \( \hat{H}_{ii} \) and \( H_{ii} \) are same \[54\].

2. All the eigenvalues of \( Q_i \), i.e., all the diagonal elements of \( \Lambda_i \), are real and positive.

Due to these properties, it is sufficient to consider \( \Lambda_i \) instead of \( Q_i \) in the problem formulation. From the simulation perspective it is important to note that even though the problem is transformed to a different IC, the ergodic sum-rate remains the same. This is because the distributions of \( \hat{H}_{ii} \) and \( H_{ii} \) are same and it does not really matter which one of them we consider for our simulation. We might very well consider \( H_{ii} \) and \( Q_i \) for the optimization but it is hard to formulate the problem and then solve it ensuring \( Q_i \) is positive-semi-definite and satisfies the power constraint. Due to this reason, we consider an alternate IC and formulate the problem in terms of \( \Lambda_i \) and \( \hat{H}_{ii} \). The resulting problem formulation can be expressed as:

\[
\begin{align*}
\max & \quad \sum_{i=1}^{N} C_i \\
\text{s.t.} & \quad C_i = \log_2 \det(R_i + \rho_{ii} \hat{H}_{ii} \Lambda_i \hat{H}_{ii}^\dagger) - \log_2 \det(R_i), \\
& \quad R_i = \sum_{j=1}^{N} \rho_{ji} \hat{H}_{ji} \Lambda_j \hat{H}_{ji}^\dagger + I, \\
& \quad Tr\{\Lambda_i\} \leq P_{\text{max}}, \text{diag}\{\Lambda_i\} \succeq 0, 1 \leq i \leq N.
\end{align*}
\]

This sum-rate maximization problem was first formulated by Blum in \[54\]. However, the exact solution to this problem is still open due to its non-linear and non-convex nature.
Some popular local optimization techniques, such as gradient based search, have been used to approximate the solution but are not guaranteed to converge to the global optimal due to the presence of multiple maxima. Exact solution was recently evaluated in [57] for a special case where each user distributes its transmit power equally over all the spatial channels. This algorithm, termed BB/RLT, was developed by coupling the Branch and Bound (BB) strategy with the Reformulation and Linearization Technique (RLT) [59], [58]. The RLT part was considerably simplified due to the equal power assumption and the optimization was essentially performed over the total power transmitted by each user.

We extend the BB/RLT algorithm to find the exact solution of the sum-rate maximization problem of a general IC in the next section.

### 4.3 The Proposed BB/RLT Global Optimization Algorithm

We begin our discussion on the global optimization algorithm by presenting a brief overview of its working principle.

#### 4.3.1 Brief Overview of BB/RLT

The basic idea of BB/RLT is to first find the upper bound (UB) and the lower bound (LB) to the optimal sum-rate by constructing a linear programming relaxation (LPR) of the original non-linear (NL) problem and then tightening the bounds by employing the BB algorithm [59]. While constructing the LPR, all of the NL terms in the objective function and the constraints are replaced by linear variables by introducing suitable linear constraints, thereby relaxing the feasible region. The optimal objective function value of this LP thus serves as an upper bound (UB) to the original NL problem (since it is a maximization problem). If the optimal solution of this relaxed LP is feasible to the original NL problem, it acts as a lower bound
(LB) to the globally optimal value (since it is sub-optimal to the original NL problem in general). Otherwise, it can be used as a starting point to find a feasible solution by local search. After finding the UB and LB, the BB strategy is employed to partition the search space so that both the largest UB and LB approach the global optimum. When the largest UB and the LB are within some threshold, $\epsilon$, the BB/RLT is complete and yields a LB to the global optimum that is within $\epsilon$ of the true global optimum [59]. The working of the algorithm is shown in Fig. 4.1 for $\epsilon = 10^{-4}$ and $N = 3$. The BB/RLT algorithm as summarized in [57] is presented in Table 4.1.

Figure 4.1: Convergence of BB/RLT algorithm for a single instantiation of the interference channel ($\epsilon = 10^{-4}$, $N = 2$ and $MUI = 1$).
Initialization:

1. Let optimal solution $\alpha^* = \emptyset$. The initial $LB = -\infty$.
2. Let the problem list contain only the original problem ($P_1$).
3. Introduce one new variable for each nonlinear term. Add linear constraints for these variables to build a linear relaxation.
4. Denote the solution to linear relaxation as $\hat{\alpha}$ and its objective value as upper bound $UB_1$.

Main Loop:

1. Select problem $P_n$ with the largest $UB$ from the problem list.
2. Find, if necessary, a feasible solution $\alpha_n$ via a local search algorithm for problem $P_n$. Denote the objective value by $LB_n$.
3. If $LB_n > LB$ then let $\alpha^* = \alpha_n$ and $LB = LB_n$. If $LB \geq (1-\epsilon)UB$ then stop with the $\epsilon$-optimal solution $\alpha^*$; else, remove all problems $P_{n'}$ having $(1-\epsilon)UB_{n'} \leq LB$ from the problem list.
4. Select a partitioning variable and divide its bounding interval equally into two new intervals.
5. Remove the selected problem $P_n$ from the problem list, construct two new problems $P_{n1}$ and $P_{n2}$ based on the two partitioned intervals.
6. Compute two new upper bounds $UB_{n1}$ and $UB_{n2}$ by solving the linear relaxations of $P_{n1}$ and $P_{n2}$, respectively.
7. If $(1-\epsilon)UB_{n1} \geq LB$ then add problem $P_{n1}$ to the problem list. Similarly, if $(1-\epsilon)UB_{n2} \geq LB$ then add problem $P_{n2}$ to the problem list.
8. If the problem list is empty, stop with the $\epsilon$-optimal solution $\alpha^*$. Otherwise, go to the Main Loop again.
4.3.2 LPR Construction for MIMO IC Sum-Rate Maximization Problem

Our most important contribution towards evaluation of global optimal sum-rate is the LPR construction for the general MIMO IC sum-rate maximization problem. In this section, we explain this LPR construction in detail.

We begin by defining the following new variables to linearize the expression of $C_i$:

\[
x_i = \det(\mathbf{R}_i + \rho_{ii} \hat{A}_i \hat{H}_{ii} \Lambda_i \hat{H}_{ii}^\dagger); u_i = \ln(x_i);
\]

\[
y_i = \det(\mathbf{R}_i); v_i = \ln(y_i).
\]

\[
C_i = \frac{1}{\ln 2} (u_i - v_i). \tag{4.11}
\]

$C_i$ can be expressed in terms of the new variables as: $C_i = \frac{1}{\ln 2} (u_i - v_i)$. The constraints given by (5.14) are added to the problem formulation given by (4.10). $u_i$ and $v_i$ are logarithmic functions of the form $w = \ln z$, where $z \in [z_{LB}, z_{UB}]$. Since, $x_i$ and $y_i$ are dependent upon $\Lambda_i$, their LB and UB can be calculated by evaluating their expressions at the LB and UB of $\Lambda_i$ respectively. A convex polygonal outer approximation is used to linearize the

Figure 4.2: Polyhedral approximation of $w = \ln z$. 

\[
\begin{align*}
\text{II} & \quad \text{III} & \quad \text{IV} \\
\text{Polyhedral Region Bounded} & \quad \text{by Segments I, II, III, IV}
\end{align*}
\]
logarithmic function [57]. As shown in Fig. 4.2, the convex region is defined by the tangents at \((z_{LB}, \ln z_{LB}), (z_{\gamma}, \ln z_{\gamma})\) and \((z_{UB}, \ln z_{UB})\), and the chord joining \((z_{LB}, \ln z_{LB})\) and \((z_{UB}, \ln z_{UB})\), where \(z_{\gamma}\) is the \(z\)-coordinate of the point of intersection of the tangents at \((z_{LB}, \ln z_{LB})\) and \((z_{UB}, \ln z_{UB})\), which is given by:

\[
z_{\gamma} = \frac{z_{LB}z_{UB}(\ln z_{UB} - \ln z_{LB})}{z_{UB} - z_{LB}}. \tag{4.12}
\]

The convex region defined by these four segments can be expressed by the following linear constraints:

\[
\begin{align*}
z_{LB}w - z &\leq z_{LB}(\ln z_{LB} - 1), \\
z_{\gamma}w - z &\leq z_{\gamma}(\ln z_{\gamma} - 1), \\
z_{UB}w - z &\leq z_{UB}(\ln z_{UB} - 1), \\
(z_{UB} - z_{LB})w + (\ln z_{LB} - \ln z_{UB})z &\geq z_{UB}\ln z_{LB} - z_{LB}\ln z_{UB}.
\end{align*}
\tag{4.13}
\]

After linearizing \(u_i\) and \(v_i\), we linearize \(x_i\) and \(y_i\). The expressions for \(x_i\) and \(y_i\) are quite similar and this similarity can be established by substituting \(R_i\) in (5.14):

\[
\begin{align*}
x_i &= \det \left( \sum_{j=1}^{N} \left( \rho_j \tilde{\mathbf{H}}_j \Lambda_j \tilde{\mathbf{H}}_j^\dagger + \mathbf{I} \right) \right) \triangleq \det \mathbf{S}_i, \\
y_i &= \det \left( \sum_{j \neq i}^{N} \left( \rho_j \tilde{\mathbf{H}}_j \Lambda_j \tilde{\mathbf{H}}_j^\dagger + \mathbf{I} \right) \right) \triangleq \det \mathbf{R}_i. \tag{4.14}
\end{align*}
\]

Keeping in mind this similarity, we illustrate the linearization process for only \(x_i\), and the results for \(y_i\) can be inferred directly. For the purpose of illustration, we assume that Tx and Rx nodes of each user have two antennas each. Since \(\Lambda_j (\forall j)\) is an \(n_t \times n_t (= 2 \times 2)\) matrix, it can be expressed as:

\[
\Lambda_j = \begin{bmatrix} \lambda_{j1} & 0 \\ 0 & \lambda_{j2} \end{bmatrix}, \tag{4.15}
\]

where \(\lambda_{j1}\) and \(\lambda_{j2}\) are the fractions of power transmitted by the \(j^{th}\) user over the two Eigen-modes of the channel. To simplify the expressions for \(x_i\) and \(y_i\) (given by (5.17)), let us define \(\tilde{\mathbf{H}}_j = \sqrt{\rho_j} \hat{\mathbf{H}}_j\). \(\mathbf{S}_i\) can now be expressed as:

\[
\begin{bmatrix} 1 + \sum_{j=1}^{N} \lambda_{j1}(\hat{\mathbf{h}}_{ji})_{11}(\hat{\mathbf{h}}_{ji})_{11}^\dagger + \lambda_{j2}(\hat{\mathbf{h}}_{ji})_{12}(\hat{\mathbf{h}}_{ji})_{12}^\dagger & \sum_{j=1}^{N} \lambda_{j1}(\hat{\mathbf{h}}_{ji})_{11}(\hat{\mathbf{h}}_{ji})_{21}^\dagger + \lambda_{j2}(\hat{\mathbf{h}}_{ji})_{12}(\hat{\mathbf{h}}_{ji})_{22}^\dagger \\
\sum_{j=1}^{N} \lambda_{j1}(\hat{\mathbf{h}}_{ji})_{21}(\hat{\mathbf{h}}_{ji})_{11}^\dagger + \lambda_{j2}(\hat{\mathbf{h}}_{ji})_{22}(\hat{\mathbf{h}}_{ji})_{12}^\dagger & 1 + \sum_{j=1}^{N} \lambda_{j1}(\hat{\mathbf{h}}_{ji})_{21}(\hat{\mathbf{h}}_{ji})_{21}^\dagger + \lambda_{j2}(\hat{\mathbf{h}}_{ji})_{22}(\hat{\mathbf{h}}_{ji})_{22}^\dagger \end{bmatrix}. \tag{4.16}
\]
Taking the determinant of $S_i$, $x_i$ can be expressed as:

$$x_i = 1 + \sum_{j=1}^{N} \left( (\bar{h}_{ji})_{11}(\bar{h}_{ji})_{11} + (\bar{h}_{ji})_{21}(\bar{h}_{ji})_{21} \right) \lambda_j + \sum_{j=1}^{N} \left( (\bar{h}_{ji})_{12}(\bar{h}_{ji})_{12} + (\bar{h}_{ji})_{22}(\bar{h}_{ji})_{22} \right) \lambda_j +$$

$$\sum_{j=1}^{N} \sum_{k=1}^{N} \left( (\bar{h}_{ji})_{11}(\bar{h}_{ki})_{11}(\bar{h}_{ki})_{11} - (\bar{h}_{ji})_{11}(\bar{h}_{ki})_{11}(\bar{h}_{ki})_{21} \right) \lambda_j \lambda_k +$$

$$\sum_{j=1}^{N} \sum_{k=1}^{N} \left( (\bar{h}_{ji})_{12}(\bar{h}_{ki})_{12}(\bar{h}_{ki})_{22} - (\bar{h}_{ji})_{22}(\bar{h}_{ki})_{12}(\bar{h}_{ki})_{22} \right) \lambda_j \lambda_k -$$

$$2\Re((\bar{h}_{ji})_{11}(\bar{h}_{ji})_{21}) \Re((\bar{h}_{ji})_{12}(\bar{h}_{ji})_{22}) - 2\Im((\bar{h}_{ji})_{11}(\bar{h}_{ji})_{21}) \Im((\bar{h}_{ji})_{12}(\bar{h}_{ji})_{22})$$

(4.17)

The expression for $y_i$ is similar to that for $x_i$ with the only difference being that the terms corresponding to $i$th users are not included in the summations. From (6.1) we observe that $x_i$ is a quadratic polynomial with three types of quadratic terms, viz., $\lambda_j \lambda_k$, $\lambda_j \lambda_k$ and $\lambda_j \lambda_k$. It is important to note that $\lambda_j \lambda_k$ is the same as $\lambda_k \lambda_j$ and hence the number of unique quadratic terms for this category is $\sum_{j=1}^{N} j = \frac{N}{2}(N + 1)$. The same argument holds for $\lambda_j \lambda_k$. The number of unique terms for $\lambda_j \lambda_k$ ($\forall j$, $k$) is $N^2$, which makes the total number of quadratic terms in (6.1) equal to $N(2N + 1)$. Each of these quadratic terms is replaced by a new variable: $\Gamma_{j1k1} = \lambda_j \lambda_k$, $\Gamma_{j1k2} = \lambda_j \lambda_k$ and $\Gamma_{j2k2} = \lambda_j \lambda_k$. These equalities are relaxed by including the following linear inequalities called bounding factor constraints (illustrated for $\Gamma_{j1k2}$), for each non-linear term:

$$\Gamma_{j1k2} - \lambda_{j1LB} \lambda_{k2} - \lambda_{j1} \lambda_{k2LB} \geq -\lambda_{j1LB} \lambda_{k2LB}$$

$$\Gamma_{j1k2} - \lambda_{j1UB} \lambda_{k2} - \lambda_{j1} \lambda_{k2LB} \leq -\lambda_{j1UB} \lambda_{k2LB}$$

$$\Gamma_{j1k2} - \lambda_{j1LB} \lambda_{k2} - \lambda_{j1} \lambda_{k2UB} \leq -\lambda_{j1LB} \lambda_{k2UB}$$

$$\Gamma_{j1k2} - \lambda_{j1UB} \lambda_{k2} - \lambda_{j1} \lambda_{k2UB} \geq -\lambda_{j1UB} \lambda_{k2UB}$$

(4.18)

This completes LPR construction of the original problem (4.10) and the corresponding LP
can be expressed as:

$$\max \sum_{i=1}^{N} C_i$$

s.t. $C_i = \frac{1}{\ln 2} (u_i - v_i)$,

Polynomial approximation of $u_i$ and $v_i$ given by (5.16),

Linear expressions for $x_i$ and $y_i$ (using (6.1)),

Bounding constraints for $\Gamma_{j_1k_1}$, $\Gamma_{j_1k_2}$ and $\Gamma_{j_2k_2}$ (5.21),

$Tr\{\Lambda_i\} \leq P_{max}$, $\text{diag}\{\Lambda_i\} \succeq 0$, $1 \leq i \leq N$. 

(4.19)

The LPR essentially relaxes the feasible region of the original NL problem (4.10) and hence the optimal objective function value of the LP (5.22) serves as an UB to the optimal sum-rate. Since the LP is subject to the same power constraint as the original NL problem (4.10), the optimal solution to the LP is also a feasible solution to (4.10). In general, this feasible solution is not optimal to the original problem (4.10) and the corresponding objective function value of (4.10) yields a LB to the optimal sum-rate. After finding these bounds, BB strategy is employed to partition the search space so that both the largest UB and LB approach towards the global maximum as explained in Table 4.1. Please note that the implementation of BB strategy is not unique. In this work, we select the partitioning variable as the one which has the highest bounding interval (highest difference between the LB and UB). The bounding interval of this variable is then partitioned equally into two intervals to construct two new problems. BB strategy is carried out in the similar way until global optimum is achieved.

After developing the global optimization algorithm with a guaranteed convergence to the globally optimal solution, we now look into the optimal power allocation strategies of various ICs in the following sections.

### 4.4 Two-User 2x2 MIMO IC (Case of $N = n_t$)

We start our discussion by considering the simplest possible case of the MIMO IC, i.e., the two-user 2 × 2 symmetric MIMO IC. This case is a simple extension of the classical two-user
symmetric IC discussed in the previous chapter. In this case, we assume that each user has 2 transmit and 2 receive antennas. Thus, an additional spatial dimension is available for interference avoidance as compared to the classical single antenna IC. We assume that a single frequency band is available for transmission. Small scale fading effects are modeled as being Rayleigh distributed. We also assume that the MIMO links do not suffer from shadowing. The $MUI$ factor is fixed at 1 and the effect of varying $SNR_{min}$ on the optimal sum-rate is studied. It should be recalled that it is enough to study the sum-rate by varying one of the two parameters ($MUI$ or $SNR_{min}$) while keeping the other constant, to capture all the important characteristics of the optimal power allocation. We further assume that the simulation is set-up in the same way as explained for the classic two-user symmetric IC in the previous chapter.

To gain some insight into the optimal power allocation strategy, we consider following power allocation strategies:

- **Optimal MIMO**: This case provides maximum achievable sum-rate by employing optimal power control over spatial channels of each user. This acts as a benchmark for the special cases considered in this study. The comparison of this benchmark with the special cases will help us understand the optimal power allocation strategy in various interference scenarios.

- **Max Power Beamforming**: In this case, each user transmits at maximum power $P_{max}$ in only one spatial channel (Eigen-mode of $R_i^{-1}H_{ii}H_{ii}^H$). It should be noted that the selection of optimal Eigen-mode is not trivial in this case. In other words, it is not optimal in general for a user to choose the strongest Eigen-mode of its interference-free channel (as is the case in isolated MIMO links). As explained before, this is due to the presence of mutual interference in the MIMO IC. We will discuss this problem of optimal Eigen-mode selection in detail in a later chapter. For this study, we perform an exhaustive search over all the available choices of Eigen-modes to find the optimal set. It is worth noting here that exhaustive search is quite feasible because there are
only \( \binom{2}{1} \binom{2}{1} = 4 \) choices to check.

- **Equal Power Distribution:** In this case, both the users transmit at maximum power \( P_{\text{max}} \) and distribute the power equally over the spatial channels. It should be noted that there is no optimization involved in this case.

- **One User - Equal Power Distribution:** In this case, the user with the stronger MIMO channel is allowed to transmit. The allowed user transmits at the maximum power by distributing it equally over the spatial channels. For the sake of this example, we calculate the capacity of each user by turning off the other and select the one with the higher capacity.

- **One User - Beamforming:** In this case too, only one of the two users is allowed to transmit. The allowed user transmits maximum power \( P_{\text{max}} \) in the stronger Eigen-mode of its ‘interference-free’ channel. This problem also involves the selection of the ‘optimal’ user. As in the previous case, we calculate the beamforming capacities of each user by turning off the other user and selects the one with the higher capacity.

To study the effect of antenna correlation, we simulate all the above cases in the following two scenarios:

- **Scenario 1: Perfectly Uncorrelated Antennas** \((\rho = 0)\): In this scenario, we assume that the Tx and Rx antennas of each user are perfectly uncorrelated. Due to the presence of two orthogonal spatial channels, we expect to get interesting insights into the power allocation strategy in this case.

- **Scenario 2: Perfectly Correlated Antennas** \((\rho = 1)\): In this scenario, we assume that the Tx and Rx antennas of each user are perfectly correlated. In this case, each MIMO link has only one spatial channel on which to transmit. It would be interesting to compare the optimal power allocation strategy in this case to that of the single antenna IC (studied in the previous chapter).
4.4.1 Numerical Results for Scenario 1 ($\rho = 0$)

![Figure 4.3: Numerical results of the ergodic sum-rate achievable in the two-user $2 \times 2$ symmetric MIMO IC, Scenario 1 ($n_t = n_r = 2, N = 2, N_b = 1, \rho = 0, MUI = 1, \sigma = 0$, Rayleigh fading assumed).](image)

The sum-rates achievable in this scenario are presented in Fig. 4.3. The most important observation is that it is usually optimal for both the users to simultaneously transmit at the maximum power $P_{\text{max}}$ in all the SNR regimes. This means that the presence of two spatial channels helps in avoiding interference at least to a level where the sum-rate of the two users is higher than the interference-free capacity of any of the two individual links. As will be discussed later in detail, beamforming is observed to be optimal in the (interference-limited) high SNR regime. The comparison of the optimal sum-rate with the interference-free beamforming capacity of a single link in the high SNR regime suggests that the effect of interference is negligible from the beamforming sense (optimal sum-rate is $\approx 2$ times the interference-free beamforming capacity of a single link). Thus, it is optimal for each user to use one of the degrees of freedom for beamforming and other to avoid interference from the
other user. It would be interesting to see how the IC behaves if we add an extra user keeping the number of spatial channels to be 2. We will study this case in the next section. As a side note, it is worth recalling here that high $SNR_{min}$ also implies a stronger interference channel (high interference power relative to the noise power).

Beamforming is also observed to be optimal in the very low SNR (noise-limited) regime. This may not be prominent from the results presented in Fig. 4.3 but the same results plotted on the log-scale in Fig. 4.4 clearly reveal the trend. This scenario is not very interesting since it corresponds to a very weak interference regime due to which the links are fundamentally noise-limited. From the knowledge of the noise-limited MIMO links, we already know that beamforming is optimal strategy to adopt when the received SNR per antenna is low. Since, this regime is already well-understood, we won’t consider it in the rest of the thesis.
In the low SNR regime (around $SNR_{\text{min}} \approx 0$ dB), it is optimal to distribute the transmit power ($P_{\text{max}}$) over the two spatial channels. The exact nature of the distribution will be studied later in this section. On the other hand, it is optimal to transmit at maximum power in one of the spatial channels in the high SNR regime. In other words, Eigen-vector beamforming is optimal. This is an interesting observation since it is in contrast to the isolated MIMO link, where beamforming is optimal in the low SNR regime and equal power distribution is optimal in the high SNR regime. This highlights the fact that the importance of interference avoidance (e.g., by beamforming or turning off bad users) increases as we move from the low SNR (low interference) regime to the high SNR (high interference) regime.

With this newly found insight, we now look at the optimal power allocation strategy more closely. In Fig. 4.5, we plot the CDF of the total power transmitted by each user mainly in four SNR regimes: very-low ($SNR_{\text{min}} = -20$ dB), low ($SNR_{\text{min}} = 1$ dB), intermediate
The most important observation in this study is that the binary power control is optimal for all the three scenarios. This may not be completely obvious in low and intermediate SNR regimes because it is mostly optimal for both the users to transmit at the maximum power. However, it is evident from the results in the high SNR regime. In particular, it is optimal to keep one of the users completely off for around 10% of the time while letting the other user transmit at the maximum power. For the rest of the time, it is optimal for both the users to transmit at maximum power (no intermediate states are optimal). This is one of the reasons for the slight difference in the optimal sum-rate and the max power beamforming sum-rate.
We now study the distribution of the power over spatial channels by plotting the CDF of the power transmitted over stronger and weaker Eigen-modes in Fig. 4.6 and Fig. 4.7, respectively. It is important to note that the stronger Eigen-mode is defined in this study as the one over which higher power is transmitted in the optimal power allocation. It does not necessarily correspond to the strongest Eigen-mode of the whitened channel matrix. We look at the same three SNR regimes: low, intermediate and high. As observed earlier, it is usually optimal for both users to simultaneously beamform in the high SNR regime. In a small fraction of cases, it is optimal for only one of the users to transmit while keeping the other turned off. In these cases, the allowed user distributes equal power over the two spatial channels. This can be inferred from a small step at 0.5 (corresponding to $P_{\text{max}}/2$) in the CDF of the power transmitted over both the stronger and the weaker Eigen-modes. Except these two cases, there is no other optimal case in the high SNR regime. In the low
SNR regime, we observe that distributing power over both of the spatial channels is optimal in most of the cases and beamforming is optimal in a small number of cases. In most of the cases, it is optimal for the user to transmit $\approx 50\% - 70\%$ of the power in the stronger Eigen-mode and rest in the weaker Eigen-mode. In the intermediate SNR regime, the probability of beamforming increases as compared to the low SNR case. In particular, it is optimal for each user to perform beamforming in $\approx 58\%$ of the cases in the intermediate SNR regime as opposed to $\approx 25\%$ of the cases in the low SNR regime. In the rest of the cases, it is optimal to transmit a higher power in the stronger Eigen-mode (as expected).

Summary of the Main Results from Scenario 1:

- Presence of two orthogonal spatial channels enables the simultaneous transmission of both the users in the two-user symmetric $2 \times 2$ MIMO IC. It is observed that interference can be avoided to a large extent by performing beamforming. In particular, each user employs one of the degrees of freedom for beamforming and other for avoiding interference from the other user (in interference-limited high SNR regime).

- It is optimal to distribute power over the two spatial channels in the low SNR regime. However, equal power distribution is not necessarily optimal. In most of the cases, $\approx 50\% - 70\%$ of the power is transmitted in the stronger Eigen-mode and rest in the weaker Eigen-mode.

- Binary power control is optimal in all the SNR scenarios considered in this case: low, intermediate and high.

- There are only two optimal states in the high SNR regime: 1) Both users perform beamforming, and 2) One user distributes power equally over the two spatial channels and the other user turned off.

- Beamforming is optimal in the very-low SNR regime. This regime corresponds to a very weak interference regime due to which the links are fundamentally noise-limited. From
the knowledge of the noise-limited MIMO links, we already know that beamforming is optimal strategy to adopt when the received SNR per antenna is low.

### 4.4.2 Numerical Results for Scenario 2 ($\rho = 1$)

![Numerical results graph](image)

Figure 4.8: Numerical results of the ergodic sum-rate achievable in the two-user $2 \times 2$ symmetric MIMO IC, Scenario 2 ($n_t = n_r = 2$, $N = 2$, $N_b = 1$, $\rho = 1$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

We now consider the scenario where the antennas at all the Tx and Rx nodes are perfectly correlated ($\rho = 1$). In this case, each MIMO link effectively has a single spatial channel to transmit. Due to this reason, we do not expect a good interference avoidance capability in this scenario.

The sum-rates achievable in all the five cases in this scenario are presented in Fig. 4.8. First observation in this case is that the distribution of power does not really make any difference. This is because there is only one spatial Eigen-mode and hence the distribution of power
From the simulation results, we note that it is optimal for both the users to simultaneously transmit in the low SNR regime and for only one of them to transmit at the high SNR regime. This result is in perfect coherence with our observations in the classical 2-user SISO IC. This is due to the fact that there is only one spatial channel available in the present case and it is essentially a SISO system with an SNR gain. To gain some further insight, we plot the CDF of the total power transmitted by each user in Fig. 4.9. We study the CDF of the total transmit power in three SNR regimes: low \((SNR_{\text{min}} = 1 \text{ dB})\), intermediate \((SNR_{\text{min}} = 20 \text{ dB})\) and high \((SNR_{\text{min}} = 40 \text{ dB})\). One prominent observation in all the three scenarios is the optimality of the binary power control. This is again consistent with the classical SISO IC. We observe that each user is turned off in around 50% of the cases in high SNR regime. Since 50% corresponds to half the users, this actually means that one of the users is always...
turned off in this regime.

In the intermediate SNR regime, each user is turned off in around 35% of the cases. Thus, at least one of the two users in turned off in around 70% of the cases. On the other hand, in the low SNR regime it is optimal for both the users to transmit in most of the cases (one user is turned off in only around 10% of the cases).

We now explain the reason for the same sum-rate being achieved irrespective of the fractions of the power transmitted over the ‘mathematical’ Eigen-modes. We will consider an isolated $2 \times 2$ MIMO link for this explanation. As mentioned earlier, the capacity of a single MIMO link can be expressed as:

$$C_i = \log_2 \det(I + \rho_i \mathbf{H}_{ii} \Lambda_i \mathbf{H}_{ii}^\dagger),$$

where all the variables are defined earlier. The capacity essentially depends upon the strength of the Eigen-modes and the fraction of power distributed over them, i.e., it depends upon the $\mathbf{H}_{ii} \Lambda_i \mathbf{H}_{ii}^\dagger$ term. Ignoring the scaling factors, the channel matrix $\mathbf{H}_{ii}$ can be generated as:

$$\mathbf{H}_{ii} = \sqrt{\mathbf{R}_{Tx} \mathbf{H} \sqrt{\mathbf{R}_{Rx}}}. \quad (4.21)$$

For the perfectly correlated case, we assume $\rho = 1$, so $\mathbf{R}_{Tx}$ and $\mathbf{R}_{Rx}$ can be written as:

$$\mathbf{R}_{Tx} = \mathbf{R}_{Tx} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}. \quad (4.22)$$

The expression of $\mathbf{H}_{ii}$ can now be expanded as:

$$\mathbf{H}_{ii} = \sqrt{\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix}} \sqrt{\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}}. \quad (4.23)$$

This expression can be simplified to:

$$\mathbf{H}_{ii} = \frac{1}{2} \begin{bmatrix} h_{11} + h_{12} + h_{21} + h_{22} & h_{11} + h_{12} + h_{21} + h_{22} \\ h_{11} + h_{12} + h_{21} + h_{22} & h_{11} + h_{12} + h_{21} + h_{22} \end{bmatrix}. \quad (4.24)$$

We observe that all the terms of $\mathbf{H}_{ii}$ are same. One of the physical interpretations of this is that both the antennas are located at same point in space (both at the Tx node and Rx node).
node). Now we substitute \( h_{11} + h_{12} + h_{21} + h_{22} = h \) and try to simplify \( H_{ii} \Lambda_i H_{ii}^\dagger \) assuming \( \lambda_1 \) and \( \lambda_2 \) is transmitted on the two ‘mathematical’ Eigen-modes. We neglect the scaling factors of \( H_{ii} \) for the simplicity of presentation.

\[
H_{ii} \Lambda_i H_{ii}^\dagger = \begin{bmatrix}
h & h \\
h & h
\end{bmatrix} \begin{bmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{bmatrix} \begin{bmatrix}
h & h \\
h & h
\end{bmatrix} = (\lambda_1 + \lambda_2) h^2 \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}.
\] (4.25)

The above expression clearly shows that the link capacity is dependent upon the total power transmitted, i.e., \( \lambda_1 + \lambda_2 \), and not on the fraction of the power transmitted on each ‘mathematical’ mode.

### 4.5 Three-User 2 \times 2 MIMO IC (Case of N > n_t)

We now extend the previous case to the three-user case by adding an extra user while keeping all the other simulation parameters same. The resulting three-user IC is the same as the one studied in the previous chapter, with the only difference that each node now has 2 antennas. The motivation to study this case is to understand the effect of having more users than the available spatial channels (per user) on the optimal power allocation strategy. It would be particularly interesting to see how the interference is avoided in the high SNR (essentially high interference) scenario. For this study, we consider following simulation scenarios to get insight into the optimal power allocation:

- **Optimal MIMO**: This case represents the maximum sum-rate achievable in the three-user 2 \times 2 MIMO IC considered in this study. As explained in the previous case, this sum-rate acts as a benchmark to decide which power allocation strategies perform close to optimal in various interference scenarios.

- **Max Power Beamforming**: In this case, each user transmits at the maximum allowable power in an optimal spatial channel. The problem of choosing optimal spatial channel will be discussed in detail in a later chapter. For this case, we perform an
exhaustive search over all the possible choices. Exhaustive search is feasible because the number of choices is just \(\binom{3}{1}\binom{2}{1}\binom{2}{1}(=8)\)

- **Equal Power Distribution:** Each user transmits at the maximum power \(P_{\text{max}}\) and distributes the transmit power equally over all the spatial channels. As mentioned earlier, there is no optimization involved in this case.

- **One User - Equal Power Distribution:** In this case, only one of the three users is allowed to transmit. The allowed user is the one that achieves highest capacity amongst the three by distributing power equally over all the Eigen-modes. The optimal user is selected by an exhaustive search in this case (since there are just 3 choices to check).

- **Two User - Max Power Beamforming:** This special case is included to understand to optimality of turning one of the users off (especially in the high interference scenarios). In this case, two of the three users are selected to transmit simultaneously. Each selected user then selects an optimal spatial channel for transmission. The selection of the users and spatial channel is done to maximize the sum-rate under the said constraints. This problem of user and Eigen-channel selection can be formulated as a non-linear mixed-integer optimization problem. We will briefly look such formulations in a later chapter. For this example, we perform an exhaustive search through all the feasible options. The exhaustive search in this case is quite feasible since there are only \(\binom{3}{2}\binom{2}{1}\binom{1}{1}(=12)\) cases to check.

Since we are more interested in understanding the effect of the availability of spatial channels on the optimal power allocation strategies, we will mainly focus on the case when the antennas at both the Tx and Rx nodes of all the users are perfectly uncorrelated. For the sake of completeness, we will briefly look at the perfectly correlated case.
4.5.1 Numerical Results

The achievable sum-rate in all the above mentioned cases is presented in Fig. 4.10. We observe that the optimal sum-rate is better than all the special cases in the low and intermediate SNR regimes. This essentially means that none of the special cases studied in this example is optimal in these SNR regimes. As will be discussed later in detail, we note that all the three users are allowed to transmit in almost all of the cases in the low SNR regime. The exact power distribution, however, depends upon the channel conditions and the interaction of the Eigen-modes of the interfering users with the intended link. We will look more into the exact power distributions when we look at the CDFs of the power distributed over spatial channels later in this section.

We observe that it is better to turn off one user and let the other two perform beamforming than to let all of them simultaneously transmit in the intermediate SNR regime. We further
Figure 4.11: Distribution of the total power transmitted by each user in the three-user $2 \times 2$ MIMO IC ($n_t = n_r = 2$, $N = 3$, $N_b = 1$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

Note that the optimal sum-rate is even better than the 2-user beamforming case. This suggests that it is optimal to selectively turn off a user in some cases and let all of them transmit in the rest of the cases. We will validate this point when we study the CDFs of the power distributed across spatial channels.

The sum-rate results show that the system is most well-behaved in the high SNR regime. It is optimal in this regime to turn off one user and let the other two perform beamforming while transmitting at the maximum power $P_{\text{max}}$. This result establishes a nice relationship between the number of spatial channels and number of users allowed to transmit in the high SNR regime. It is important to note here that the presence of 2 antennas at both the Tx and Rx nodes provides two degrees of freedom to each user. One degree of freedom can be used to perform beamforming and the other can be used to avoid interference from one user. It is, however, not possible in general to avoid interference from both the users simultaneously due to the lack of a sufficient number of degrees of freedom. This result highlights the importance
of interference avoidance in the high SNR regime. This is consistent with our observations in single band SISO ICs, where it is optimal for only one of the users to transmit in the high SNR regime (only a single degree of freedom was available).

With this understanding about the optimal power allocation strategy, we now look at the CDFs of the power transmitted by each user and their distributions over the spatial channels. We first study the CDF of the total power transmitted at three different SNR regimes: low \((SNR_{min} = 1 \text{ dB})\), intermediate \((SNR_{min} = 20 \text{ dB})\) and high \((SNR_{min} = 40 \text{ dB})\) in Fig. 4.11. First observation is that it is optimal for all the users to transmit in the low SNR regime. This is in consonance with our previous results because it is a noise-limited case and interference power does not have a huge effect on the sum-rate. We further note that as we move from the low to high SNR regime, it is optimal to turn off more users due to the increasing effect of interference power (because of the scaling down of noise relative to
interference power). In particular, it is optimal to turn off one of the three users in almost 70% of the cases in intermediate SNR regime and almost 100% of the cases in high SNR regime. Distribution of the transmit power in the intermediate SNR regime also suggests that it is sometimes optimal to let the third user transmit at a reduced power while the other two are transmitting at maximum power $P_{\text{max}}$. This implies that binary power control is not optimal in the intermediate SNR regime. Interestingly, we note that binary power control is still optimal in the high SNR regime. In other words, it is either optimal for a user to transmit at the maximum power or remain silent. This is an interesting result and reiterates the fact that purely interference-limited system is more well-behaved than noise+interference limited system (intermediate SNR regime).

We now look at the distribution of the power transmitted by each user in the stronger Eigen-mode in all the three SNR regimes in Fig. 4.12. We first note that it is optimal for each
user to remain silent around one-third of the time in the high SNR regime. Since the events of the users remaining silent are mutually exclusive, this actually means that it is optimal to always keep one user off in the high SNR regime (as noted earlier too). We also note an extremely small fraction of cases where it is optimal for a user to distribute equal power over the two spatial channels. The occurrence of these cases is extremely rare and represents the cases when the avoidance of interference is not possible and it is optimal for only one of the three users to transmit. Since the probability of occurrence of these cases is small, they do not affect the statistics much. The distribution of the power transmitted in the stronger spatial channel in the intermediate SNR regime suggests that it is optimal to keep each user turned off for around 20% of the cases and let it perform beamforming in around 60% of the cases. It is optimal to distribute power over spatial channels in the rest of the cases. Results in the low SNR regime suggest that it is highly unlikely for any user to be turned off in the

Figure 4.14: Distribution of the total power transmitted by each user in the three-user 2 × 2 MIMO IC assuming perfectly correlated antennas (\( n_t = n_r = 2 \), \( N = 3 \), \( N_b = 1 \), \( \rho = 1 \), \( MUI = 1 \), \( \sigma = 0 \), Rayleigh fading assumed).
optimal power allocation strategy. It is optimal for each user to perform beamforming in around 50% of the cases and distribute power over the spatial channels in the rest of the cases.

The distributions of the power transmitted in the weaker mode are presented in Fig. 4.13. When the results indicate that it is optimal not to transmit any power in the weaker mode, it essentially means that beamforming is optimal. Results in the high SNR regime indicate that it is optimal not to transmit any power in the weaker mode. This means that either the user is turned off or it performs beamforming. The results in the other two cases just reiterate the facts discussed earlier. A detailed discussion of these results is hence omitted to avoid repetition.

For the sake of completeness, we present the distributions of the total power transmitted in various SNR regimes in perfectly correlated antenna case in Fig. 4.14. In a nutshell, the results reiterate the importance of turning off more users in the high SNR regime as compared to the low SNR regime. As is the case in the SISO IC, it is optimal for only one of the users to transmit when the interference power is sufficiently higher than noise power (high $SNR_{\text{min}}$ case).

4.5.2 Summary of the Main Results

- It is optimal to completely ‘avoid’ interference in the high SNR regime (high interference scenario). In the present system, it is achieved by turning off one of the three users and letting the other two perform beamforming by transmitting at the maximum power $P_{\text{max}}$ over a single mode.

- All users are allowed to transmit in the low SNR regime. This is because the system is inherently noise limited and the interference power does not have a huge effect on the capacity.

- Binary power control is optimal in the high SNR regime. It is however not optimal
in the intermediate SNR regime, where it is sometimes optimal to let the third user transmit at a reduced power while the other two are transmitting at the maximum power.

- There are two optimal states in the interference-limited high SNR case: 1) Two users perform beamforming and the third one is turned off, and 2) One user transmits by distributing equal power over the spatial channels and the other two are turned off. This result was also observed in the previous example.

### 4.6 Two-User $4 \times 4$ Symmetric MIMO IC (Case of $N < n_t$)

The goal of including this case is to understand the effect of having more spatial channels (per user) than the number of users on the optimal power allocation strategy. Due to the presence of extra spatial channels, the simultaneous transmission of both the users is expected to be optimal in all the cases. In other words, perfect interference avoidance is possible while allowing both the users transmit simultaneously. As we will see later in detail, one such interference avoidance strategy is to let each user transmit over two ‘optimal’ spatial channels leaving the other two for interference avoidance.

As was the case in the previous IC, we consider a few special simulation cases to gain insight into the optimal power allocation strategy. These simulation cases are briefly explained below:

- **Optimal MIMO**: In this case, we find the optimal sum-rate achievable in this IC by solving the sum-rate maximization problem. This comparison of the optimal sum-rate with the specific power allocation strategies will help us understand the exact nature of optimal power allocation strategy in this example.

- **Max Power Beamforming**: In this case, we assume that each user selects an optimal
spatial channel and transmits at maximum power $P_{\text{max}}$ in that channel (such that the sum-rate is maximized). As mentioned earlier, the selection of the spatial channel is not trivial. It can be achieved by setting up a mixed-integer optimization problem. However, we will employ exhaustive search for this case. The exhaustive search is feasible since there are only \( \binom{4}{1} \binom{4}{1} = 16 \) cases to check.

- **Equal Power Distribution:** This is the simplest case to simulate. In this case, each user transmits at maximum power and distributes it equally over all the spatial channels.

- **One User - Equal Power Distribution:** In this case, only the user with the better link capacity is allowed to transmit. The allowed user then transmits at the maximum power by distributing it equally over all the spatial channels.

- **Equal Power Distribution over two Modes:** This is a special case introduced in this example to understand the exact effect of having a higher number of degrees of freedom than the number of interferers. In this case, we assume that each user selects two optimal Eigen-modes (out of 4) and distributes its transmit power equally over these modes such that the sum-rate is maximized. The selection of these Eigen-modes is again not trivial due to the coupling of the capacity of the users in IC. Since there are only two users, we will employ exhaustive search to find the optimal set of Eigen-modes for each user. There are \( \binom{4}{2} \binom{4}{2} = 36 \) options to check in this case.

### 4.6.1 Numerical Results

The ergodic sum-rates achievable in all the above mentioned cases are presented in Fig. 4.15. As we will see later in detail, it is optimal for both the users to transmit simultaneously in all cases. This is due to the fact that perfect interference avoidance is possible in the present case while allowing both the users transmit simultaneously. We further observe that it is optimal to distribute the power over the spatial channels in all the SNR regimes. However,
the exact nature of distribution is different in different SNR regimes. In the low SNR regime, the optimal sum-rate is very close to the sum-rate achieved by distributing equal power over all the spatial channels. We will study the reason for the small difference in the achievable sum-rates in the two cases in detail when we look at the distribution of the power transmitted by each user over various Eigen-modes. In the high SNR regime, it is optimal to transmit over just a few Eigen-modes and leave the rest for interference avoidance. This is inferred from the fact that the optimal sum-rate is quite close to the sum-rate achievable in the case when each user transmits over just two spatial channels. There is however a slight difference in the sum-rate achieved in these two cases too. We will try to understand the reason for this difference later in this section.

With this background, we now look at the distribution of the total power transmitted by each user in Fig. 4.16. The results indicate that it is optimal for all the users to simultaneously transmit in all the SNR regimes. As noted earlier, this is expected since each user has enough
degrees of freedom to avoid interference from the other user as a part of the optimal strategy. We will look into these optimal strategies later in this section.

We now look at the distribution of the transmit power over the strongest and the weakest Eigen-mode of each user in Fig. 4.17 and Fig. 4.18, respectively. The strongest Eigen-mode is defined as the one over which the highest fraction of the total power is transmitted. Likewise, the weakest mode is defined as the one over which least amount of power is transmitted. It should be noted that the strongest and weakest Eigen-mode of a user may not necessarily be the same as the corresponding strongest and weakest Eigen-modes of the interference-free MIMO link. This is due to the interdependence of the capacity of one user over the transmission strategy of the other.

We specifically look at the three SNR regimes: low ($SNR_{min} = 1$ dB), intermediate ($SNR_{min} = 20$ dB) and high ($SNR_{min} = 40$ dB). In the low SNR regime, we observe that it is optimal
Figure 4.17: Distribution of the power transmitted by each user over stronger Eigen-mode in the two-user $4 \times 4$ MIMO IC ($n_t = n_r = 4$, $N = 2$, $N_b = 1$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

It is optimal to keep the weakest mode silent in around 50% of the cases. In other cases, it is optimal to transmit very low power over this mode. This is essentially the reason for a small difference in the optimal sum-rate and the sum-rate achievable by distributing equal power over all the spatial channels in the low SNR regime.

In the intermediate SNR regime, it is optimal not to transmit over the weakest Eigen-mode in around 80% of the cases. It is optimal to transmit more power over the stronger Eigen-modes as indicated by the distribution of the power transmitted over the strongest Eigen-mode. In most of the cases, it is optimal to transmit around 40% to 60% of the maximum power over the strongest mode.

The results in the high SNR regime are the most well-behaved of all and also the most
interesting. Our first observation is that no power is ever transmitted over the weakest mode. This is expected because at least one of the modes is required to avoid interference (since interference avoidance is optimal in the high SNR regime). We further observe that there are two optimal states that are most prevalent. First is the one in which one of the users perform beamforming and the other distributes its power equally over three modes (using one for interference avoidance). This case corresponds to two spikes (at 1/3 and 1) in the distribution of the transmit power over the strongest mode. The relationship between these two steps may not be obvious right away but the same probability of occurrence of the two confirms that they are actually parts of the same event. This was also verified during the simulations. The second, and the more probable, case is the one in which each user selects two Eigen-modes and distributes transmit power equally over them. This case corresponds to the step at 1/2 in the CDF of the power transmitted over the strongest mode. It should
be recalled that the sum-rate results had already indicated the optimality of this case. The slight difference in the optimal results and the special case (equal power distribution over two modes) is due to the fact that there is an additional power allocation strategy (one user beamforming and other transmitting over three modes) that is optimal in a small fraction of cases.

4.6.2 Summary of the Main Results

- It is optimal for both the users to transmit simultaneously in all the SNR regimes. This is expected because the presence of more degrees of freedom than the minimum required to avoid interference.

- It is further optimal for both the users to distribute the power over spatial channels in all SNR regimes. This is different from the previous examples where it was optimal for all the transmitting users to perform beamforming in the high SNR regime. This difference is due to the fact that more degrees of freedom are present in this case. The additional degrees of freedom let both the users simultaneously transmit over more than one mode while avoiding interference from each other.

- The sum-rate achievable by equal power allocation is quite close to the optimal sum-rate in the low SNR regime. However, this strategy is shown to be sub-optimal when we studied the distribution of power transmitted over strongest and weakest Eigen-modes.

- There are two optimal states in the high SNR regime. First is the one in which one of the users perform beamforming and the other distributes its power equally over three modes (using one for interference avoidance). The second, and the more probable, case is the one in which each user selects two Eigen-modes and distributes power equally over them. It should be noted that both these strategies involve using four total modes.
4.7 Four-User $4 \times 4$ MIMO IC (Second Case of $N > n_t$)

In this section, we consider a four-user $4 \times 4$ MIMO IC. The motivation of considering another case with $N = n_t$ is to understand the effect of scaling up both the the number of antennas and the number of users on the optimal power allocation strategy. It should be remembered that our first case with $N = n_t$ was a simple two-user $2 \times 2$ MIMO IC, where we found that equal power distribution is nearly optimal in the low SNR regime and maximum power beamforming is optimal in the high SNR regime. The present four-user case is much more complicated than the two-user case simply because of the higher number of combinations of the transmit powers possible. Due to this reason, we expect to get some interesting insights into the optimal power allocation strategies for large ICs.

We consider following simulation scenarios to gain insight into the optimal power allocation strategy:

- **Optimal MIMO:** This case represents the optimal power allocation strategy that maximizes the sum-rate of the MIMO IC. The optimal sum-rate is found by solving the sum-rate maximization problem. As in the previous cases, this sum-rate acts as the benchmark for the other simulation scenarios considered in this section. The comparison of the sub-optimal sum-rates achievable in other scenarios with this benchmark provides some interesting insights into the optimal power allocation strategies in various SNR regimes.

- **Max Power Beamforming:** In this case, each user transmits at a maximum power $P_{\text{max}}$ over an optimal Eigen-mode, chosen such that that sum-rate is maximized. The choice of the optimal Eigen-mode is not trivial due to the presence of interference and can be achieved by formulating a mixed integer optimization problem, which will be discussed in a later chapter. For the present case, we perform an exhaustive search to find the optimal combination of Eigen-modes that maximizes the sum-rate. Exhaustive search is feasible in this case since there are only $4^4 = 256$ cases to check.
• **Equal Power Distribution:** In this case, we assume that each user transmits at the maximum power $P_{\text{max}}$ by distributing the power equally over all the four spatial channels. Please recall that there is no need of optimization in this case.

• **Three User - Equal Power Distribution:** In this case, we turn one of the four users off and let the other three transmit at the maximum power by distributing it equally over all the four Eigen-channels (such that the sum-rate is maximized). The choice of the user that is turned off is not trivial. Even though the optimal solution can be found by setting up an optimization problem, we take a simpler approach. We turn off one user each time and note the sum-rate achieved by letting the other three transmit at the maximum power. We then choose the combination that provides the maximum sum-rate.

• **Two User - Equal Power Distribution:** This is similar to the previous case, with the only difference that we now turn off two users instead of one (such that the sum-rate of the resulting two is maximized). The other two are allowed to transmit at the maximum power by distributing the power equally over all the four Eigen-channels. The choice of the users to turn off is not trivial. As explained in the previous simulation scenario, we perform exhaustive search to find the optimal set of users to turn off.

• **One User - Equal Power Distribution:** In this case, only a single user (with the highest capacity) is allowed to transmit. The allowed user transmits at the maximum power $P_{\text{max}}$ by distributing it equally over all the four Eigen-channels.

### 4.7.1 Numerical Results

The sum-rates achievable for all the scenarios considered in this section are presented in Fig. 4.19. In the low SNR regime, we note that the optimal sum-rate is closest to the one achievable by transmitting equal power over all the Eigen-channels. This observation is in consonance with our observations in the previous cases. However, we note that the
difference between the optimal and equal power allocation cases is much more than it was in the previous cases. This is the first major difference we observe in the two-user and the present four-user IC, where $n_t$ is set equal to $N$. As will be discussed later in the section, the reason for this trend is that it is optimal in almost all the cases to turn off the weakest Eigen-mode. As shown in Chapter 2, the strength of the weakest mode is not significant as compared to the stronger modes. Hence, the transmission over the weakest mode do not contribute significantly towards the link capacity. Thus, it is optimal to avoid a part of the interference by turning off those modes, which do not contribute significantly towards the link capacity.

Even though it is implied from the above discussion, it is important to note that it is optimal for all the users to simultaneously transmit in the low SNR regime. This is not the case in the intermediate SNR regime, where it is optimal to turn some users off to maximize the sum-rate. This can be conjectured by noting the fact that ‘two-user-equal power distribution’
performs better than all the other sub-optimal strategies. This observation just supports our claim but does not validate it in any way. We will revisit it later in this section when we study the power distribution over the strongest and the weakest Eigen-modes of the each user. It is interesting to note that the strategies that ‘avoid’ interference, viz., two-user-equal power distribution and max power beamforming, perform better than the ones that ‘allow’ interference in the intermediate SNR regime. The two-user-equal power distribution strategy avoids interference by turning the users off and the max power beamforming approach avoids interference by turning off the weaker Eigen-modes. Furthermore, it is more profitable in the IC to turn off users in this regime then to give up the link capacity by concentrating power in single Eigen-mode.

As was the case in the previous sections, the high SNR regime is the most well-behaved in this IC. We note that max power beamforming is optimal in this regime. Thus it is optimal for all the users to transmit at the maximum power $P_{\text{max}}$ over the optimal Eigen-mode in
almost all the cases. The remainder of the three degrees of freedom are used for interference avoidance from the other users. Comparison of the sum-rates achievable in ‘max power beamforming’ and ‘two user - equal power distribution’ cases clearly suggests that it is more profitable to avoid interference by turning off the modes than to turn off the users in this regime.

With this insight into the optimal sum-rate, we now look at the optimal power allocation more closely. In Fig. 4.20, we plot the distribution of the total power transmitted by each user in three SNR regimes: low ($SNR_{min} = 0$ dB), intermediate ($SNR_{min} = 20$ dB) and high ($SNR_{min} = 40$ dB). We first note that it is optimal for all the four users to transmit simultaneously in the low SNR regime. This is in consonance with the results obtained in the previous cases because the system is noise-limited and the interference power is not the deciding factor. We further note that it is optimal to turn off each user $\approx 22\%$ of the time in
the intermediate SNR regime. Since there are 4-users, this also means that it is optimal on an average to turn off one user and let the other three transmit in nearly all the cases. We have already observed this trend in the sum-rate results, where we noted that it is optimal to avoid interference by turning off the users in this regime. We also note that there are a few cases in which it is optimal to let a user transmit at a reduced power, thus making binary power control sub-optimal in this regime. We noted a similar trend in the 3-user IC considered in the last section. Now moving on to the high SNR regime, we note that it is optimal to turn off each user for $\approx 15\%$ of the time. This is an interesting observation because it states that it is optimal to let more users transmit in the high SNR regime than in the intermediate SNR regime. As we conjectured before and will validate later in this section, it is optimal to avoid interference by turning off the modes in the high SNR regime than by turning off the users. As a side note, we note that binary power control is optimal
in this regime.

We now present the distributions of the power transmitted by each user over the strongest Eigen-channel in three SNR regimes in Fig. 4.21. In the low SNR regime, we note that it is optimal for each user to transmit around 30% to 60% of the maximum power over the strongest mode in most of the cases. This suggests that the strategies involving distribution of the transmit powers over the modes are optimal in this regime. In the intermediate SNR regime, we note that it is optimal to turn off each user around 22% of the time. As noted earlier, this implies that one user is turned off on an average in this SNR regime. We further note that it is optimal for each user to perform beamforming for $\approx 22\%$ of the time. In other words, this means that one of the four users performs beamforming in almost all the optimal strategies. The other users distribute power over the available spatial channels. Moving on to the high SNR regime, we note that it is highly optimal for all the users to simultaneously transmit by performing beamforming. This is in consonance with the results found in the previous sections. In addition to this strategy, there is another strategy which is optimal in small but notable number of cases. In this strategy, one user is turned off and one user is allowed to distribute its transmit power equally over two modes. The rest of the two users perform beamforming. This can be easily inferred from the spikes at 0 and 0.5. This strategy is optimal when it is not possible to avoid enough interference by beamforming of the each user.

The distributions of the power transmitted by each user over the weakest modes in the three SNR regimes are presented in Fig. 4.22. We note that it is optimal for each user to turn off the weakest mode for $\approx 85\%$ of the time in the low SNR regime. This is precisely the reason why equal power allocation case is sub-optimal in this regime. The trend is quite similar in the intermediate SNR regime, where it is optimal to turn off the weakest mode for $\approx 87\%$ of the time. In the high SNR regime, it is optimal to keep the weakest mode turned off in all the optimal strategies. This further supports the optimal strategies identified earlier in this section.
4.7.2 Summary of the Main Results

- It is optimal to let all the users transmit in the low SNR regime. However, equal power distribution is not optimal. It is highly optimal to turn off the weakest mode of each user in this regime.

- It is highly optimal to let all the users transmit in the high SNR regime too. The users avoid interference by beamforming. Whenever it is not feasible to avoid enough interference by beamforming, it is optimal to turn off one user, let one distribute power equally over two modes and let the rest perform beamforming.

- Binary power allocation is optimal in the low and high SNR regimes. However, it is optimal to let a user transmit at the reduced power in the intermediate SNR regime.

- We note that it is optimal to turn off more users in the intermediate SNR regime than in the high SNR regime. In the high SNR regime, interference is efficiently avoided by turning off the weaker modes, as opposed to turning off the users.

4.8 Conclusions

In this chapter, we have studied the problem of maximizing the sum-rate of the multi-antenna ICs by treating interference as Gaussian noise. Some of the main contributions and conclusions are as follows:

- We have extended the BB/RLT global optimization algorithm to solve the general sum-rate maximization problem of the MIMO ICs. The exact solution to this problem has been open for nearly a decade due to its non-linear and non-convex nature.

- Optimal power allocation strategy allows more users to transmit in the case of MIMO ICs as compared to the corresponding SISO ICs due to the presence of orthogonal spatial channels. The degrees of freedom provided by these spatial channels are used to
achieve better spectral efficiency in the low SNR scenarios and for interference avoidance in the high SNR (interference-limited) scenarios. In other words, we note that it is optimal to distribute power over the spatial channels in the low SNR regime and confine it to a limited number of spatial channels in the high SNR regime (while using the rest for interference avoidance). This also highlights the fact that the importance of interference avoidance increases as we move from low-interference to high-interference regimes.

- Beamforming is optimal in the very-low SNR regime, which corresponds to a very weak interference scenario due to which the links are fundamentally noise-limited. From the knowledge of the noise-limited MIMO links, we already know that beamforming is optimal strategy to adopt when the received SNR per antenna is low.

- In the case when $N \geq n_t (\rho = 0)$, at least $n_t$ users are almost always guaranteed to get channel access in the optimal power allocation strategy. In the limiting case of high interference power, exactly $n_t$ users are allowed to transmit where each user performs beamforming and uses the rest of the degrees of freedom to avoid interference from $n_t - 1$ users. The use of beamforming strategy also avoids causing more interference to the other users. This also means that the sum-rate lower bound provided by maximizing the beamforming sum-rate of $n_t$ ‘best’ users is tight in the high SNR (high interference) regime. In the low SNR regime, it is optimal to let more than $n_t$ users transmit and hence the lower bound is not tight in general.

- In the case when $N < n_t (\rho = 0)$, the degrees of freedom of each user are more than the bare minimum required to avoid interference. In this case, each user uses a few degrees of freedom to avoid interference and the rest to improve its spectral efficiency. Since interference avoidance is optimal in the high SNR regime, more degrees of freedom are used for interference avoidance in this regime than in the low SNR regime.

- We note that the binary power control is optimal in the low SNR (noise-limited) and high SNR (interference-limited) regimes (in the cases considered in this chapter).
However, it is optimal in a noticeable number of cases to let some users transmit at a reduced power in the intermediate SNR regime.

- We note that the interference avoidance can be achieved either by turning off the ‘bad’ users or by turning off the weaker Eigen-modes of each user. The optimality of one strategy over the other depends upon the SNR regime and the IC topology. In the four-user $4 \times 4$ MIMO IC studied in this chapter, we note that it is optimal to achieve interference avoidance by turning off users in the intermediate SNR regime and turning off weaker Eigen-modes in the high SNR regime.
Chapter 5

Multi-Band Interference Channels

5.1 Introduction

In this chapter, we address the problem of maximizing the sum-rate of an $N$-user multi-band interference channel by treating interference as Gaussian noise. We define a multi-band IC as an extension of the classical IC where each user has $N_b$ frequency channels for transmission. We will first focus on the multi-band single-antenna IC, where the objective is to find the optimal fraction of power to be transmitted over each frequency band. We will further show that these optimal power allocation strategies are quite similar to the ones obtained for the MIMO ICs whenever the number of orthogonal\footnote{It should be noted that the orthogonal spatial channels are locally defined for each user and are not globally orthogonal. On the other hand, the frequency channels are common to all the users and hence are globally orthogonal. For the ease of presentation, we will not make a distinction between the local and global orthogonality while addressing orthogonal channels.} channels is same in both the cases. This corresponds to the scenario where the number of bands in a multi-band IC is equal to the number of uncorrelated antennas in a MIMO IC ($N_b = n_t$). This is an interesting observation since it implies that the spatial and the frequency channels are surprisingly similar from the sum-rate maximization perspective. This result is especially
important because of the dissimilarity in the way the spatial and frequency channels affect the perceived interference. On the one hand, the frequency channels are common to all the users and are perfectly isolated from each other at each user. In other words, the signal transmitted by one user over a particular frequency channel acts as interference for all the users accessing this band and does not affect the ones transmitting over other bands. On the other hand, this demarkation is not so neat in the case of spatial channels because they are defined for a particular user and are not the same for the whole IC. Thus, the net interference perceived by each user depends upon the alignment of its Eigen-channels with the Eigen-channels of the transmitting users. Due to this fundamental difference, there are some small differences in the optimal power allocation strategies for the multi-band and the MIMO ICs. We will study these differences in sufficient detail in this chapter.

With this insight, we will then study the effect of having multiple bands on the maximum sum-rate achievable in the MIMO ICs. The objective in this case is to find the optimal fraction of power to be transmitted by each user over each spatial channel in each frequency band. Interestingly, these power allocation strategies are similar to the ones obtained for the multi-band SISO and single-band MIMO ICs. In particular, the optimal power allocation strategies obtained for a single-band \( n \times n \) MIMO IC and an \( n \)-band SISO IC are similar to the \( N_b \)-band \( n_t \times n_t \) MIMO IC whenever \( n_t N_b = n \). This is an interesting observation since it implies that the fundamental factor affecting the optimal power allocation is the total number of orthogonal channels and not the resource (antennas, frequency bands) which provides these channels. This also implies that the multi-band multi-antenna IC has \( \min\{n_t, n_r\} N_b \) degrees of freedom. To the best of our knowledge, we are the first ones to establish this similarity between the spatial and spectral channels in an interference channel.

To study these cases, we first need to formulate the sum-rate maximization problem. For the ease of presentation, we formulate the problem for the general multi-band MIMO IC and study the special case of multi-band SISO IC by substituting \( n_t = 1 \) in the problem. We show that this problem is mathematically quite similar to that of a single band MIMO IC studied in the previous chapter. It can be easily shown that this problem is also non-
linear non-convex and hence difficult to solve analytically. As discussed in the previous chapter, local optimization techniques, such as a gradient based search, are not guaranteed to converge to the global optimal solution in such non-convex problems. Therefore, we extend the BB/RLT global optimization algorithm developed in the previous chapter to solve this sum-rate maximization problem. To the best of our knowledge, we are the first ones to formulate and solve this problem.

5.2 Sum-Rate of Multi-Band MIMO IC

In this section, we formulate the sum-rate maximization problem for a general multi-band MIMO IC. We begin our discussion by defining the variables required for the formulation. It should be noted that we are using the same notations and variables as the previous chapter with a superscript that denotes the frequency channel.

5.2.1 Defining the Variables

We consider an IC consisting of \( N \) mutually interfering users (SUs), which are indexed by \( 1, 2, \ldots, N \). In this analysis, it is assumed that the transmitters have full channel state information. Let the available spectrum be divided into \( N_b \) frequency bands, indexed by \( 1, 2, \ldots, N_b \). Let us denote the MIMO link from the Tx of the \( j^{\text{th}} \) SU to the Rx of the \( i^{\text{th}} \) SU to be \( L_{ji} \). Let the matrix \( H_{ji}^l \in C^{n_r \times n_t} \) denote the channel matrix of link \( L_{ji} \) in the \( l^{\text{th}} \) frequency band. Let the matrix \( Q_i^l \) be the covariance matrix of the zero mean Gaussian transmit symbol vector \( x_i^l \) of the \( i^{\text{th}} \) SU in \( l^{\text{th}} \) frequency band, i.e., \( Q_i^l = E\{x_i^l x_i^{l^\dagger}\} \). Further denote \( \rho_{ji}^l \) as the signal-to-noise ratio per unit transmit power in frequency band \( l \) if \( j = i \), or the interference-to-noise ratio per unit transmit power if \( j \neq i \). It is also assumed that each Tx in the network is subject to the maximum transmit power constraint, i.e., the total power transmitted over \( n_t \) transmit antennas and all \( N_b \) frequency bands should be less than or equal to \( P_{max} \). Let \( R_i^l \) represent the covariance matrix of the interference plus noise
observed at the $i^{th}$ Rx node in the $l^{th}$ frequency band. Assuming interference plus noise to be Gaussian distributed, it can be computed as:

$$R_l^i = \sum_{j=1}^{N} \rho_{ji}^l H_{ji}^l Q_j^l H_{ji}^{l\dagger} + I.$$  \hfill (5.1)

### 5.2.2 Capacity of a Single MIMO link in a Multi-Band IC

As was the case in the previous chapter, we begin our discussion by evaluating the maximum achievable capacity of a single MIMO link in a multi-band IC. To gain insight into the problem, we assume that the interference from other users is constant and is perfectly known at both the Tx and Rx nodes. As we will see in the next section, this assumption will no longer hold when we try to maximize the sum-rate of the whole IC. We also assume that the channel state information is perfectly known. In addition to finding the maximum link capacity, the analysis will also help us establish similarity between the current problem and the one studied for single-band MIMO IC in the previous chapter.

To begin the analysis, we express the capacity of an $i^{th}$ MIMO link in terms of its channel matrix $H_{ii}^l$, transmit symbol covariance matrix $Q_i^l$, and interference plus noise covariance matrix $R_i^l$ as:

$$C_i = \max_{(Q_i^l) : \sum_{l=1}^{N_b} \text{tr}(Q_i^l) = P_{\text{max}}} \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{ii}^l (R_i^l)^{-1} H_{ii}^l Q_i^l H_{ii}^{l\dagger} \right),$$  \hfill (5.2)

where the optimization is performed over the input symbol covariance matrices $Q_i^l$. Using the definition $R_i^l = R_i^{l/2} R_i^{l/2\dagger}$ and the identity $\det (I + AB) = \det (I + BA)$, this equation can be simplified to:

$$C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{ii}^l (R_i^{l-1/2} H_{ii}^l) Q_i^l (R_i^{l-1/2} H_{ii}^l)^\dagger \right).$$  \hfill (5.3)

Defining the ‘whitened’ channel matrix in the $l^{th}$ frequency band as $\tilde{H}_{ii}^l = R_i^{l-1/2} H_{ii}^l$, the
The capacity of the $i^{th}$ user can be expressed as:

$$C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{li}^l \mathbf{H}_{ii}^l \mathbf{Q}_i^l \mathbf{H}_{ii}^l \right).$$

(5.4)

The MIMO channel in each frequency band can now be decomposed into $\min\{n_t, n_r\}$ SISO channels in the same way as we discussed for the MIMO link in a single-band IC in the previous chapter. Using singular value decomposition, $\mathbf{H}_{ii}^l$ can be expressed as $\mathbf{H}_{ii}^l = \mathbf{U}^l \mathbf{D}^l \mathbf{V}^l$, where $\mathbf{U}^l$ and $\mathbf{V}^l$ are unitary matrices and $\mathbf{D}^l$ is a diagonal matrix. Substituting this in the above equation, we get:

$$C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{li}^l \mathbf{U}^l \mathbf{D}^l \mathbf{V}^l \mathbf{Q}_i^l \mathbf{V}^l \mathbf{D}^l \mathbf{U}^l \right).$$

(5.5)

Using the identities $\det (I + AB) = \det (I + BA)$ and $\mathbf{U}^l \mathbf{U}^l = I$, $C_i$ can be expressed as:

$$C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{li}^l \mathbf{D}^l \mathbf{V}^l \mathbf{Q}_i^l \mathbf{V}^l \mathbf{D}^l \right).$$

(5.6)

Using the identity $\det (I + AB) = \det (I + BA)$ again and defining $\Sigma^l = \mathbf{D}^l \mathbf{D}^l$, $C_i$ can be expressed as:

$$C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{li}^l \Sigma^l \mathbf{V}^l \mathbf{Q}_i^l \mathbf{V}^l \right).$$

(5.7)

It should be noted that $\Sigma^l = \mathbf{D}^l \mathbf{D}^l$ is a diagonal matrix with the diagonal elements as the Eigen-values of $\mathbf{H}_{ii}^l \mathbf{H}_{ii}^l$. To decompose the MIMO channel of the $i^{th}$ user in the $l^{th}$ band in $\min\{n_t, n_r\}$ parallel non-interfering SISO channels, $\mathbf{V}^l \mathbf{Q}_i^l \mathbf{V}^l$ should result in a diagonal matrix. This can be achieved by choosing $\mathbf{Q}_i^l$ of the form $\mathbf{Q}_i^l = \mathbf{V}^l \mathbf{A}_i \mathbf{V}^l$. We get $\mathbf{Q}_i^l$ of this form when $\mathbf{V}^l$ is chosen as the pre-coding matrix. It is worth noting that the pre-coding matrix in this case is dependent upon the structure of the interference signals through $\mathbf{H}_{ii}^l$.

In this case, $C_i$ can be expressed as:

$$C_i = \max_{\{\mathbf{A}_i^l\}; \sum_{l=1}^{N_b} \text{tr}(\mathbf{A}_i^l) = P_{\max}} \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{li}^l \Sigma^l \mathbf{A}_i \right).$$

(5.8)

Thus, the problem of maximizing the capacity of a single link in a multi-band MIMO IC is reduced to finding the optimal fractions of the power to be transmitted over each Eigen-channel in each frequency band. Please recall that the Eigen-channels in this case are not
same as the Eigen-channels of the interference-free channel. In-fact, they correspond to the singular values of the ‘whitened’ channel matrix in each frequency band. Since we have assumed perfect knowledge of the channel and interference, $\Sigma^i_l$ is perfectly known and the optimal $\Lambda^i_l$ can be found by employing ‘water-filling’ strategy.

We now extend this discussion to the multiuser case in the next section, where the goal is to maximize the sum of capacities of all the links (sum-rate) forming the interference channel.

### 5.2.3 Maximum Sum-rate of a Multi-Band MIMO IC

In this section, we develop a mathematical framework to maximize the sum-rate of a multi-band multi-antenna IC. As seen in the single-band MIMO IC case, such formulations are challenging because the capacities of all the links forming an IC are coupled to each other due to the mutual interference. In other words, the interference plus noise covariance matrices are not known \textit{a priori} and hence we do not have the luxury of maximizing the capacity of each link independently. Due to the lack of knowledge of $R^i_l$, it is quite difficult to find the exact pre-coding matrices for each system instantiation. To overcome this problem, we try to simplify the formulation by mapping each IC to an alternate IC where the pre-coding matrices for each user in each frequency channel are unitary matrices and hence the input symbol covariance matrices reduce to diagonal matrices (with real and non-negative elements). It will be further shown that the ergodic sum-rate of the new IC is same as that of the original IC. We now discuss this idea in detail in the rest of this section.

As noted in the previous section, the information theoretic capacity of a single link in a MIMO interference channel can be expressed as

$$C_i = \sum_{l=1}^{N^i_b} \log_2 \det \left( I + \rho^i_{li} (R^i_l)^{-1} H^i_{li} Q^i_l H^i_{li}^H \right).$$

Since $Q^i_l \succ 0$, it can be expressed as $Q^i_l = V^i_l \Lambda^i_l V^i_{li}^H$, where $\Lambda^i_l$ is a diagonal matrix of the eigenvalues of $Q^i_l$ and $V^i_l$ is a unitary matrix with columns consisting of the eigenvectors of $Q^i_l$. Defining $\hat{H}^i_{li} = H^i_{li} V^i_l$, the capacity of the single MIMO link in this case can be written as

$$C_i = \sum_{l=1}^{N^i_b} \log_2 \det \left( I + \rho^i_{li} (R^i_l)^{-1} \hat{H}^i_{li} \Lambda^i_l \hat{H}^i_{li}^H \right).$$

As $Q^i_l \succ 0$, it leads to the following two very important properties which are instrumental in the further simplification of the problem.
formulation:

1. The distributions of $\hat{H}^l_{ii}$ and $H^l_{ii}$ are same [54].

2. All the eigenvalues of $Q^l_{ii}$, i.e. all the diagonal elements of $\Lambda^l_{ii}$, are real and positive.

Due to these properties, it is sufficient to consider $\Lambda^l_{ii}$ instead of $Q^l_{ii}$ in the problem formulation. From the simulation perspective it is important to note that even though the problem is transformed to a different IC, the ergodic sum-rate remains the same. This is because the distributions of $\hat{H}^l_{ii}$ and $H^l_{ii}$ are the same and it does not really matter which one of them we consider for our simulation. We might very well consider $H^l_{ii}$ and $Q^l_{ii}$ for the optimization but it is hard to formulate the problem and then solve it ensuring $Q^l_{ii}$ is positive-semi-definite and satisfies the power constraint. Due to this reason, we consider an alternate IC and formulate the problem in terms of $\Lambda^l_{ii}$ and $\hat{H}^l_{ii}$. The resulting problem formulation can be expressed as:

$$\max \sum_{i=1}^{N} C_i$$

s.t. $C_i = \sum_{l=1}^{N_b} \log_2 \det(I + \rho^l_{ii} R^l_{ii}^{-1/2} \hat{R}^l_{ii} \Lambda^l_{ii} \hat{R}^l_{ii} \dagger) + I$ (5.9)

$$R^l_{ii} = \sum_{j=1}^{N_b} \rho^l_{ji} \hat{R}^l_{ji} \Lambda^l_{ji} \hat{R}^l_{ji} \dagger + I$$

$$\sum_{l=1}^{N_b} \text{Tr}\{\Lambda^l_{i}\} \leq P_{\text{max}}, \text{diag}\{\Lambda^l_{i}\} \succeq 0$$

$$1 \leq i \leq N, \ 1 \leq l \leq N_b.$$ 

The above formulation basically finds the power transmitted by each user in each channel mode in each frequency band that maximizes the sum-rate. As was the case in the single-band MIMO IC, this problem is also non-linear non-convex and hence its global optimal solution can not be derived analytically. Even the popular local optimization algorithms, such as gradient based search do not guarantee global optimal solution. Thus, we extend the BB/RLT based global optimization algorithm that we developed in the previous chapter to find a guaranteed global optimal solution to this problem.

As a side note, it is intuitive that the link capacity expressions for the multi-band MIMO case studied in the section is quite similar to that of the single-band MIMO case studied in the
previous chapter. This fact will help us in constructing the linear programming relaxation for the current problem. We prove this similarity next.

### Similarity Between Single and Multi-Band MIMO Link Capacity Expressions

As seen in this section, the MIMO link capacity in the multi-band case can be expressed as:

\[ C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_{ii}^l \tilde{H}_{ii}^l \tilde{Q} \tilde{H}_{ii}^l \dagger \right). \]  

This expression can be further simplified by defining the following higher dimensional matrices:

\[
\tilde{\Lambda}_i = \begin{bmatrix}
\Lambda_1^i & 0 & \ldots & 0 \\
0 & \Lambda_2^i & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Lambda_m^i
\end{bmatrix},
\]

\[
\tilde{H}_{ii} = \begin{bmatrix}
\sqrt{\rho_{ii}^1} \tilde{H}_{ii}^1 & 0 & \ldots & 0 \\
0 & \sqrt{\rho_{ii}^2} \tilde{H}_{ii}^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sqrt{\rho_{ii}^m} \tilde{H}_{ii}^m
\end{bmatrix}.
\]

Substituting \( \tilde{\Lambda}_i \) and \( \tilde{H}_{ii} \) in equation (5.10), we get:

\[ C_i = \log_2 \det (I + \tilde{H}_{ii} \tilde{\Lambda}_i \tilde{H}_{ii} \dagger). \]  

Thus the summation is absorbed in the expression by defining the power and channel matrices in the higher dimensions. The resulting expression is the same as the one we found for the single-band MIMO IC in the previous chapter. With this insight, we now study the BB/RLT algorithm to solve this problem in the next section.
5.3 The BB/RLT Global Optimization Algorithm

BB/RLT was developed for the single-band MIMO ICs in the previous chapter. Owing to the similarity in the sum-rate maximization problems of the single-band and multi-band MIMO ICs, it can be easily extended to find the optimal power allocation for a multi-band MIMO IC case too. To avoid repetition, we will not discuss the basics of BB/RLT in this chapter. We will only concentrate on constructing the linear programming relaxation (LPR), which is slightly different in this case as compared to the previous chapter.

5.3.1 Constructing an LPR for the multi-band MIMO IC Problem

We begin by defining the following new variables to linearize the expression of $C_i$:

\[
x^l_i = \det(R^l_i + \rho^l_i \hat{H}^l_i \Lambda^l_i \hat{H}^l_i); u^l_i = \ln(x^l_i);
\]
\[
y^l_i = \det(R^l_i); v^l_i = \ln(y^l_i).
\]

$C_i$ can be expressed in terms of the new variables as: $C_i = \sum_{l=1}^{N_b} \frac{1}{\ln 2} (u^l_i - v^l_i)$. The constraints given by (5.14) are added to the problem formulation given by (5.9). $u^l_i$ and $v^l_i$ are logarithmic functions of the form $w = \ln z$, where $z \in [z_{LB}, z_{UB}]$. Since, $x^l_i$ and $y^l_i$ are dependent upon $\Lambda^l_i$, their LB and UB can be calculated by evaluating their expressions at the LB and UB of $\Lambda^l_i$ respectively. A convex polygonal outer approximation is used to linearize the logarithmic function [57]. As shown in Fig. 4.2 in the previous chapter, the convex region is defined by the tangents at $(z_{LB}, \ln z_{LB})$, $(z_{\gamma}, \ln z_{\gamma})$ and $(z_{UB}, \ln z_{UB})$, and the chord joining $(z_{LB}, \ln z_{LB})$ and $(z_{UB}, \ln z_{UB})$, where $z_{\gamma}$ is the $z$-coordinate of the point of intersection of the tangents at $(z_{LB}, \ln z_{LB})$ and $(z_{UB}, \ln z_{UB})$, which is given by:

\[
z_{\gamma} = \frac{z_{LB}z_{UB}(\ln z_{UB} - \ln z_{LB})}{z_{UB} - z_{LB}}.
\]
Constraints:
\[
\begin{align*}
  z_{LB}w - z &\leq z_{LB}(\ln z_{LB} - 1), \\
  z_{\gamma}w - z &\leq z_{\gamma}(\ln z_{\gamma} - 1), \\
  z_{UB}w - z &\leq z_{UB}(\ln z_{UB} - 1), \\
  (z_{UB} - z_{LB})w + (\ln z_{LB} - \ln z_{UB})z &\geq z_{UB} \ln z_{LB} - z_{LB} \ln z_{UB}.
\end{align*}
\] (5.16)

After linearizing \( u_l^i \) and \( v_l^i \), we linearize \( x_l^i \) and \( y_l^i \). The expressions for \( x_l^i \) and \( y_l^i \) are quite similar and this similarity can be established by substituting \( R_l^i \) in (5.14):
\[
\begin{align*}
  x_l^i &= \det \left( \sum_{j=1}^{N} \left( \rho_{ji}^l \tilde{H}_{ji}^l \Lambda_j^l \tilde{H}_{ji}^l + \mathbf{I} \right) \right) \triangleq \det S_l^i, \\
  y_l^i &= \det \left( \sum_{j=1}^{N} \left( \rho_{ji}^l \tilde{H}_{ji}^l \Lambda_j^l \tilde{H}_{ji}^l + \mathbf{I} \right) \right) \triangleq \det R_l^i. 
\end{align*}
\] (5.17)

Keeping in mind this similarity, we illustrate the linearization process for only \( x_l^i \), and the results for \( y_l^i \) can be inferred directly. For the purpose of illustration, we assume that Tx and Rx nodes of each user have two antennas. Since \( \Lambda_j^l \) (\( \forall j, l \)) is an \( n_t \times n_t \) matrix, it can be expressed as:
\[
\Lambda_j^l = \begin{bmatrix}
\lambda_{j1}^l & 0 \\
0 & \lambda_{j2}^l
\end{bmatrix},
\] (5.18)

where \( \lambda_{j1}^l \) and \( \lambda_{j2}^l \) are the fractions of power transmitted by the \( j^{th} \) user over the two Eigenmodes of the channel in the \( l^{th} \) frequency band. To simplify the expressions for \( x_l^i \) and \( y_l^i \) (given by (5.17)), let us define \( \tilde{H}_{ji}^l = \sqrt{\rho_{ji}^l} \tilde{H}_{ji}^l \). \( S_l^i \) can now be expressed as:
\[
S_l^i = \begin{bmatrix}
1 + \sum_{j=1}^{N} \lambda_{j1}^l (\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ji}^l)^t_{11} + \lambda_{j2}^l (\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ji}^l)^t_{12} & \sum_{j=1}^{N} \lambda_{j1}^l (\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ji}^l)^t_{21} + \lambda_{j2}^l (\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ji}^l)^t_{22} \\
\sum_{j=1}^{N} \lambda_{j1}^l (\tilde{h}_{ji}^l)_{21} (\tilde{h}_{ji}^l)^t_{11} + \lambda_{j2}^l (\tilde{h}_{ji}^l)_{22} (\tilde{h}_{ji}^l)^t_{12} & 1 + \sum_{j=1}^{N} \lambda_{j1}^l (\tilde{h}_{ji}^l)_{21} (\tilde{h}_{ji}^l)^t_{21} + \lambda_{j2}^l (\tilde{h}_{ji}^l)_{22} (\tilde{h}_{ji}^l)^t_{22}
\end{bmatrix}
\] (5.19)
Taking the determinant of $S_i^t$, $x_i^t$ can be expressed as:

$$
\begin{align*}
x_i^t &= 1 + \sum_{j=1}^N \left( (\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ji}^l)'_{11} + (\tilde{h}_{ji}^l)_{21} (\tilde{h}_{ji}^l)'_{21} \right) \lambda_{j1}^l + \sum_{j=1}^N \left( (\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ji}^l)'_{12} + (\tilde{h}_{ji}^l)_{22} (\tilde{h}_{ji}^l)'_{22} \right) \lambda_{j2}^l + \\
&\quad + \sum_{j=1}^N \sum_{k=1}^N \left( (\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ki}^l)'_{11} (\tilde{h}_{ki}^l)'_{21} - (\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ki}^l)_{21} (\tilde{h}_{ki}^l)'_{21} \right) \lambda_{j1}^l \lambda_{k1}^l + \\
&\quad + \sum_{j=1}^N \sum_{k=1}^N \left( (\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ki}^l)'_{12} (\tilde{h}_{ki}^l)'_{22} - (\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ki}^l)'_{12} (\tilde{h}_{ki}^l)'_{22} \right) \lambda_{j2}^l \lambda_{k2}^l + \\
&\quad + 2 \Re((\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ji}^l)'_{21}) \Re((\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ji}^l)'_{22}) - 2 \Im((\tilde{h}_{ji}^l)_{11} (\tilde{h}_{ji}^l)'_{21}) \Im((\tilde{h}_{ji}^l)_{12} (\tilde{h}_{ji}^l)'_{22}) \right) \lambda_{j1}^l \lambda_{k2}^l \\
&= (5.20)
\end{align*}
$$

The expression for $y_i^t$ is similar to that for $x_i^t$ with the only difference being that the terms corresponding to $i^{th}$ users are not included in the summations. From (6.1) we observe that $x_i^t$ is a quadratic polynomial with three types of quadratic terms, viz., $\lambda_{j1}^l \lambda_{k1}^l$, $\lambda_{j2}^l \lambda_{k2}^l$ and $\lambda_{j1}^l \lambda_{k2}^l$. It is important to note that $\lambda_{j1}^l \lambda_{k1}^l$ is the same as $\lambda_{k1}^l \lambda_{j1}^l$ and hence the number of unique quadratic terms for this category is $\sum_{j=1}^N \sum_{j=1}^N j = \frac{N_b N}{2} (N + 1)$. The same argument holds for $\lambda_{j2}^l \lambda_{k2}^l$. The number of unique terms for $\lambda_{j1}^l \lambda_{k2}^l$ ($\forall$ $j$, $k$, $l$) is $N_b N^2$, which makes the total number of quadratic terms in (6.1) equal to $N_b N^2 (2N + 1)$. Each of these quadratic terms is replaced by a new variable: $\Gamma_{j1k1}^l = \lambda_{j1}^l \lambda_{k1}^l$, $\Gamma_{j1k2}^l = \lambda_{j1}^l \lambda_{k2}^l$ and $\Gamma_{j2k2}^l = \lambda_{j2}^l \lambda_{k2}^l$. These equalities are relaxed by including the following linear inequalities called bounding factor constraints (illustrated for $\Gamma_{j1k2}^l$), for each non-linear term:

$$
\begin{align*}
\Gamma_{j1k2}^l - \lambda_{j1}^l \lambda_{k2}^l &\geq -\lambda_{j1}^l \lambda_{k2LB}^l \lambda_{k2LB}^l \\
\Gamma_{j1k2}^l - \lambda_{j1}^l \lambda_{k2LB}^l &\geq -\lambda_{j1}^l \lambda_{k2LB}^l \\
\Gamma_{j1k2}^l - \lambda_{j1}^l \lambda_{k2UB}^l &\geq -\lambda_{j1}^l \lambda_{k2UB}^l \\
\Gamma_{j1k2}^l - \lambda_{j1}^l \lambda_{k2UB}^l &\geq -\lambda_{j1}^l \lambda_{k2UB}^l \\
\end{align*}
$$

This completes LPR construction of the original problem (5.9) and the corresponding LP
can be expressed as:

\[
\begin{align*}
\max & \quad \sum_{i=1}^{N} C_i \\
\text{s.t.} & \quad C_i = \sum_{l=1}^{N_b} \frac{1}{\ln 2} (u_i^l - v_i^l), \\
& \text{Polynomial approximation of } u_i^l \text{ and } v_i^l \text{ given by (5.16)}, \\
& \text{Linear expressions for } x_i^l \text{ and } y_i^l \text{ (using (6.1))}, \\
& \text{Bounding constraints for } \Gamma_{j1k1}^l, \Gamma_{j1k2}^l \text{ and } \Gamma_{j2k2}^l \text{ (5.21)}, \\
& \sum_{i=1}^{N_b} Tr\{\Lambda_i^l\} \leq P_{\text{max}}, \text{ diag}\{\Lambda_i^l\} \succeq 0 \\
& 1 \leq i \leq N, 1 \leq l \leq N_b.
\end{align*}
\]

Except LPR construction, all the aspects of the BB/RLT algorithm are same as that of the one discussed for the single-band MIMO IC. Please refer to the previous chapter for details.

### 5.4 Two-User Symmetric SISO IC with Two Frequency Bands (Case of \( N = N_b \))

In this section, we study the optimal power allocation strategy in a simple two-user symmetric SISO IC, where each user has two frequency bands for transmission. The power can be distributed over multiple bands if it is the optimal strategy to adopt. The goal of this simple study is to understand the behavior of IC when the number of bands available is equal to the number of users. It should be noted that the results obtained in the two-user \( 2 \times 2 \) MIMO IC in the previous chapter are of particular interest while understanding this case. By comparing the two ICs we should be able to understand the similarities and differences of having orthogonal spatial channels and orthogonal spectral channels from sum-rate maximization perspective. To facilitate this comparison, we use the same simulation parameters as used in the two-user \( 2 \times 2 \) MIMO IC in the previous chapter. We additionally assume that the channel gains over the two frequency bands are independent from each other.
As has been the case in all the previous examples, we will consider a few spatial cases in addition to the optimal sum-rate case to gain some insight into the optimal power allocation strategy in this IC. The simulation cases considered in this example are briefly discussed below:

- **Optimal Sum-Rate**: In this case, we solve the sum-rate maximization problem and find the optimal fraction of power to be transmitted by each user over each frequency channel. The optimal sum-rate acts as a benchmark to evaluate the performance of the sub-optimal power allocation strategies considered in this section.

- **Two User - Single Band Transmission**: In this case, we assume that each user selects an optimal band and transmits at maximum power $P_{\text{max}}$ in that frequency band. This case is analogous to the max power beamforming case studied in the MIMO ICs, where each user transmits in only one of the orthogonal spatial channels. The selection of the optimal frequency band for each user is not trivial. It can be achieved by formulating a mixed-integer optimization problem. We will discuss this type of formulation in detail later. For this study, we employ an exhaustive search to find the optimal set of bands to be allocated to each user. This exhaustive search is quite feasible since there are only $(2^3)^2 = 4$ cases to check.

- **Equal Power Distribution**: In this case, each user transmits at the maximum power $P_{\text{max}}$ and distributes its transmit power equally over the two frequency channels.

- **One User - Equal Power Distribution**: In this case, only one of the two users is allowed to transmit. The allowed user transmits at the maximum power and distributes the transmit power equally over the two spatial channels. The user with the higher individual capacity (better channel) is allowed to transmit.

- **One User - Single Band Transmission**: In this case, only one of the two users is allowed to transmit. The allowed user transmits at the maximum power $P_{\text{max}}$ in only one of the two frequency bands. In this case too, we employ exhaustive search to
select the optimal user and optimal frequency band such that the resulting capacity is maximized. Exhaustive search is optimal since there are only 4 cases to check.

5.4.1 Numerical Results

The sum-rates achievable in all the above cases are presented in Fig. 5.1. The first and foremost observation is that the sum-rate results look nearly the same as the ones obtained for the two-user 2 × 2 MIMO IC in the previous chapter (ρ = 0 case), with just the spatial channels replaced by the frequency bands. This is an interesting observation and indicates that it is the number of degrees of freedom that eventually matters rather than their exact source (spatial or spectral). It is important to note that each user in the present system has two degrees of freedom due to the presence of two orthogonal frequency bands. Similarly,
each user in the two-user $2 \times 2$ MIMO IC also has two degrees of freedom but the source is the presence of two spatial channels (in $\rho = 0$ case). We will look into this similarity between the two ICs in more detail as we go along.

The sum-rate results indicate that it is optimal in all the SNR regimes to let both the users transmit simultaneously. In the low SNR regime, it is optimal for each user to distribute the power over the two frequency bands. The comparison of the optimal sum-rate with the sum-rate achievable using equal power distribution suggests that equal power distribution is not exactly optimal in the low SNR regime. The exact nature of the distribution will be studied later when we look at the distributions of the powers transmitted over the stronger and the weaker frequency bands. In the high SNR regime, we observe that it is optimal for each user to just confine its transmit power in one of the two bands and avoid interference completely. The fact that interference is completely avoided can be verified by comparing
Figure 5.3: Distribution of the power transmitted by each user over the stronger frequency channel in the two-user symmetric SISO IC with two frequency channels ($n_t = n_r = 1$, $N = 2$, $N_b = 2$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

We now look at the distribution of the total power transmitted by each user in three main SNR regimes: low ($SNR_{min} = 1$ dB), intermediate ($SNR_{min} = 20$ dB) and high ($SNR_{min} = 40$ dB), in Fig. 5.2. As mentioned earlier, it is highly likely that both the users will transmit at the maximum power in all the three SNR regimes. There are a very few cases, when it is...
optimal to turn off one user and let the other transmit by distributing its power over both the bands. The occurrence of these cases is observed to increase as we go from low to high SNR regime. Even though the trend was similar in the two-user $2 \times 2$ MIMO IC, we note that the likelihood of turning off the user is comparatively less in the present case. We will study the reason for this difference in detail later in this section.

With this understanding, we now look at the distribution of the power transmitted over the stronger and the weaker frequency channels in Fig. 5.3 and Fig. 5.4, respectively. The stronger frequency band is defined as the one where it is optimal for the user to transmit more power. Likewise, the weaker band is the one where it is optimal to transmit less power. It should be noted that the stronger band may not always correspond to the band having a better channel gain. In Fig. 5.3, we observe that it is optimal for each user to perform beamforming for around 90% of the time in the high SNR regime. A small spike in the
CDF of power distribution at .5 suggests that it is optimal for one user to distribute the transmit power equally over the frequency bands when the other user is turned off. The distribution of power transmitted over the stronger channel in low SNR also presents an interesting case. It is optimal to transmit around 50% to 60% of the maximum power in the stronger mode in around half of the cases. It is optimal for a user to perform beamforming in around one-fourth of the cases. In the rest of the cases, the user distributes power over the frequency channels but transmits the major chunk of the power on one channel. This is precisely the reason for the sub-optimality of equal power distribution in the low SNR regime. The distribution of the transmit power in intermediate SNR regime is quite similar to that of low SNR regime. The only difference is that it is optimal in more cases to perform beamforming (similar observation was made in the two-user $2 \times 2$ MIMO IC). Furthermore, it is optimal in rest of the cases to transmit major chunk of the power in the stronger mode and transmit less power in the weaker mode. All the above discussed results can also be inferred from the distribution of the transmit power over the weaker mode (Fig. 5.4). Additionally, we note that the likelihood of turning off the weaker mode as a part of the optimal power allocation strategy is higher in this case as compared to the corresponding two-user $2 \times 2$ MIMO IC case. This result indicates that it is more profitable in this IC to avoid interference by turning off the weaker channel than by turning off the users as compared to the two-user $2 \times 2$ MIMO IC case studied earlier. This also explains the slight difference observed in the distributions of the total power in the two cases.

5.4.2 Summary of Main Results

- Presence of two orthogonal frequency bands enables the simultaneous transmission of both the users in the 2-user symmetric SISO IC. It is observed that it is typically optimal for both the users to transmit simultaneously in all the SNR regimes.

- The sum-rate and transmit power distribution results in this case are observed to be similar to the ones obtained for the two-user $2 \times 2$ MIMO IC (uncorrelated antenna
case), where each user has two spatial channels. This implies that sum-rate of the IC depends upon the number of degrees of freedom present with each user and not the source of the degrees of freedom. We will investigate this result in sufficient detail in this chapter.

- It is optimal to distribute power over the frequency bands in the low SNR regime. Equal power distribution, however, is not optimal.

- It is optimal for each user to confine its transmit power in a single band in the high SNR regime. It is optimal for the other user to occupy the other band and hence avoid interference. In a very few cases, it is optimal for only one user to transmit by distributing equal power over the two bands in the high SNR regime. These are the only two optimal states possible in high SNR regime.

- Binary power control is optimal in all the SNR regimes. It is therefore not optimal to let one of the users transmit at a reduced power.

- The number of cases in which one of the users is turned off is less in this case as compared to the corresponding MIMO IC case. Instead, the interference is avoided by turning off the weaker channels rather than by turning off the users. This is the reason for transmitting relatively more power in the stronger channel in this case as compared to the MIMO IC case.

### 5.5 Two-User Symmetric SISO IC with Four Frequency Bands (Case of $N < N_b$)

In this section, we study the optimal sum-rate of the two-user symmetric SISO IC, where each user has four frequency bands for transmission. The goal of this study is to understand the effect of having more channels than users on the optimal power allocation strategy in various SNR regimes. It would be particularly interesting to compare the results obtained in
this section with the ones obtained for the two-user 4 × 4 MIMO IC studied in the previous chapter. For a meaningful comparison, we keep all the simulation parameters in this section the same as the ones used in the two-user 4×4 MIMO IC case. The comparison should further help us understand the similarities and differences of having spatial channels or spectral channels from the sum-rate maximization perspective when the resources present are more than required for interference avoidance. For a fair comparison with the uncorrelated antenna case, we assume that the channel gains over different frequency bands are independent of each other.

As was the case in the all the scenarios previously studied, we compare the optimal results with some known sub-optimal cases to gain insight into the optimal power allocation strategy in various SNR regimes. For this IC, we consider the following simulation scenarios:

- **Optimal Sum-Rate:** In this case, we find the optimal power allocation for each user with the goal of maximizing the sum-rate. Users are allowed to distribute power over multiple bands if that is the optimal strategy to adopt. We use this benchmark case to evaluate the performance of various sub-optimal strategies considered in this section.

- **Single Band Transmission:** In this case, each user selects an ‘optimal’ frequency band and transmits at the maximum power in that band. This is analogous to the max power beamforming case considered in the MIMO ICs of the previous chapter, where each user selected an optimal spatial channel. The selection of the optimal band is not trivial in general. We perform exhaustive search to find the optimal set. Since there are only \( \binom{4}{1}^2 = 16 \) choices, exhaustive search is feasible in this case.

- **Equal Power Distribution:** In this case, we assume that each user transmits at the maximum power \( P_{\text{max}} \) by distributing it equally over all the frequency channels. It should be recalled that this case does not require any optimization.

- **One User - Equal Power Distribution:** In this case, only one of the two users is allowed to transmit. The chosen user transmits at the maximum power by distributing
it equally over the available frequency channels. The choice of optimal user is not trivial. However, since there are only two users in this case, we can easily find the capacity achievable by each one of them by turning off the other user. We then select the user which achieves higher capacity.

- **Equal Power Distribution over Two Bands:** We consider this additional case, where each user transmits at maximum power by distributing it over just two ‘optimal’ bands such that the sum-rate is maximized. This case is expected to be optimal where it is profitable to avoid interference by turning off weaker channels. In this particular case, each user transmits over just two frequency channels and uses the other two for interference avoidance.

### 5.5.1 Numerical Results

The sum-rates achievable in all the power allocation strategies considered in this section are presented in Fig. 5.5. We first note that it is optimal to let both the users transmit simultaneously in all the SNR regimes. This is expected since there are more number of orthogonal channels than the number of users in this case. Hence, it is always possible to find a strategy that completely avoids interference while letting both the users transmit simultaneously. We will again look at this result when we study the distribution of total power transmitted by each user later in this section.

We note that amongst all the cases considered in this section, equal power distribution achieves closest sum-rate to the optimal case in the low SNR regime. This is in consonance with the results of the two-user 4 × 4 MIMO IC case. There is however a noticeable difference between the two cases suggesting that equal power distribution over all the channels is not exactly the optimal strategy to adopt. We will try to understand the reason for this difference in detail when we study the distributions of the power transmitted by each user over various frequency channels later in this section. We further note that as we increase $SNR_{min}$, the case where each user transmits equal power over two spatial channels performs better than equal
Figure 5.5: Numerical results of the sum-rate achievable in the two-user symmetric SISO IC with four frequency channels \( (n_t = n_r = 1, \ N = 2, \ N_b = 4, \ \rho = 0, \ MUI = 1, \ \sigma = 0, \) Rayleigh fading assumed).

...power distribution case. This highlights the increasing importance of interference avoidance as we move from the low SNR to the high SNR regime. A similar trend was noticed in the two-user 4 × 4 MIMO IC case. Furthermore, we note that interference avoidance by turning off the weaker channels is relatively more important when the IC has frequency channels than when it has spatial channels. This is due to the fact that if two users transmit in the same frequency channel, they perfectly interfere with each other. However, the spatial channels of one user are not perfectly aligned with the spatial channels of the other user. Thus, if two users transmit on their respective spatial channels, their signals are not aligned in space (in general) and hence leads to only partial interference. Moving forward towards the high SNR regime, we note that it is nearly optimal for both the users to transmit at maximum power \( P_{\text{max}} \) by distributing it equally over only two frequency bands. Thus the optimal strategy in this scenario is to do interference-free transmission by giving up a part of the spectral...
diversity. There is however a noticeable difference between the optimal sum-rate and the one achieved by transmitting over two bands. This was the case in the two-user $4 \times 4$ MIMO IC too, where another interference-free strategy was optimal in a small number of cases. As we will study later in the section, this is the case in this IC too.

With this insight into the optimal power allocation strategy, we now study the distribution of the total power transmitted by each user over all the frequency channels in Fig. 5.6. For better understanding, we consider three SNR regimes: low SNR ($SNR_{min} = 1$ dB), intermediate SNR ($SNR_{min} = 20$ dB) and high SNR ($SNR_{min} = 40$ dB). As expected, it is optimal for both the users to transmit at maximum power in all the optimal transmission strategies in all SNR regimes. This is in consonance with the results found in the corresponding two-user $4 \times 4$ MIMO IC.
Figure 5.7: Distribution of the power transmitted by each user over stronger frequency channel in the two-user symmetric SISO IC with four frequency channels ($n_t = n_r = 1$, $N = 2$, $N_b = 4$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

The distribution of the power transmitted over the stronger frequency channel in all the SNR regimes is presented in Fig. 5.7. Please note that the stronger frequency channel does not, in general, correspond to the one with the higher channel gain. In fact, we define this channel as the one where a user transmits the highest fraction of its power as a part of the optimal strategy. We first note that the CDF plots of the powers in the three SNR regimes are quite similar to the ones obtained for the two-user $4 \times 4$ MIMO IC. This further establishes that the fundamental behavior of spatial and spectral channels in an IC is quite similar from sum-rate maximization perspective. In the low SNR regime, we note that it is optimal for each user to transmit $\approx 30\% - 60\%$ of power in the stronger channel. This explains why the optimal sum-rate did not exactly match the equal power distribution sum-rate in the low SNR regime. Since there is no step at 1, we note that beamforming is not an optimal strategy in this regime. Moving forward towards the intermediate SNR regime, we note that
it is optimal to transmit $\approx 40\% - 80\%$ power in the stronger frequency channel. This means that as we move from low SNR to intermediate SNR regime, it is profitable to transmit more power over the stronger channels and less on the weaker ones. This further highlights the increasing importance of interference avoidance as we move from low to intermediate (or high) SNR regimes. We also note a step at 0.5 which suggests that it is optimal in certain cases for each user to select two bands and distribute power equally over them. This result again highlights the relatively higher importance of interference avoidance in the case when IC has frequency channels than when it has spatial channels. Moving further towards the distribution of the power in the high SNR regime, we note that there are two main optimal power allocation strategies. In $\approx 70\%$ of the cases (height of the step at .5), it is optimal for each user to select two optimal bands and transmit at the maximum power by distributing it equally over them. In the rest of the cases, it is optimal for one of the users to transmit...
over one band and optimal for the other to distribute power equally over the remaining three bands. This case corresponds to the steps at 1/3 and 1 in the CDF plot. It should be recalled that the analogous strategies (replacing frequency channels with the spatial channels) were optimal in the high SNR regime of the two-user 4 × 4 MIMO IC.

We now look at the power transmitted by each user over the weakest frequency band in all the three SNR regimes in Fig. 5.8. It is important to note that the weakest frequency band does not necessarily correspond to the band having the lowest channel gain. Instead, we define it as the one over which the lowest fraction of power is transmitted. We note that it is optimal to turn off this band in a relatively higher number of cases (in all the SNR regimes) as compared to the corresponding two-user 4 × 4 MIMO IC. This reiterates the fact that interference avoidance yields more gains when the IC has frequency channels instead of equal number of spatial channels. As expected, it is optimal to turn off the weakest band in more cases as we move from low to intermediate SNR regime. Finally in the high SNR regime, it is optimal not to transmit any power in this band. This is because the two strategies that are identified as optimal in this regime, do not involve transmission over the weakest band.

5.5.2 Summary of the main Results

- We note that it is optimal for both the users to transmit simultaneously in all the SNR regimes.

- It is optimal for both the users to distribute power over multiple bands in the low SNR regime. However, equal power distribution is sub-optimal.

- The importance of interference avoidance, by turning off transmission over weaker bands, increases as we move from low to high SNR regime.

- There are two main optimal strategies in the high SNR regime. In the first strategy, each user selects two optimal bands and transmits at the maximum power by distributing it equally over the two bands. In the second strategy, one of the users transmits
over a single band and the other user transmits equal power over the rest of the three bands. Both these strategies avoid interference completely.

- Comparison of the results with the ones obtained for the corresponding two-user $4 \times 4$ MIMO IC suggests that the frequency channels and spatial channels behave nearly the same way in an IC. There is however a slightly more importance of interference avoidance by turning off the transmission over weaker channels in the case of frequency channels than the spatial channels. This is because the frequency channels are same for all the users and hence the interference is very strong if more than one users transmit in the same band. However, this is not true in general for the spatial channels, which are locally defined for each user. The interference perceived by each user depends upon the relative alignment of the Eigen-channels of this user with the transmitting users.

### 5.6 Four-User SISO IC with Four Frequency Bands

In this section, we study the optimal power allocation strategies in the four-user SISO IC with four frequency channels. The motivation of studying this case is two-fold. Firstly, we wish to study the effect of scaling up both the number of users and the number of bands on the optimal sum-rate strategies in the two-user two band SISO IC studied earlier in this chapter. Even though both the cases have $N = N_b$, the four-user IC is considerably more complex simply because of the higher number of combinations of the transmit powers possible. Please recall that we performed a similar study in the previous chapter when we compared two-user $2 \times 2$ MIMO IC with the four-user $4 \times 4$ MIMO IC. The second objective of considering the present case is to find the similarities and differences between the optimal power allocation strategies in this case and the ones identified in the four-user $4 \times 4$ MIMO IC studied in the previous chapter (both ICs have four orthogonal channels).

We consider following power allocation strategies to gain insight into the optimal sum-rate in the present case:
• **Optimal Sum-Rate:** In this case, we determine the optimal power allocation of each user over each frequency channel with the goal of maximizing the sum-rate. The optimal sum-rate is determined by solving sum-rate maximization problem. This case acts as a benchmark for evaluating the performance of the sub-optimal strategies in various interference regimes.

• **Single Band Transmission:** In this case, each user selects an optimal frequency band and transmits at the maximum power with the goal of maximizing the sum-rate. The selection of the optimal bands is not trivial though. It can be achieved by formulating a mixed-integer non-linear optimization problem (discussed briefly in the next chapter). As seen in the previous cases, exhaustive search is quite handy when the number of optimization parameters is not very high. In the present case, we have four optimization parameters, each with four possible choices. Thus there are \( \binom{4}{1}^4 = 256 \) choices and exhaustive search can be effectively used to find the optimal choice. It should be further noted that this case is analogous to max-power beamforming case considered in the single-band MIMO ICs where the transmit power was confined only to a single Eigen-channel.

• **Equal Power Distribution:** In this case, each user transmits at the maximum power \( P_{\text{max}} \) by distributing it equally over the four frequency channels. There is no optimization involved in this case. It is analogous to equal power distribution case studied in the MIMO ICs, where transmit power was equally distributed over the Eigen-channels.

• **Three-User Equal Power Distribution:** In this case, only three of the four users are allowed to transmit. The allowed users transmit at the maximum power by distributing it equally over the four frequency channels. The selection of the ‘optimal’ users is done with the goal of maximizing the sum-rate. This selection is not straightforward and can be achieved by formulating a mixed-integer non-linear optimization problem. However, exhaustive search can be quite effective if the number of possible choices is not very high. In this case, there are \( \binom{4}{4}^4 = \binom{4}{1} = 4 \) choices and hence exhaustive search is used
to identify the optimal one.

- **Two-User Equal Power Distribution:** In this case, only two of the four users are allowed to transmit. The allowed users transmit at the maximum power $P_{\text{max}}$ by distributing it equally over the four frequency channels. The selection of the optimal set of users is done by performing exhaustive search such that the sum-rate is maximized. Exhaustive search is feasible in this case since there are only $\binom{4}{2} = 6$ choices to check.

- **One-User Equal Power Distribution:** In this case, only one of the four users is allowed to transmit. The allowed user transmits at the maximum power $P_{\text{max}}$ by distributing it equally over the four frequency channels. The user that achieves highest capacity by transmitting in the interference-free environment is allowed to transmit.

### 5.6.1 Numerical Results

The sum-rates achievable for various power allocation strategies considered in this section are presented in Fig. 5.9. In the low SNR regime, we note that none of the power allocation strategies considered in this study achieve the optimal sum-rate. In fact, none of the schemes perform even close to the optimal. This observation is in contrast to the trend observed in the four-user 4 × 4 MIMO IC studied in the previous chapter, where ‘equal power distribution’ at least performed better than the other sub-optimal strategies. We further note that the ‘single band transmission’ and ‘equal power distribution’ cases nearly achieve similar sum-rate in the low SNR regime. From this observation, it can be conjectured that it is optimal to distribute power over the frequency channels in some cases and confine it to a single frequency channel in the others. This also highlights the fact that unequal power distribution over the orthogonal channels is more favorable in this case than the four-user 4 × 4 MIMO IC case. We will validate these claims when we study the distributions of the power transmitted over various frequency channels later in this section. It should be further noted that ‘three user - equal power distribution’ case performs slightly worse than the ‘single band transmission’
Figure 5.9: Numerical results of the sum-rate achievable in the four-user SISO IC with four frequency channels ($n_t = n_r = 1$, $N = 4$, $N_b = 4$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

and ‘equal power distribution’ cases. This result indicates that it is optimal to let all the users transmit simultaneously in this regime. This claim will also be validated when we study the distribution of total power transmitted by each user later in this section.

In the intermediate SNR regime, we again note that none of the power allocation strategies achieve optimal sum-rate. ‘Two user - equal power distribution’ and ‘single band transmission’ cases perform better than the other cases considered in this section. This highlights the increasing importance of interference avoidance as we move from low interference (low SNR) to high interference (high SNR) regimes. ‘Two user - equal power distribution’ avoids (or reduces) interference by turning off the users, whereas, the ‘single band transmission’ case avoids interference completely by assigning a single band to each user. It is interesting to note that the ‘two user - equal power distribution’ case was a clear winner in the intermediate SNR regime in the four-user $4 \times 4$ MIMO IC studied earlier. This difference
in the two cases has two main implications. Firstly, we expect less number of users to be turned off on an average in the present case. Secondly, it reiterates the fact that interference avoidance by confining the power to a fewer channels is even more important in the case of frequency channels than the spatial channels. As noted earlier, this is due to the fact that the frequency channels are common to all the users, whereas the spatial channels are not.

In the high SNR regime, we note that the single-band transmission case nearly achieves optimal sum-rate. In other words, it is optimal to avoid interference completely by confining the transmit power of each user in a single frequency band. This is in consonance with our observations in the previous cases where the max power beamforming case was optimal. It should be noted that the single band transmission case also performs much better than the cases where users are turned off. This again reiterates the optimality of avoiding interference by turning off the bands than by turning off the users in the high SNR regime.
With this insight into the optimal sum-rate, we now look at the optimal power allocation more closely. In Fig. 5.10, we plot the distribution of the total power transmitted by each user in the three SNR regimes: low ($SNR_{\text{min}} = 0$ dB), intermediate ($SNR_{\text{min}} = 20$ dB) and high ($SNR_{\text{min}} = 40$ dB). We first note that it is optimal to let all four users transmit in the low SNR regime. This result is in consonance with all the cases studied so far and highlights the importance of ‘allowing’ interference in this regime. In the intermediate SNR regime, we note that each user is turned off for $\approx 8\%$ of the time. From the simulation results we noted that it is almost always optimal to let all four users transmit. In a small fraction of the cases, we note that it is optimal to let only three of the four users transmit. The exact power allocation over various bands will be studied later in this section. From this observation, we can at least say that one of the four users is turned off in $\approx 4 \times 8\% = 32\%$ of the cases. This is significantly less than what we observed in the four-user $4 \times 4$ MIMO IC where it
Figure 5.12: Distribution of the power transmitted by each user over weaker frequency channel in the four-user SISO IC with four frequency channels \( (n_t = n_r = 1, N = 4, N_b = 4, \rho = 0, MUI = 1, \sigma = 0, \text{Rayleigh fading assumed}) \).

was optimal to turn one user off in almost all the cases. As we will see later in detail, the reason for this is again the optimality of turning off weaker channels in favor of turning off the users in this case. Readers must recall that it was optimal to turn off users over turning off spatial channels in this SNR regime in the four-user \( 4 \times 4 \) MIMO IC. As a side note, it is also observed that binary power control is sub-optimal in this regime. We now move over to the high SNR regime and note that it is optimal to turn off each user for \( \approx 5\% \) of the time. As noted in the four-user \( 4 \times 4 \) MIMO IC case earlier, this is an interesting result since it states that it is optimal to turn off fewer users in the high SNR regime as compared to the intermediate SNR regime. The exact number is however less than the MIMO IC case. This again highlights the fact that interference can be more neatly managed in this case of non-overlapping frequency bands than in the case of spatial channels (that are not aligned for each user).
We now present the distribution of the power transmitted over the strongest frequency channel in Fig. 5.11. Please recall that we define the strongest frequency channel as the one over which the highest fraction of power is transmitted. It may not necessarily coincide with the frequency channel having the highest channel gain. A perfunctory look at the plot indicates that it is optimal, in general, to transmit higher fraction of power over the strongest channel as compared to the corresponding four-user $4 \times 4$ MIMO IC case studied earlier. In the low SNR regime, it is optimal to transmit around $40\% - 70\%$ of the transmit power over the strongest channel. It is even optimal for each user to confine all the power only in the strongest channel for $\approx 12\%$ of the time. This is precisely the reason why neither ‘equal power distribution’ nor ‘single band transmission’ yields optimal sum-rate in this regime. In the intermediate SNR regime, we note that it is optimal for each user to transmit all the power in the strongest channel for $\approx 30\%$ of the time. This actually means that it is optimal for at least one of the four users to transmit all its power in a single band. In small number of cases, two users perform single band transmission as a part of the optimal power allocation strategy. This is indicated by the probability of single band transmission that is greater than $25\%$. Moving on to the high SNR regime, we note that it is optimal for each user to confine its transmit power in a single ‘optimal’ band in $\approx 80\%$ of the cases. In some cases, one of the users is turned off and the other three distribute their powers over the four channels, with the major chunk being transmitted over the strongest channel. This case corresponds to the values that lie between $0.8 - 1$ in the CDF plot. In an extremely small number of cases, it is optimal for one of the four users transmit over just two bands by distributing the over equally over them. This is indicated by a small step at $0.5$, which corresponds to $P_{\text{max}}/2$.

We now present the distribution of power transmitted over the weakest frequency channel in Fig. 5.12. We first observe that a very little power is transmitted over this channel in all the SNR regimes. It is kept off in almost all the cases. This explains why ‘equal power distribution’ is sub-optimal in the low SNR regime. Comparing these results with the results found for the four-user $4 \times 4$ MIMO IC, we note that the power transmitted over the weakest channel in this case is lower than the MIMO IC case. This again reiterates the optimality
of transmitting higher fraction of power in the stronger channels in the multi-band IC than the corresponding MIMO IC.

5.6.2 Summary of the Main Results

- It is optimal to let all the users transmit in the low SNR regime by distributing power over the frequency channels. However, equal power distribution is not optimal. In fact, it is optimal in most of the cases to turn off the weakest frequency channel. This result indicates the optimality of ‘allowing’ interference in the low SNR regimes.

- It is optimal to let all the users transmit in the high SNR regime too. The optimal power allocation strategy involves transmission of each user over a single ‘optimal’ frequency band such that the sum-rate is maximized. Thus complete interference avoidance is optimal in the high SNR (high interference) regime. In a few cases, it is optimal to turn off one user and let the other three distribute power over the four frequency channels, with the major chunks transmitted over the stronger channels.

- Binary power allocation is observed to be optimal in the low and high SNR regimes. However, it is optimal to let a user transmit at reduced power in the intermediate SNR regime.

- As was the case in the corresponding four-user $4 \times 4$ MIMO IC, it is optimal to turn off more users in the intermediate SNR regime than in the high SNR regime. In the high SNR regime, interference is efficiently avoided by turning off the weaker channels, as opposed to turning off the users.

- Comparison of the current case with the corresponding four-user $4 \times 4$ MIMO IC reveals that it is, in general, optimal to transmit comparatively higher power in the stronger channels in the present case than the corresponding MIMO IC case. On the other hand, it is optimal to turn off weaker channels more often in the present case. This result, along with the fact that comparatively lesser users are turned off, indicates
the optimality of interference avoidance by turning off weaker channels as opposed to turning off users in the present case.

5.7 Two-User $2 \times 2$ MIMO IC with Two Frequency Channels

In this section, we study the optimal power allocation strategies that maximize the sum-rate of a two-user $2 \times 2$ MIMO IC with two frequency channels. So far, we had considered the cases in which the IC had either all the spatial channels (single-band MIMO IC) or all the frequency channels (multi-band SISO IC). This is the first case where we are considering a mix of the two different types of orthogonal channels. It should be noted that each user in this IC has a total of four orthogonal channels for transmission (two spatial channels in each frequency channel). Thus, it would be interesting to compare the results of this case with the earlier cases where the two-user IC had either four spatial or four frequency channels. It would be interesting to know if the similarity of bands and antennas from the sum-rate perspective extends to these types of general multi-band MIMO IC cases too.

In this section, we consider the following power allocation strategies to get insight into the optimal power allocation:

- **Optimal Sum-Rate**: In this case, we find the optimal power allocation strategy that maximizes the sum-rate of the multi-band MIMO IC. The optimal strategy is found by solving the sum-rate maximization problem formulated earlier in this chapter. This case acts as a benchmark for evaluating the performance of the sub-optimal power allocation strategies in various SNR regimes.

- **Max Power Beamforming**: In this case, each user transmits on one of the two Eigen-channels in one of the two bands, such that the sum-rate is maximized. This is analogous to the beamforming case in the two-user $4 \times 4$ MIMO IC and the single-band
transmission case in the two-user four-band SISO IC case. The choice of the optimal transmission mode is not trivial. We perform exhaustive search to find the optimal channel for each of the two users. Exhaustive search is feasible since there are only \( \binom{4}{1}^2 = 16 \) choices to check.

- **Equal Power Distribution**: In this case, each user transmits at the maximum power by distributing it equally over the two frequency bands. The power is further divided equally over the two spatial channels in each frequency band. This case does not require any optimization and is analogous to the equal power distribution cases of two-user 4 × 4 MIMO and two-user four-band SISO ICs.

- **Single User - Equal Power Distribution**: In this case, only one of the two users is allowed to transmit. The allowed user transmits at the maximum power and distributes it equally over the frequency bands and then over the spatial channels in each band. The user with the higher capacity is selected for transmission.

- **Single Band - Equal Power Distribution**: In this case, we assume that each user transmits over one of the bands by transmitting equal power over the two spatial channels. The optimal band for transmission is selected such that the sum-rate is maximized. The selection of the optimal band is not trivial and is done by performing exhaustive search in the present case. This case is particularly interesting in understanding the optimal power allocation strategy in the high SNR regime.

- **Transmission over two Optimal Channels**: We extend the previous case to a more general case where each user selects two spatial channels for transmission but the spatial channels may lie in different frequency bands. Thus, the users are not confined to transmit over a single frequency channels. The selection of the optimal channels is not trivial and is done by performing exhaustive search. The combination that yields maximum sum-rate is selected. Since there are only \( \binom{4}{2}^2 = 36 \) choices, exhaustive search is quite feasible.
5.7.1 Numerical Results

Figure 5.13: Numerical results of the sum-rate achievable in all the cases in the two-user two-band $2 \times 2$ MIMO IC ($n_t = n_r = 2, N = 2, N_b = 2, \rho = 0, MUI = 1, \sigma = 0$, Rayleigh fading assumed).

The sum-rate results for all the power allocation strategies considered in this section are presented in Fig. 5.13. We first note that it is optimal for both the users to transmit simultaneously in all the SNR regimes. This is expected since the degrees of freedom available with each user are much more than the bare minimum required to avoid interference as a part of the optimal strategies. We will look more into this when we study the distribution of the total power transmitted by each user later in this section. In the low SNR regime, we note that the equal power distribution case performs closest to the optimal case amongst the cases considered in this section. This suggests that distribution of power over the available channels is optimal in this regime. However, there is a noticeable difference between the two cases even in the low SNR regime. This signifies that even though power distribution seems optimal, it is not optimal to distribute power exactly equally over the channels. We will study the
Figure 5.14: Distribution of the total power transmitted by each user in the two-user two-band $2 \times 2$ MIMO IC ($n_t = n_r = 1$, $N = 2$, $N_b = 2$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

exact power allocation strategy over various channels later in this section. Moving forward to the intermediate SNR regime, we note that the equal power distribution case becomes highly sub-optimal. This highlights the increasing importance of interference avoidance as we move from the low to high SNR regimes. We further look at the $SNR_{\text{min}}$ cross-over point at which the equal power distribution starts performing worse than the ‘transmission over 2 optimal channels’ case and note that it lies in between the corresponding cross-over points for the two-user $4 \times 4$ MIMO IC and two-user four-band SISO IC. This further highlights that interference avoidance is relatively more important in the case of frequency channels than the spatial channels (for equal number of total orthogonal channels). Moving further towards the high SNR regime, we note that it is nearly optimal to let each user choose two optimal channels and distribute equal power over them. It is quite interesting to note that single band transmission is not optimal in this regime. Thus, there are some cases in which
it is optimal to transmit over spatial channels which may lie in different frequency bands.

With this insight into the optimal power allocation, we now look at the distribution of the total power transmitted by each user in Fig. 5.14. We consider three SNR regimes for our study: low ($SNR_{min} = 0$ dB), intermediate ($SNR_{min} = 20$ dB) and high ($SNR_{min} = 40$ dB). In all SNR regimes, we note that it is optimal to let both the users simultaneously transmit in all the optimal power allocation strategies. This is consistent with the results obtained in the similar cases because the degrees of freedom available with each user are much more than the bare minimum required to avoid interference completely.

We now plot the distribution of the power transmitted by each user over the strongest and the weakest Eigen-modes in Fig. 5.15 and Fig. 5.16, respectively. It should be recalled that the strongest and weakest modes are defined as the ones over which maximum and minimum
fractions of power are transmitted, respectively (amongst spatial or spectral channels). They may not necessarily correspond to the strongest and weakest Eigen-modes of the interference-free channel. It should be further borne in mind that there is only one strongest (and likewise one weakest) Eigen-mode defined per user (and not per frequency band). We first note that it is optimal to distribute power over the available orthogonal channels in the low SNR regime. However, it is sub-optimal to distribute power equally over all the orthogonal channels. This can be easily inferred from the distribution of the power transmitted over the strongest mode in the low SNR regime. We observe that it is optimal to transmit $\approx 35\% - 55\%$ of the total power over the stronger mode in almost all the cases. We further note that it is optimal to turn off the weakest mode of each user for $\approx 70\%$ of the time.

In the intermediate SNR regime we note that it is optimal to transmit even higher power in the strongest channel than in the low SNR regime. In most of the cases, it is optimal to
transmit $\approx 40\%$ to $70\%$ of the total power in the strongest mode. On the other hand, the weakest mode of each user is turned off for $\approx 80\%$ of the time. This highlights the increasing importance of interference avoidance as we move from lower to higher SNR regimes.

As was the case in all the previously discussed ICs, the high SNR regime is most well behaved. Firstly, we observe that the weakest mode of each user is turned off. This is rather expected since at least one degree of freedom is required for interference avoidance. We further note that there are two main optimal power allocation strategies in this SNR regime. In the first strategy, each user selects two optimal orthogonal channels and transmits equal power over them. This case corresponds to the step at 0.5 in the CDF of the power transmitted over the strongest mode. The height of the step shows that it is optimal power allocation scheme in $\approx 70\%$ of the cases. The second optimal strategy is the one where one user transmits over one optimal channel and the other user distributes its power equally over three channels (using one for interference avoidance). This corresponds to the steps at $1/3$ and 1. The same height of the two steps further shows that both are a result of the same event. The reasonably frequent occurrence of the second strategy explains why equal power distribution over two optimal channels do not achieve maximum sum-rate.

### 5.7.2 Summary of Main Results

- It is optimal for both the users to transmit simultaneously in all the SNR regimes. This is expected because of the presence of much more degrees of freedom than the number of users.

- It is further optimal for both the users to distribute the power over spatial channels in all the SNR regimes. This is due to the fact that more degrees of freedom are available than the bare minimum required for interference avoidance as a part of the optimal strategies. The additional degrees of freedom let both the users simultaneously transmit over more than one orthogonal channel while avoiding interference from each other.
• The sum-rate achievable by equal power allocation is quite close to the optimal sum-rate in the low SNR regime. However, this strategy is shown to be sub-optimal when we studied the distribution of power transmitted over strongest and weakest Eigen-modes.

• There are two optimal states in the high SNR regime. First is the one in which one of the users perform beamforming and the other distributes its power equally over three modes (using one for interference avoidance). The second, and the more probable, case is the one in which each user selects two ‘optimal’ Eigen-modes and distributes power equally over them. It is interesting to note that these optimal Eigen-modes may lie in different bands, thus rendering single band transmission sub-optimal.

• Comparison of the results obtained in this case with the corresponding single-band MIMO and multi-band SISO cases reiterates the fact that interference avoidance is relatively more important in the case of frequency-channels than the spatial channels (for the same number of orthogonal channels). Thus, the results in the present case lie in between the results found in the two base cases.

5.8 Four-User 2 × 2 MIMO IC with Two Frequency Bands

In this section, we study the optimal power allocation strategies in the four-user 2 × 2 MIMO IC with two frequency channels. The objective of studying this case is to understand the effect of having orthogonal channels both due to the presence of non-overlapping frequency bands and uncorrelated antennas in the case when the total number of orthogonal channels is equal to the number of users. In this case, there are a total of four orthogonal channels (two in each frequency channel). This particular configuration is chosen so that we can compare the results with already studied cases of four-user four-band SISO IC and four-user 4 × 4 MIMO IC (both having four orthogonal channels). Due to the same reason the node
topology and all the simulation parameters are kept same as the ones in the base cases.

To gain insight into the optimal sum-rate, we consider the following power allocation strategies:

- **Optimal Sum-Rate:** In this case, we find the optimal power allocation strategy that maximizes the sum-rate by solving the sum-rate maximization problem. The sum-rate thus achieved acts as a benchmark to evaluate the performance of other power allocation strategies considered.

- **Max Power Beamforming:** In this case, each user transmits at the maximum power $P_{\text{max}}$ over an optimally chosen spatial channel. The choice of the spatial channel is made such that the sum-rate is maximized. Please note that there are two frequency channels, each containing two spatial channels. Thus the optimal choice involves choosing the frequency channel and then choosing the optimal spatial channel therein. This problem can be formulated as a mixed-integer optimization problem. However, if the optimization parameters are not very high (as in the present case), it can be effectively solved by employing exhaustive search. The number of parameters in this case is $\binom{4}{1}^4 = 256$.

- **Equal Power Distribution:** In this case, each user transmits at the maximum power by distributing it equally over the Eigen-channels in each frequency band. This is a fixed transmission strategy and does not involve any optimization.

- **Three User - Equal Power Distribution:** In this case, three of the four users are allowed to transmit. The allowed users transmit at the maximum power $P_{\text{max}}$ by distributing it equally over the Eigen-channels in each frequency channel such that the sum-rate is maximized. We perform exhaustive search to identify the optimal set of users that should be allowed to transmit. The exhaustive search is feasible since there are only $\binom{4}{1} = 4$ cases to check.
- **Two User - Equal Power Distribution:** In this case, only two of the four users are allowed to transmit such that the sum-rate is maximized. The allowed users transmit at maximum power $P_{\text{max}}$ by distributing it equally over all the spatial channels in each frequency band. The choice of the optimal set of users is not trivial and can be achieved by formulating a mixed-integer optimization problem. However, the exhaustive search can be quite handy if the number of optimization parameters is not very high. In the present case, we have only $4 \choose 2 = 6$ choices and hence exhaustive search is quite feasible.

- **One User - Equal Power Distribution:** In this case, only one of the four users is allowed to transmit. The user that achieves highest capacity by distributing its power equally over the spatial channels in each frequency band is allowed to transmit. We again perform exhaustive search to identify the optimal user (there are only $4 \choose 1 = 4$ choices).

### 5.8.1 Numerical Results

The sum-rate results for all the power allocation strategies considered in this section are presented in Fig. 5.17. In the low SNR regime, we note that the equal power allocation strategy performs marginally better than the other strategies but is still a long way from achieving the optimal sum-rate. Comparing this to the four-user four-band SISO IC and four-user $4 \times 4$ MIMO IC, we note that the relative difference between the sum-rates achievable by equal power allocation and the respective optimal cases increases as we move from the MIMO IC to the multi-band IC case. This interesting observation highlights the fact that the equal power distribution is not profitable in the multi-band ICs because it leads to a large interference due to the perfect alignment of the channels at all the users. By perfect alignment we mean that the signal transmitted by one user over a particular band acts as interference for all the users transmitting in that band. This is however not the case in the MIMO ICs, where the spatial channels of one user are not perfectly aligned with the spatial channels of the other users. Thus the interference power depends upon the mutual
interaction of the spatial channels of the users, thereby giving some inherent interference avoidance capability. Moving forward, we note that the sum-rates achievable by turning off two or three users are highly sub-optimal in this regime. Sum-rate achievable by turning off even one user is lower than the sum-rate achievable in equal power distribution case, thereby suggesting that the simultaneous transmission of all the users is optimal in this regime. We will validate this observation and study the exact power allocation over various frequency channels later in this section.

In the intermediate SNR regime, we again note that none of the power allocation techniques achieve optimal sum-rate. We further note that the ‘two user - equal power distribution’ case performs marginally better than the max power beamforming case and much better than the rest. This trend was also observed in the four-user four-band SISO IC and the four-user 4 × 4 MIMO IC cases. This observation highlights the importance of avoiding interference by
turning off users in this regime. To compare this case with the already studied four-user ICs, we look at the exact cross-over $SNR_{\text{min}}$ at which the ‘two user - equal power distribution’ case starts performing worse than the max power beamforming case. In the present case it is 22 dB, as opposed to 19 dB in four-user four-band SISO IC and 26 dB in four-user $4 \times 4$ MIMO IC. Thus the cross-over $SNR_{\text{min}}$ reduces as we move from the single band MIMO IC to the multi-band SISO IC. In other words, it is optimal to avoid interference by turning off the users in case of MIMO ICs and by confining power in a few channels in case of multi-band ICs. The performance of the present case lies in between these two extreme cases. We will look at this in detail when we study the distribution of the total power transmitted by each user later in this section.

In the high SNR regime, we note that the max power beamforming case nearly achieves the optimal sum-rate. This is consistent with the results obtained in all the ICs studied so far.
Figure 5.19: Distribution of the power transmitted by each user over stronger frequency channel in the four-user $2 \times 2$ MIMO IC with two frequency channels ($n_t = n_r = 2$, $N = 4$, $N_b = 2$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

It is further observed that on an average the sum-rates achievable by turning off the users are highly sub-optimal in this regime. This indicates the optimality of letting all the users transmit simultaneously. The interference is avoided by letting each user transmit only in its designated frequency channel, which is chosen such that the sum-rate is maximized. In a very small fraction of cases, it is optimal to turn off one user and let the others distribute power over the frequency channels. We will return to this result when we study the distribution of the power transmitted by each user over the strongest channel later in this section.

With this insight into the optimal power allocation strategies, we now look at the distribution of the total power transmitted by each user in Fig. 5.18. We consider three main SNR regimes: low ($SNR_{\text{min}} = 0$ dB), intermediate ($SNR_{\text{min}} = 20$ dB) and high ($SNR_{\text{min}} = 40$ dB). As expected, it is optimal to let all the four users transmit simultaneously in the low SNR regime. This highlights the importance of ‘allowing’ interference in this regime. This
Figure 5.20: Distribution of the power transmitted by each user over weaker frequency channel in the four-user $2 \times 2$ MIMO IC with two frequency channelss ($n_t = n_r = 2$, $N = 4$, $N_b = 2$, $\rho = 0$, $MUI = 1$, $\sigma = 0$, Rayleigh fading assumed).

result is consistent with the results obtained for the other four-user ICs studied earlier. In the intermediate SNR regime, we note that it is optimal to turn off each user for $\approx 12\%$ of the time. This seemingly ordinary result provides some useful insights when compared to the results obtained in the previously studied four-user ICs. We earlier noted that it is optimal to turn off each user for $\approx 8\%$ and $\approx 22\%$ of the times in the four-user four-band and four-user $4 \times 4$ MIMO ICs, respectively. Thus the trend suggests that it is optimal to turn off more users in the MIMO ICs as compared to the analogous multi-band SISO ICs. This is due to the fact that interference can be elegantly avoided in case of frequency channels, which are common to all the users. However, this is not the case in MIMO ICs, where the spatial channels are specific to each user and the optimal strategy depends upon their mutual interactions. It is thus relatively easier to find an optimal strategy that avoids enough interference without turning off the users in the multi-band ICs as compared to the
multi-antenna ICs. As a side note, we also observe that the binary power control is not optimal in the intermediate SNR regime. This is consistent with the results found in all the three and four-user ICs studied earlier. In the high SNR regime, we note that it is optimal to turn off each user for \( \approx 8\% \) of the time. This is an interesting result since it states that it is optimal to turn off less users in the high SNR regime as compared to the intermediate SNR regime. This also highlights the importance of avoiding interference by confining the power to a fewer channels in the high SNR regime, as opposed to avoiding interference by turning off the users in the intermediate SNR regime. We will shortly return to this result when we study the distribution of power transmitted by each user over the strongest channel. As a side note, we also observe that binary power control is optimal in this regime.

Moving forward, we now study the distribution of the power transmitted by each user over the strongest channel presented in Fig. 5.19. Please note that the strongest channel in this case is defined as the orthogonal channel (spatial channel in either of the frequency band) over which the maximum fraction of power is transmitted as a part of the optimal power allocation. Due to the mutual interference, this may not necessarily coincide with the orthogonal channel having maximum strength. In this case too, we look at three main SNR regimes: low \( (SNR_{\text{min}} = 0 \text{ dB}) \), intermediate \( (SNR_{\text{min}} = 20 \text{ dB}) \) and high \( (SNR_{\text{min}} = 40 \text{ dB}) \). In the low SNR regime, we note that it is optimal to transmit \( \approx 35\% - 65\% \) of the total power over the strongest channel. It is even optimal for each user to perform beamforming for \( \approx 8\% \) of the time. This result has two main implications. Firstly, it provides the reason for non-optimality of equal power allocation strategy in this regime. Secondly, it again highlights the importance of transmitting relatively more power over the stronger channels in the multi-band SISO ICs as compared to the single-band MIMO ICs. The reason for this behavior has already been explained in terms of the perfect alignment of the frequency channels at each user. In the intermediate SNR regime, we note that the likelihood of beamforming increases to \( \approx 27\% \) for each user. This means that on an average one of the four users perform beamforming in all the optimal strategies. In an extremely small number of cases it is optimal to let two users simultaneously perform beamforming. Moving further
to the high SNR regime, we note that the most likely optimal strategy is to let all the users simultaneously perform beamforming. In particular, it is optimal to let each user perform beamforming for $\approx 80\%$ of the time. In some optimal strategies, it is optimal to turn off one user and let another distribute its power equally over two channels, while the rest two perform beamforming. This event corresponds to the small step at 0.5. In some of the cases, one user is turned off and the other three distribute power over the four channels with the major chunk being transmitted over the stronger channels. This event corresponds to the values that lie between 0.6 – 1.0. The occurrence of such events in which power is distributed over the channels is higher in this case than the analogous MIMO IC case and lesser than the analogous multi-band case.

The distribution of power transmitted by each user over the weakest channel is presented in Fig. 5.20. The results reiterate most of the observations already discussed in this section. In the high SNR regime, it is optimal to keep the weakest channel turned off. In the low and intermediate SNR regimes too, it is optimal for each user to turn off its weakest channel for $\approx 95\%$ of the time. This explains the sub-optimality of equal power distribution in the low SNR regime.

5.8.2 Summary of the Main Results

- It is optimal to let all users transmit in the low SNR regime. However, equal power distribution is not optimal. It is optimal to turn off the weakest Eigen-mode of each user in this regime.

- It is optimal to let all the users transmit in the high SNR regime too. The users avoid interference by confining the transmit power over a single Eigen-channel (in a single band). Whenever it is not feasible to avoid enough interference by beamforming, it is optimal to turn off one user, while the rest of the users distribute power over the Eigen-channels in both the bands.
• Binary power allocation is optimal in the low and high SNR regimes. However, it is optimal to let a user transmit at reduced power in the intermediate SNR regime.

• As noted in all the four-user ICs, it is optimal to turn off more users in the intermediate SNR regime than in the high SNR regime. In the high SNR regime, interference is efficiently avoided by turning off the weaker Eigen-modes, as opposed to turning off the users.

• The sum-rate results for the present case are quite similar to the ones obtained for the four-user $4 \times 4$ MIMO IC and the four-user four-band SISO ICs studied earlier. This again highlights the prime importance of the number of orthogonal channels in an IC and not their source (antennas, bands, etc.).

5.9 Conclusions

In this chapter, we have studied the problem of maximizing the sum-rate of the multi-band ICs by treating interference as Gaussian noise. We have considered both the single antenna and multiple antenna cases in our study. Some of the main contributions and conclusions are as follows:

• We have provided a mathematical framework to determine the maximum ergodic sum-rate of a multi-band multi-antenna IC treating interference as Gaussian noise. The problem is reduced to finding the optimal fraction of power to be transmitted over each spatial channel in each frequency channel. The underlying optimization problem is shown to be quite similar to the one studied in the previous chapter for the single band MIMO ICs. This enables us to extend the solution methods studied for the single band MIMO ICs easily to the current problem. To the best of our knowledge, we are the first ones to study this multi-band multi-antenna IC problem in detail.

• We have further extended the BB/RLT algorithm to find the optimal power allocation
for the current problem. It should be noted that the reformulation and linearization of the current problem is relatively more involved than its single-band counterpart due to the higher number of optimization parameters.

- We have further established similarity between the presence of spatial and frequency channels in an IC. Our results have shown that the optimal power allocation strategies for an single-band $n_t \times n_t$ MIMO IC are nearly same as those of $N_b$ band SISO IC whenever $n_t = N_b$. In other words, the results indicate that the fundamental factor affecting the sum-rate in an IC is the number of orthogonal channels and not their source (such as frequency channels, Eigen-channels, etc.).

- We have generalized the above result further by showing that the optimal power allocation strategies for an $N_b$-band $n_t \times n_t$ MIMO IC are similar to those of single-band $n \times n$ MIMO IC and $n$-band SISO IC whenever $n_tN_b = n$. This generalization is based on the fact that an $N_b$-band $n_t \times n_r$ MIMO IC has $\min\{n_t, n_r\}N_b$ degrees of freedom.

- Due to the above mentioned similarity, all the results found in the previous chapter for the single-band MIMO ICs hold for the multi-band ICs too. We discuss all these results in terms of the number of orthogonal channels $n = \min\{n_t, n_r\}N_b$ (assuming uncorrelated antennas) below:

  - In the very low SNR regime, system is essentially noise limited and it is optimal for all the users to transmit at the full power $P_{\text{max}}$ over a single orthogonal channel.

  - It is optimal to distribute power over the orthogonal channels in the low SNR regime. Equal power distribution, however, is not optimal in general. This is due to the fact that in most of the optimal power allocation strategies, the weaker channels are turned off for interference avoidance.

  - It is optimal to transmit most of the power in the strongest channels in the intermediate SNR regime. In some cases, it is even optimal to confine all the power in the strongest channel.
– In the high SNR regime, it is optimal in most of the cases to let $n$ users transmit at the maximum power $P_{\text{max}}$ by confining it to their respective strongest channels. Thus, it is optimal to avoid interference completely in this regime. However, in some cases the spatial channels are so aligned that complete interference avoidance is not possible. In such cases, ‘bad’ users are turned off and the rest of the users ($< n$) are allowed to distribute power over the orthogonal channels.

• Even though the frequency channels and spatial channels have nearly the same effect on the optimal power allocation strategies, there is a minor difference due to the dissimilarity in the way the spatial and frequency channels affect the perceived interference. On one hand, the frequency channels are common to all the users and are perfectly isolated from each other at all the users. On the other hand, this demarkation is not so neat in the case of spatial channels because they are defined for a particular user and are not same for the whole IC. Thus, the net interference perceived by each user depends upon the alignment of its Eigen-channels with the Eigen-channels of the transmitting users. Due to this fundamental difference, interference avoidance is more important in the case of frequency-channels than in the case of spatial channels.

• A lower bound on the sum-rate achievable by power control can be found by letting $n = \min\{n_t, n_r\}N_b$ users transmit simultaneously at the maximum power $P_{\text{max}}$ by confining it in their respective strongest channels. This bound will be reasonably tight in the interference-limited high SNR regime.
Chapter 6

Optimal Sum-Rate vs. Beamforming and Interference Alignment

In the previous chapters we have studied the problem of maximizing the sum-rate of the multi-band multi-antenna IC treating interference as noise. In this chapter, we compare the optimal sum-rate found in the previous chapters to the two main strategies: Optimal Beamforming and Interference Alignment (IA).

In the optimal beamforming strategy, each user transmits at an ‘optimal’ power over a single ‘optimal’ spatial channel such that the sum-rate is maximized. This case is different from the ones studied in the previous chapters because it also includes power control. Thus the main objective of considering this case is to study the value of power control in beamforming.

We also compare the optimal power control results with the ones achievable by Interference Alignment (IA). IA has recently been shown to achieve $N/2$ degrees of freedom per orthogonal spatial, spectral or temporal slot in an $N$-user IC. This means that IA achieves at least half the sum-rate of its no-interference counter-part [28]. This is an interesting result since it indicates that the capacity of an IC is not fundamentally limited by interference, as was initially believed. It further indicates that the capacity of an IC should increase linearly
with an increase in the number of users. However, it is difficult to find analytical solutions to the IA problems in general and even the feasibility of IA over a finite number of signalling dimensions is an open problem. Since the achievability of IA is not the main focus of this work, we do not consider its effects in this study. Instead, we assume that all the N-user ICs considered in this chapter are capable of achieving \( N/2 \) degrees of freedom. The resulting sum-rate is referred henceforth as the IA bound. Denoting the capacity of an isolated MIMO link by \( C_M \), the IA bound can be evaluated as \( \frac{N}{2} C_M \). In this case, an IC achieves half the sum-rate of that of its no-interference counterpart. The comparison of IA bound with the optimal power control results shows that the optimal power control performs better than the IA bound in the low-SNR regime for reasonably high number of users. As expected, the performance of IA bound gets better as compared to power control with the increase in SNR.

We begin our study by formulating the sum-rate maximization problem when each user employs optimal beamforming strategy.

### 6.1 Optimal Beamforming

In this section, we compare the sum-rates achievable by optimal power control with the ones achievable by ‘optimal’ beamforming. Two main beamforming strategies are considered in this section: one in which each user is allowed to perform beamforming in all the frequency bands and the other in which each user is allowed to perform beamforming in only a single band. The objective in both the cases is to maximize the sum-rate. We begin our study by formulating the sum-rate maximization problem when each user performs beamforming in each frequency band.

We start by defining the new variables required. Let \( \mathbf{b}_{Ti}^l \in \mathbb{C}^{1 \times n_t} \) and \( \mathbf{b}_{Ri}^l \in \mathbb{C}^{1 \times n_r} \) be the complex beamforming weights of the Tx and Rx, respectively, of the \( i \)th SU in the \( l \)th frequency band. Let \( f_i^l \), for \( i \in \{1, 2, \ldots, N\} \) and \( l \in \{1, 2, \ldots, N_b\} \), be the power transmitted
by the $i$th user in the $l$th frequency band. The total power transmitted over all the Tx antennas by the $i$th SU is then $\sum_{l=1}^{N_b} f_i^l \leq P_{\text{max}}$. We now examine the transmit symbol covariance matrix of $i$th SU in the $l$th frequency band, which is given by:

$$Q_i^l = f_i^l \begin{bmatrix} b_{T_1} b_{T_1}^* & b_{T_1} b_{T_2}^* & \cdots & b_{T_1} b_{T_{N_b}}^* \\ b_{T_2} b_{T_1}^* & b_{T_2} b_{T_2}^* & \cdots & b_{T_2} b_{T_{N_b}}^* \\ \vdots & \vdots & \ddots & \vdots \\ b_{T_{N_b}} b_{T_1}^* & b_{T_{N_b}} b_{T_2}^* & \cdots & b_{T_{N_b}} b_{T_{N_b}}^* \end{bmatrix}. \quad (6.1)$$

It is evident from (6.1) that all the columns of $Q_i^l$ are linearly dependent and hence it has a single non-zero eigenvalue and the rest lie in the null space. Since $Q_i^l \succ 0$, it can be expressed as $Q_i^l = U_i^l \Lambda_i^l U_i^l$, where $\Lambda_i^l$ is a diagonal matrix of the eigenvalues of $Q_i^l$ with only one of them being non-zero. Assuming that the norm of beamforming vector is one, it can be easily shown that the only nonzero eigenvalue of $\Lambda_i^l$ is $f_i^l$. Physically, it establishes that each SU uses only one channel mode in each frequency band for transmission. To incorporate this fact in the general multi-band MIMO capacity optimization problem (5.9), let us define a diagonal matrix $\Gamma_i^l$ with all the diagonal elements equal to zero except one, which is unity. By incorporating $\Gamma_i^l$, the mathematical formulation of the optimal beamforming capacity problem can be written as:

$$\begin{align*}
\max & \quad \sum_{i=1}^{N} C_i \\
\text{s.t.} & \quad C_i = \sum_{l=1}^{N_b} \log_2 \det(I + \rho_{ii} R_i^l \Gamma_i^l \hat{H}_{ii} \Gamma_i^l \hat{H}_{ii}^*) \\
& \quad R_i^l = \sum_{j \neq i}^{N_b} \rho_{ji} \hat{H}_{ji} \Gamma_i^l \hat{H}_{ji}^* + I \\
& \quad Tr\{\Gamma_i^l\} \leq 1, \text{diag}\{\Gamma_i^l\} \in \{0, 1\}, \forall i, l \\
& \quad \sum_{l=1}^{N_b} Tr\{\Lambda_i^l\} \leq P_{\text{max}}, \text{diag}\{\Lambda_i^l\} \succeq 0 \\
& \quad 1 \leq i \leq N, \ 1 \leq l \leq N_b.
\end{align*} \quad (6.2)$$

Please note that this is a mixed-integer non-linear non-convex optimization problem. In this formulation, each user is allowed to perform ‘optimal’ beamforming in each frequency band. However, from our findings in the previous chapters we know that the case where each user is allowed to perform beamforming in only a single band is more relevant to our present
study. Therefore, we slightly modify the above formulation to restrict the transmission of each user to a single band. In that case, only of the $\Gamma^i_l$ will be non-zero and rest all will be zero. The resulting formulation can be expressed as:

$$\begin{align*}
\max & \quad \sum_{i=1}^{N} C_i \\
\text{s.t.} & \quad C_i = \sum_{l=1}^{N_b} \log_2 \det \left( I + \rho_i \mathbf{R}_i^{-1} \widehat{\mathbf{H}}_i^l \Gamma_i^l \Lambda_i^l \widehat{\mathbf{H}}_i^l \right) \\
& \quad \mathbf{R}_i = \sum_{j=1}^{N} \rho_{ji} \widehat{\mathbf{H}}_j^l \Gamma_i^l \Lambda_j^l \widehat{\mathbf{H}}_j^l + \mathbf{I} \\
& \quad \sum_{i=1}^{N_b} Tr \{ \Gamma_i^l \} \leq 1, \text{diag} \{ \Gamma_i^l \} \in \{0, 1\} \\
& \quad \sum_{i=1}^{N_b} Tr \{ \Lambda_i^l \} \leq P_{\text{max}}, \text{diag} \{ \Lambda_i^l \} \succeq 0 \\
& \quad 1 \leq i \leq N, \quad 1 \leq l \leq N_b.
\end{align*}$$

(6.3)

The objective in the above formulation is to identify the optimal spatial channel in the optimal frequency band and optimal transmit power for each user such that the sum-rate is maximized. This is different from the beamforming cases studied in the previous chapters since it also includes power control. Thus the main objective of considering this case is to study the value of power control in beamforming. We consider following cases as the part of this study.

### 6.1.1 Two-User Single-Band $2 \times 2$ MIMO IC

We first study the value of power control in beamforming in the two-user $2 \times 2$ MIMO IC. This IC was studied in Chapter 4 from sum-rate maximization perspective. For consistency, we consider the same fixed IC with the same simulation parameters. To gain insight, we consider the following power allocation strategies:

- **Optimal Power Control:** In this case, each user is allowed to perform optimal power control such the net sum-rate is maximized. This case provides optimal sum-rate as discussed in the previous chapters.

- **Optimal Single-Band Beamforming:** In this case, each user is allowed to transmit at an optimal power over a single optimal spatial channel such that the sum-rate is
Figure 6.1: Comparison of the sum-rates achievable by beamforming with the optimal case in the two-user $2 \times 2$ MIMO IC. ($n_t = n_r = 2$, $N = 2$, $MUI = 1$, $\sigma = 0$, $\rho = 0$).

maximized. The corresponding ergodic sum-rate is evaluated by using the framework presented in (6.3).

- **Max Power Single-Band Beamforming**: In this case, each user transmits at maximum power $P_{\text{max}}$ over an optimal spatial-channel such that the sum-rate is maximized. The choice of optimal spatial channel for each user is not trivial. Exhaustive search is applied in the present case to find the optimal set of frequency channels. Exhaustive search is feasible because there are only $\binom{2}{1}^2 = 4$ choices to check.

The sum-rate results presented in Fig. 6.1 clearly indicate that power control is not important in the current IC. In other words, the sum-rates achievable in the optimal beamforming and max power beamforming cases are exactly the same. This is expected in the present case because the number of orthogonal channels is equal to the number of users. Therefore, the optimal beamforming strategy for each user is to select an optimal channel and transmit at
the maximum power $P_{max}$.

We now consider a case where the number of orthogonal channels is less than the number of users.

### 6.1.2 Three-User Single-Band $2 \times 2$ MIMO IC

We now study the value of power control in beamforming in the three-user $2 \times 2$ MIMO IC. This IC was also studied in Chapter 4 from sum-rate maximization perspective. For consistency, we consider the same IC model with the same simulation parameters.

To gain insight, we consider following power allocation strategies:

- **Optimal Power Control**: In this case, each user performs optimal power control such that the sum-rate is maximized. This corresponds to the optimal sum-rate case studied in Chapter 4.

- **Optimal Single-Band Beamforming**: In this case, each user is allowed to transmit at an optimal power over a single optimal channel such that the sum-rate is maximized. The corresponding ergodic sum-rate is evaluated by using the framework presented in (6.3).

- **Max Power Single-Band Beamforming**: In this case, each user transmits at maximum power $P_{max}$ over an optimal spatial channel such that the sum-rate is maximized. The choice of optimal channel is not trivial and can be achieved in the present case by exhaustive search. Exhaustive search is feasible because the number of choices is only \( \binom{3}{1}^3 = 8 \).

- **Two-User Max Power Single-Band Beamforming**: This special case is included to understand to optimality of turning one of the users off (especially in the high interference scenarios). In this case, two of the three users are selected to transmit
simultaneously. Each selected user then selects an optimal spatial channel for transmission. The selection of the users and spatial channel is done to maximize the sum-rate under the said constraints. This problem of user and Eigen-channel selection can be formulated as a non-linear mixed-integer optimization problem (similar to (6.3)). For this example, we perform an exhaustive search through all the feasible options. The exhaustive search in this case is quite feasible since there are only \((3^2) (2^2) (2) (= 12)\) cases to check.

The sum-rate results for the present case are presented in Fig. 6.2. This is an interesting case since the number of orthogonal channels is less than the number of users. In the low SNR regime, we note that there is no value of power control in beamforming because it is optimal to let all the users transmit at the maximum power. However, as we move from the low to high SNR regime, the value of power control increases. In the limiting case of high SNR regime, it is optimal to completely turn off one user and let the other two perform...
beamforming by transmitting at the maximum power $P_{\text{max}}$. In the intermediate SNR regime, it is optimal to let one of the users transmit at a reduced power. Therefore, we note that power control is important in beamforming when the number of users is higher than the number of available orthogonal channels.

### 6.2 Comparison with Interference Alignment

The optimal sum-rate of multi-band MIMO IC is compared to two special cases, viz., no-interference (NI) and the IA bound, for different system parameters. The NI case is a hypothetical case and assumes that each SU is isolated from the other SUs in the network. This provides an upper bound to the optimal results. As discussed earlier in this chapter, the IA bound represents the sum-rate achievable by performing IA. It is basically half the sum-rate of the NI case. It should be noted that the IA bound is included just for the purpose of comparison and the feasibility of interference alignment over a limited number of signalling dimensions is an open problem. Please note that the ergodic sum-rates presented in this section are also averaged over random geometries.

The channel model is assumed to be a combination of large scale and small scale fading components. On the large scale, we assume that channel suffers from an exponential path loss with a path loss exponent of 3 and from log-normal shadowing with a standard deviation of 1 dB. Small scale fading effects are modeled as Rayleigh distributed. Antennas at both the Tx and Rx of all the users are assumed to be independent in terms of small-scale fading but perfectly correlated in terms of log-normal shadowing. The interference power is controlled by varying the $MUI$ factor (high $MUI$ means high interference power).

In Fig. 6.3, we present the sum-rates achievable by the proposed optimal power allocation in low ($MUI = 1$) and high ($MUI = 5$) interference scenarios. As expected, the sum-rate achievable in low interference scenario is higher than that achievable in the high interference scenario for both the single band and the multi-band MIMO IC. Another interesting
observation is that the sum-rate scales better with the increase in frequency bands in the high interference scenario as compared to the low interference scenario. This means that the percentage increase in the sum-rate achieved by increasing the number of bands from one to two is higher in the high interference scenario as compared to the low interference scenario. This essentially means that the ICs get more benefit by doing power control (interference avoidance) in the high interference scenario. We also note that the rate of decrease of sum-rate reduces considerably for $N > MUI$. This is because the number of dominant interferers (lying inside the circle of radius $d_{\text{max}}$) is constant for $N > MUI$, whereas, the less dominant interferers (lying outside the circle) continues to grow with $N$. It should also be noted that IA is most useful in the cases when all the users interfere strongly with each other. Therefore, we consider $MUI = N$ in all our subsequent cases to facilitate a fair comparison between the optimal power sum-rate and the IA bound.
6.2.1 Effect of the Number of Bands and Antennas

In Fig. 6.4, we consider a SISO IC and compare the optimal sum-rate to the NI capacity and the IA bound. The first observation is that the NI capacity per frequency band reduces when we increase $N_b$ from 1 to 2. This is due to the fact that doubling the number of bands does not allow a doubling of capacity (due to the fact that the power is limited), thus the capacity per frequency band goes down. The optimal sum-rate per user per frequency band is observed to be higher than the IA bound for a small to moderate number of SUs. The per user sum-rate decreases with the increase in interference power in the optimal power control case but remains constant in the IA case. Due to this, the optimal method performs worse after a certain cross-over point (referred henceforth as $N_{CO}$). This highlights the effectiveness of IA in high interference scenarios. Another interesting observation is that the cross-over point $N_{CO}$ is higher when there are a higher number of orthogonal frequency
bands available for transmission. This means that the performance of the proposed technique improves significantly with the increase in the number of orthogonal frequency bands. This is an important result from the cognitive radio perspective, where we expect to have several orthogonal frequency bands for the use of SUs. A similar comparison is carried out for a $2 \times 2$ multi-band MIMO IC in Fig. 6.5. In addition to the already mentioned results, we observe that the performance of the optimal power control technique is better in this case than the SISO IC case due to the presence of additional spatial channels. In particular, the cross-over points $N_{CO}$ are higher in this case than their counterparts in the SISO IC case. Thus, the presence of additional spatial and/or spectral channels improves the interference avoidance capability of the power control technique. We also note that the sum-rate scales better with the increase in the number of orthogonal frequency bands in the high interference case.

Figure 6.5: Comparison of the sum-rates of single and multiple band systems for the case when $MUI = N$ ($n_t = n_r = 2$).
Figure 6.6: Comparison of the sum-rates of single and multiple band systems at various values of $SNR_{min}$ ($MUI = N = 4, n_t = n_r = 1$).

6.2.2 Effect of $SNR_{min}$

In Fig. 6.6, we study the effect of $SNR_{min}$ on the performance of our proposed technique and its comparison to the IA bound. We consider a four-user SISO IC and compare the optimal results with the NI capacity and the IA bound. We observe that the proposed power control technique performs better than the IA bound in the low $SNR$ regime. This is due to the fact that the sum-rates achievable in IA are highly sub-optimal in the low $SNR$ regime. As we increase $SNR_{min}$, IA starts performing better than the proposed technique after a certain $SNR_{min}$ value (referred henceforth as $SNR_{CO}$). We also observe that the $SNR_{CO}$ is higher when there are multiple bands for transmission. This reiterates the fact that the performance of the optimal power control technique improves as compared to the IA bound when there are more orthogonal frequency bands available for transmission. Repeating the same comparison for the $2 \times 2$ multi-band MIMO IC in Fig. 6.7, we observe that the cross-over
Figure 6.7: Comparison of the sum-rates of single and multiple band systems at various values of $SNR_{min}$ ($MUI = N = 4, n_t = n_r = 2$).

points, $SNR_{CO}$, are higher in this case as compared to the SISO case. Another interesting observation from Fig. 6.6 and 6.7 is that the sum-rate scales better with the increase in the number of orthogonal frequency bands for the optimal power control case in the high $SNR$ regime.

### 6.3 Conclusion

In this chapter, we have shown that the sum-rate achievable by optimal power control while treating interference as noise in a multi-band multi-antenna IC is much higher than the one achievable by IA in low and intermediate SNR regimes. The performance of the power control technique improves further relative to IA when we increase the number of frequency-channels and/or antennas. This result is especially promising from the cognitive radio perspective, where SUs typically operate in a relatively low SNR regime and are generally expected to
have multiple frequency bands available for transmission. In the high SNR (high interference) regime, however, IA performs better than the power control technique.

We have also studied the value of power control in beamforming by comparing the optimal power control results with the ones achievable by letting each user perform ‘optimal’ beamforming. We have shown that it is important to perform power control when the number of orthogonal channels is less than the number of users. Moreover, the value of power control in this case increases as we move from low to high interference scenarios.
Chapter 7

Conclusions

In this thesis, we have studied the problem of characterizing the capacity of multi-band multi-antenna interference channels by treating interference as noise. It should be noted that the single-band SISO, single-band MIMO and multi-band SISO ICs are special cases of our work. While the single band SISO and multi-band SISO ICs are relatively well understood, the same is not true for single-band MIMO ICs. All the results found in this thesis for the general case of multi-band MIMO IC also apply to this relatively less-understood case of single-band MIMO IC.

The main contributions and conclusions made in this thesis are as follows:

- **Sum-Rate Maximization Problem Formulation:** We have provided a mathematical framework to determine the maximum ergodic sum-rate of a multi-band multi-antenna IC treating interference as Gaussian noise. The problem is reduced to finding the optimal fraction of power to be transmitted over each Eigen-channel in each frequency band. The underlying optimization problem is shown to be quite similar to the one already known for the single-band MIMO IC. This enables us to extend the solution methods studied for the single band MIMO ICs easily to the current problem [61].

- **BB/RLT Global Optimization Algorithm:** The sum-rate maximization problem
of multi-band multi-antenna IC is hard to solve both analytically and numerically due to its non-linear and non-convex nature. We have extended the BB/RLT global optimization algorithm to solve this problem, which was first proposed to find the maximum sum-rate of a MIMO IC under the assumption that each user’s transmit power is equally distributed over all the spatial channels. This assumption eases the mathematical formulation of the problem significantly, but unfortunately, the simplified results do not provide the maximum achievable sum-rate, in general. Thus our contributions include the global optimal solution to the sum-rate maximization problems of single-band MIMO [60] and multi-band MIMO [62] ICs.

- **Similarity Between the Spatial and Frequency channels:** We have shown that the spatial and frequency channels are surprisingly similar from the sum-rate perspective in an IC. The optimal power allocation strategies for a single-band $n_t \times n_r$ MIMO IC (with $n_t = n_r$) are nearly the same as those of $N_b$-band SISO IC whenever $n_t = N_b$. In other words, the fundamental factor affecting the sum-rate in an IC is the number of orthogonal channels and not their type (such as frequency channels, Eigen-channels, etc.). We generalize this result further by showing that the optimal power allocation strategies for an $N_b$-band $n_t \times n_t$ MIMO IC are similar to those of single-band $n \times n$ MIMO IC and an $n$-band SISO IC whenever $n_tN_b = n$. This generalization is based on the fact that an $N_b$-band $n_t \times n_r$ MIMO IC has $\min\{n_t, n_r\}N_b$ degrees of freedom. This result is especially important because of the dissimilarity in the way the spatial and frequency channels affect the perceived interference. On one hand, the frequency channels are common to all the users and are perfectly isolated from each other at each user. On the other hand, this demarkation is not so neat in the case of spatial channels because they are defined for a particular user and are not same for the whole IC. Thus the spatial channel of different users are not orthogonal to each other.

- **Rules-of-Thumb for Optimal Power Allocation Strategies:** From our study of some special cases of the multi-band multi-antenna ICs, we put forth some rules-
of-thumb for understanding the optimal power allocation strategies. These rules are discussed below in terms of the number of orthogonal channels \( n = \min\{n_t, n_r\}N_b \) (assuming uncorrelated antennas). Please note that these channels can be spatial, spectral or mix of both due to the above mentioned equivalence.

- **Very Low SNR Regime:** In this regime, the system is essentially noise limited and it is optimal for all the users to transmit at the full power \( P_{max} \) over a single orthogonal channel.

- **Low SNR Regime:** It is optimal to distribute power over all orthogonal channels for all users in the low SNR regime. Equal power distribution, however, is not optimal in general. This is due to the fact that in most of the optimal power allocation strategies, the weaker channels are turned off for interference avoidance.

- **Intermediate SNR Regime:** It is optimal to transmit most of the power in the strongest channels in the intermediate SNR regime. In some cases, it is even optimal to confine all the power in the strongest channel. This is due to the increasing importance of interference avoidance as we move from low to high SNR regimes.

- **High SNR Regime:** In the high SNR regime, it is optimal in most of the cases to let \( n \) users transmit at the maximum power \( P_{max} \) by confining it in their respective strongest channels. Thus, it is optimal to avoid interference completely in this regime. However, in some cases the spatial channels are so aligned that complete interference avoidance is not possible. In such cases, ‘bad’ users are turned off and the rest of the users \((< n)\) are allowed to distribute power over the orthogonal channels.

- **Lower Bound on the Optimal Sum-Rate:** A lower bound on the sum-rate achievable by power control is found by letting \( n \) users transmit simultaneously at the maximum power \( P_{max} \) by confining it in their respective strongest channels. This bound will be reasonably tight in the interference-limited high SNR regime due to the above
• **Comparison of Power Control with Interference Alignment:** We have shown that the sum-rate achievable by optimal power control while treating interference as noise in a multi-band multi-antenna IC is much higher than the one achievable by IA in low and intermediate SNR regimes. The performance of the power control technique improves further relative to IA when we increase the number of frequency-channels and/or antennas. This result is especially promising from the cognitive radio perspective, where users typically operate in a relatively low SNR regime and are generally expected to have multiple frequency bands available for transmission. In the high SNR (high interference) regime, however, IA performs better than the power control technique.

• **Value of Power Control in Beamforming:** We have also studied the value of power control in beamforming by comparing the optimal power control results with the ones achievable by letting each user perform ‘optimal’ beamforming. We have shown that it is important to perform power control in beamforming when the number of orthogonal channels is less than the number of users. Moreover, the value of power control in this case increases as we move from low to high interference scenarios.
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