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(ABSTRACT)

Biological systems constantly evolve and adapt in response to changed environment and external stimuli at the molecular and genomic levels. Building statistical models that characterize such dynamic changes in biological systems is one of the key objectives in bioinformatics and computational biology. Recent advances in high-throughput molecular and genomic profiling technologies such as gene expression and copy number microarrays provide ample opportunities to study cellular activities at the individual gene and network levels. The aim of this dissertation is to formulate mathematically dynamic changes in biological networks and DNA copy numbers, to develop machine learning algorithms to learn these statistical models from high-throughput biological data, and to demonstrate their applications in systems biological studies.

The first part (Chapters 2 – 4) of the dissertation focuses on the dynamic changes taking place at the biological network level. Biological networks are context-specific and dynamic in nature. Under different conditions, different regulatory components and mechanisms are activated and the topology of the underlying gene regulatory network changes. We report a differential dependency network (DDN) analysis to detect statistically significant topological changes in the transcriptional networks between two biological conditions. Further, we formalize and extend the DDN approach to an effective learning strategy to extract structural
changes in graphical models using $\ell_1$-regularization based convex optimization. We discuss the key properties of this formulation and introduce an efficient implementation by the block coordinate descent algorithm. Another type of dynamic changes in biological networks is the observation that a group of genes involved in certain biological functions or processes coordinate to response to outside stimuli, producing distinct time course patterns. We apply the echo stat network, a new architecture of recurrent neural networks, to model temporal gene expression patterns and analyze the theoretical properties of echo state networks with random matrix theory.

The second part (Chapter 5) of the dissertation focuses on the changes at the DNA copy number level, especially in cancer cells. Somatic DNA copy number alterations (CNAs) are key genetic events in the development and progression of human cancers, and frequently contribute to tumorigenesis. We propose a statistically-principled in silico approach, Bayesian Analysis of COpy number Mixtures (BACOM), to accurately detect genomic deletion type, estimate normal tissue contamination, and accordingly recover the true copy number profile in cancer cells.
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Chapter 1

Introduction

1.1 Background

1.1.1 Motivation

Biological systems constantly evolve and adapt in response to changed environment and external stimuli. The ability to react, adjust, and select quickly is crucial to an organism’s survival. In evolutionary biology, the change in the inherited traits of a population of organisms and adaptation to their new habitat take place over many successive generations. In short time scale, biological systems are also frequently challenged by their external environmental changes and inputs, and are forced to react to such changes at the molecular level. Such dynamic changes at the molecular level in biological systems are the focus of this dissertation.

Dynamic changes are common in gene regulatory networks. Gene regulatory networks are context-specific and dynamic in nature [1, 2]. Under different conditions, different regulatory components and mechanisms are activated and the topology of the underlying gene
regulatory network changes. For example, in response to diverse conditions in the yeast, transcription factors alter their interactions and rewire the signaling networks [3]. Transcriptional networks also exhibit network topological changes between disease and normal conditions, or across different stages of cell development. Such biological network changes are very informative and provide great biological insights. For example, a deviation from normal regulatory network topology may reveal the mechanism of pathogenesis [4], and the genes that undergo the most network topological changes may serve as biomarkers for the disease state or as targets for drug discovery or therapeutic intervention.

Another type of dynamic changes in gene regulatory networks is that a group of genes involved in certain biological functions or processes coordinate to response to outside stimuli, producing distinct time course patterns. Understanding and modeling the mechanisms that orchestrate the activities of genes and proteins in cells are the key goals in systems biology studies [5]. For example, in [6], it has been shown that messenger RNA levels of 800 genes vary periodically in yeast to work cooperatively to maintain the cell cycle. Analyzing and modeling the time course patterns of these cell cycle-regulated genes provides great insight into cell cycle regulation. Outside stimuli can also trigger dynamic changes in gene regulatory networks. For instance, the injection of cardiotoxin into the mouse muscle damages the muscle tissue, and inducts the staged muscle regeneration [7]. Genes in damage muscle cells first initiate necrosis of the damaged tissue and activation of an inflammatory response, and then activate myogenic cells to proliferate, differentiate, and fuse, leading to new myofiber [8]. In this complex process, hundreds of genes interact and coordinate to carry out muscle regeneration, characterized by the time course patterns of the messenger RNA levels of these genes.

Further, such dynamic changes can also be observed at the DNA level, especially in cancer cells. DNA copy number change is an important form of structural variation in human genomes. Germline copy number variants (CNVs) are associated with phenotype variations
and somatic copy number alterations (CNAs) are considered hallmarks of tumorigenesis. The coverage of copy number changes varies from a few hundred to several million nucleotide bases, and somatic CNAs in tumors exhibit highly complex patterns as compared with germline CNVs [9]. Although copy number analysis indicates monoclonal origin of lethal metastatic prostate cancer, metastatic cancer cells from different sites of the same patient still carry distinctive DNA copy number profiles [10]. Such observations suggest the evidence of frequent mutations in cancer cell DNAs and genomic evolution of cancer cells in the metastatic process.

1.1.2 Microarray Technology

Recent advances in high-throughput genomic technologies such as gene expression microarrays provide ample opportunities to study cellular activities at the individual gene expression and network levels. Microarray gene expression profiling simultaneously measures the expression levels of tens of thousands of genes under different experimental conditions, enabling studies on the phenotypic outcomes of certain treatment responses, disease progression, and developmental stages and the underlying gene expression patterns functionally associated with these phenotypes. These technologies also present new demands and challenges for data analysis to extract meaningful statistical and biological information from high throughput and high-dimensional data [1]. These data analysis tasks include signal pre-processing, clustering, visualization, classification, gene biomarker identification, and gene network modeling.

Similar progress has been made in measuring DNA copy numbers. The advent of oligonucleotide-based single nucleotide polymorphism (SNP) arrays provides high-density and allelic-specific genomic profile and enables researchers to study copy number changes in a genome-wide scale. Affymetrix offers several DNA analysis arrays for single nucleotide polymorphism
(SNP) genotyping and copy number variation (CNV) analysis, most notably GeneChip Hu-
man Mapping 100K Array Set, GeneChip Human Mapping 500K Array Set, Genome-Wide 
Human SNP Array 5.0, and Genome-Wide Human SNP Array 6.0. The new Affymetrix 
Genome-Wide Human SNP Array 6.0 features 1.8 million genetic markers, including more 
than 906,600 single nucleotide polymorphisms (SNPs) and more than 946,000 probes for the 
detection of copy number variation. Such high resolution DNA copy number data enable 
researchers to detect relatively short DNA copy number alterations, and at the same time 
demand efficient algorithms to bridge the gap between experimental data and biological 
knowledge.

1.2 Research Topics

1.2.1 Differential Dependency Networks

Significant efforts have been made to acquire data under different conditions and to con-
struct static networks that can explain various gene regulation mechanisms. However, gene 
regulatory networks are dynamic and condition-specific; under different conditions, networks 
exhibit different regulation patterns accompanied by different transcriptional network topolo-
gies. Thus, an investigation on the topological changes in transcriptional networks can facili-
tate the understanding of cell development or provide novel insights into the pathophysiology 
of certain diseases, and help identify the key genetic players that could serve as biomarkers 
or drug targets.

Here we report a differential dependency network (DDN) analysis to detect statistically 
significant topological changes in the transcriptional networks between two biological condi-
tions. We propose a local dependency model to represent the local structures of a network 
by a set of conditional probabilities. We develop an efficient learning algorithm to learn
the local dependency model using the Lasso technique. A permutation test is subsequently performed to estimate the statistical significance of each learned local structure. We expect DDN to emerge as an important bioinformatics tool in transcriptional network analyses. While we focus specifically on transcriptional networks, the DDN method we introduce here is generally applicable to other biological networks with similar characteristics.

1.2.2 Learning Structural Changes in Graphical Models

Inspired by the structural / topological changes in biological networks, we further formulate network structural changes as a general machine learning problem, which can be applied to areas other than biological networks. For instance, in web search or collaborative filtering, useful information can be acquired by observing how certain events (e.g., launch of an advertisement campaign) trigger changes in dependence patterns of search keywords or preference for products reflected in the associated structural changes. Graphical models are widely used in scientific and engineering research to represent conditional independence structures between random variables. In many controlled experiments, environmental changes or external stimuli can often alter the conditional dependence between the random variables, and potentially produce significant structural changes in the corresponding graphical models. Therefore, it is of great importance to be able to detect such structural changes from data, so as to gain novel insights into where and how the structural changes take place and help the system adapt to the new environment. Here we report an effective learning strategy to extract structural changes in Gaussian graphical model using \( \ell_1 \)-regularization based convex optimization. We discuss the properties of the problem formulation and introduce an efficient implementation by the block coordinate descent algorithm.
1.2.3 Echo State Networks

Further, we study the problem of modeling time course data in gene regulatory networks. A gene regulatory network is a collection of genes in a cell that interact, often nonlinearly, with each other (indirectly through their RNAs and proteins). The challenges of modeling gene regulatory networks lie in the nonlinearity of the dynamic systems and high level of inherent noise. Echo state networks (ESNs) are a novel form of recurrent neural networks (RNNs) that provide an efficient, powerful computational model approximating nonlinear dynamical systems. A unique feature of an ESN is that a large number of neurons (the “reservoir”) are used, whose synaptic connections are generated randomly, with only the connections from the reservoir to the output modified by learning. Why a large, randomly generated, fixed RNN gives such excellent performance in approximating nonlinear systems is still not well understood. In Chapter 4, we apply random matrix theory to examine the properties of random reservoirs in ESNs under different topologies (sparse or fully-connected) and connection weights (Bernoulli or Gaussian). We quantify the asymptotic gap between the scaling factor bounds for the necessary and sufficient conditions previously proposed for the echo state property. We then show that the state transition mapping is contractive with high probability when only the necessary condition is satisfied, which corroborates and thus analytically explains the observation that in practice one obtains echo states when the spectral radius of the reservoir weight matrix is smaller than 1.

1.2.4 Bayesian Analysis of Copy Number Mixtures

Finally, we examine the DNA copy number changes in cancer cells. Copy number change is an important form of structural variations in human genomes. Somatic copy number alterations can cause overexpression of oncogenes and loss of tumor suppressor genes in tumorigenesis. Recent development of SNP array technology has facilitated studies on copy
number changes in a genome-wide scale with high resolution. We report here a statistically-
principled *in silico* approach, Bayesian Analysis of COpy number Mixtures (BACOM), to
accurately estimate genomic deletions and normal tissue contamination in cancer cell. Tu-
mor samples often consist of mixed cancer and normal cells. Such tissue heterogeneity will
cause inaccurate analysis of copy number changes in clinical samples and could significantly
confound subsequent marker identification and diagnostic classification rooted in specific
cells. BACOM is applied to the normal tissue contamination correction problem to recover
the true copy number profile in cancer cells. Moreover, utilizing the discrepancy in the esti-
mated normal tissue fractions and heterogeneity of tumor samples, we search for the evidence
of the sequence of genomic change events in metastatic prostate cancer samples.

1.3 Outline of the Dissertation

The remainder of this dissertation proceeds as follows. In Chapter 2, we report a differential
dependency network (DDN) analysis to detect statistically significant topological changes in
the transcriptional networks between two biological conditions. This is followed by a general
machine learning framework to learn structural changes in graphical models in Chapter 3.
In Chapter 4, we study the theoretical properties of echo state networks with applications
to gene regulatory network time course data modeling. In Chapter 5, we propose Bayesian
analysis of copy number mixtures to correct normal cell contamination and characterize
tumor evolution. We conclude this dissertation with summary of contributions and future
work in Chapter 6.
Chapter 2

Differential Dependency Network Analysis to Identify Topological Changes in Biological Networks

2.1 Introduction

Recent advances in high-throughput genomic technologies such as gene expression microarrays provide ample opportunities to study cellular activities at the individual gene expression and network levels. Microarray gene expression profiling simultaneously measures the expression levels of tens of thousands of genes under different experimental conditions, enabling studies on the phenotypic outcomes of certain treatment responses, disease progression, and developmental stages and the underlying gene expression patterns functionally associated with these phenotypes. These technologies also present new demands and challenges for data analysis to extract meaningful statistical and biological information from high throughput and high-dimensional data [1]. These data analysis tasks include signal pre-processing,
clustering, visualization, classification, gene biomarker identification, and gene network modeling.

Gene network modeling and analysis attempts to explain the mechanisms that orchestrate the activities of genes and proteins in cells, and is one of the key goals in systems biology studies [5]. Several computational approaches have been proposed to model gene regulatory networks [11], such as Bayesian networks [12–14], probabilistic Boolean networks [15], state-space models [16] and network component analysis [17]. These methods attempt to construct a static network that can explain various gene regulation programs. While the inference of transcriptional networks using data from composite conditions could sometimes be contradictory due to changes in the underlying topology, most network learning algorithms assume an invariant network topology [13,15,16].

However, gene regulatory networks are context-specific and dynamic in nature [1,2]. Under different conditions, different regulatory components and mechanisms are activated and the topology of the underlying gene regulatory network changes. For example, in response to diverse conditions in the yeast, transcription factors alter their interactions and rewire the signaling networks [3]. Therefore, some methods have been proposed to learn condition-specific transcriptional networks in yeast [18,19]. It is important to focus on the topological changes in transcriptional networks between disease and normal conditions, or across different stages of cell development. For example, a deviation from normal regulatory network topology may reveal the mechanism of pathogenesis [4], and the genes that undergo the most network topological changes may serve as biomarkers for the disease state or as targets for drug discovery or therapeutic intervention.

Several methods have been proposed to utilize network topology information to carry out various bioinformatics tasks. Liu et al. introduced a topology-based cancer classification method [20], where correlation networks were first constructed and later used to perform classification. Fuller et al. developed weighted gene co-expression network analysis strate-
gies, using single network analysis and differential network analysis, to identify physiologically relevant modules [21]. Qiu et al. proposed an ensemble dependence model to detect the dependence changes of gene clusters between cancer and normal conditions for cancer classification, and further extended the dependence model to dependence networks [22, 23]. Wei and Li introduced a Markov random field model for network-based analysis of genomic data that utilizes the known pathway structures to identify differentially expressed genes and sub-networks [24, 25].

In this chapter, we discuss differential dependency network (DDN) analysis as a new method to model and detect the statistically significant topological changes in transcriptional networks between two conditions. This discussion is based on the work proposed in [26]. We use local dependency models to characterize the dependencies of genes in the network and extract and represent local network substructures. Local dependency models decompose the entire network into a series of local networks, which serve as the basic network elements for subsequent statistical testing. Local dependency models select the number of dependent variables automatically by the Lasso method [27], and thereby learn the local network structures. Subsequently, we perform permutation tests on the local dependency models under two conditions and assign the \( p \)-values to the local structures. It may seem straightforward to construct an entire network under each condition and compare the differences between the two networks [21, 23]. However, in realistic applications this approach runs into the difficulty that the network structure learning can be inconsistent with a limited number of data samples.

When applied to the very high dimensional data produced by gene expression microarrays, the properties of the data impose additional constraints and complications [1]. The detection procedure proposed here assures the statistical significance of the detected network topological changes by performing a permutation test on individual local structures. We also pinpoint “hot spots” in the network where the genes exhibit network topological changes between two
conditions above a given significance level. Lastly, we extract and visualize the DDN, i.e., the sub-networks exhibiting the most significant topological changes. We demonstrate the usefulness of the proposed method on both simulated and real microarray data. Tested on a simulation dataset, the proposed algorithm accurately captured the genes with network topological changes. When applied to the estrogen-dependent T-47D estrogen receptor-positive (ER+) breast cancer cell line dataset and normal adult rat mammary glands exposed to excess E2 in utero dataset, the DDN analysis obtained biological meaningful and promising results.

2.2 Preliminaries

2.2.1 Probabilistic Graphical Models and Dependency Networks

The probabilistic graphical models are diagrammatic representations of probability distributions of a set of random variables. In a probabilistic graphical model, each node represents a random variable (or a group of random variables), and edges (either directed or undirected) express dependent relationships between these variables [28].

Probabilistic graphical models have been widely used to represent biological networks. Because microarray data are very noisy, the probabilistic nature of graphical models can capture the noise in the data and intrinsic uncertainties in the models. Further, the diagrammatic representations of graphical models naturally visualize the relationships of genes, which can facilitate new insights and motivate new biological hypotheses. Typical examples of probabilistic graphical models are Bayesian networks, Markov networks, linear Gaussian networks, and dependency networks [28, 29].

Dependency networks were first proposed to encode and learn probabilistic relationships by Heckerman [30]. Unlike Bayesian networks, the graph of a dependency network can be cyclic.
Dependency networks are considerably easier to learn from data. More specifically, given a set of random variables $X = \{X_1, X_2, \cdots, X_M\}$, a dependency network for $X$ is modeled by a set of local conditional probability distributions, one for each node given its parents, denoted as $Z_i$, which satisfies

$$P(X_i|Z_i) = P(X_i|X_{-i}),$$

(2.1)

where $X_{-i} = \{X_1, X_2, \cdots, X_{i-1}, X_{i+1}, \cdots, X_M\}$ and $Z_i \subset X_{-i}$. $P(X_i|Z_i)$ also represents the local structure of node $X_i$, i.e. the relationship of node $X_i$ and its parents $Z_i$ on the graph. Dependency networks are constructed by learning each conditional probability distribution independently, resulting in significant efficiency gains when compared with Bayesian network approach.

### 2.2.2 Graph Structure Learning and $\ell_1$-regularization

Efficiently learning the structure of graph models is often very challenging in general. It has been proved that learning the structure of a Bayesian network is a NP-hard problem [31]. In gene regulatory network modeling, the network structure is of great interest, but learning the network structure is especially difficult in this case because the samples are usually very limited and the random variables, e.g. genes and proteins, are numerous.

Recently, $\ell_1$-regularization has drawn great interest in statistics and machine learning community [27, 32–36]. Penalty or constraint on $\ell_1$-norm of the regression coefficients has two very useful properties: sparsity and convexity. $\ell_1$-norm constraint tends to make some coefficients exactly zeros, leading to a parsimonious solution, which naturally performs variable selection or sparse linear model estimation. Further, convex nature of $\ell_1$-norm constraint makes the problem computationally tractable, which can be solved readily by many existing convex optimization methods [37].

Lasso is a linear regression minimizing squared error loss with $\ell_1$-norm constraint, proposed
by Tibshirani [27]. The theoretical analysis of Lasso shows that sparsity pattern of the Lasso estimator is asymptotically identical to the true sparsity pattern under certain conditions [35]. On the algorithmic side, a very efficient algorithm, least angle regression (LARS), was proposed and can be modified to solve Lasso problems. LARS has very nice geometric interpretation and also gives the whole solution path with the same computational complexity as ordinary least squares, which makes it computationally appealing.

The idea of $\ell_1$-regularization has also been applied to graph structure learning. For instance, $\ell_1$-regularization was used to learn the structures of linear Gaussian networks [33], Markov networks [38], and directed acyclic graphs [34].

2.3 Method

2.3.1 Local Dependency Model in DDN

Inspired by the formulation of dependency networks, we propose a local dependency model to describe the dependencies of genes in a transcriptional network. Unlike a conventional dependency network approach, where there is only one conditional probability distribution for each node given its parents, our local dependency model allows more than one conditional probability distributions for each node. Mathematically, suppose there are $M$ genes in the network of interest, and the dependencies of gene $i$ on other genes are formulated by a set of conditional probabilities,

$$
\mathbb{P}_i = \{P(X_i|Z_{i,1}, Z_{i,2}, \ldots, Z_{i,s_i})\}, \ i = 1, 2, \ldots, M,
$$

(2.2)

where $Z_{i,1}, Z_{i,2}, \ldots, Z_{i,s_i}$ are some subsets of $X_{-i}$ and $s_i$ is the number of conditional probabilities for random variable $X_i$. We use $X_i$ to refer both to the expressions of gene $i$ and to its corresponding node on the graph. This modification is primarily based on the following
considerations. First, our goal is not to construct the entire network that represents the full joint distribution of all variables, rather we wish to model the local structures for further statistical testing. Second, many genes are highly correlated and the data points are very limited when extracting most biological networks. Through our experiments, we found that the conventional approach misses some meaningful dependency connections in data-sparse situations. For example, regulator genes R1 and R2 have the same target gene A, and the expression patterns of R1, R2 and A are highly correlated. When the data points are few, the standard approach may only select one of the dependencies, for instance, gene A on gene R1, even though the dependency of gene A on gene R2 is only slightly less significant than the dependency of gene A on gene R1. However, the dependencies of gene A on genes R1 and R2 are both important, and we want to keep the rich structural information for later step to assess the topological changes. Therefore, to retain more meaningful local structure information, instead of selecting the best local structure, we select a set of sufficiently good local structures for further statistical testing. We achieve this goal by allowing each node to be modeled by more than one conditional probability distribution.

2.3.2 Local Structure Learning

Now the question is how to learn the local dependency models for DDN. We consider a linear regression model in which the variable $X_i$ is predicted by a linear function of $Z_i$

$$X_i = \beta^T Z_i + \epsilon_i,$$  \hspace{1cm} (2.3)

where $Z \in \{Z_{i,1}, Z_{i,2}, \cdots, Z_{i,s_i}\}$ is a column vector of random variables, $\beta$ is a column vector of unknown parameters, $T$ presents matrix transposition. The random error $\epsilon_i$ is independent of $Z_i$ and is assumed to have normal distribution $N(0, \sigma_i^2)$. The local conditional probability is therefore

$$P(X_i|Z_i) = N(\beta^T Z_i, \sigma_i^2).$$  \hspace{1cm} (2.4)
Learning the structure of the local dependency model requires the selection of a \( Z_i \) that shows good predictability of \( X_i \). Given a predefined maximum size of \( Z_i, K \), we examine all \( C_{M-1}^K \) combinations of the elements in \( X_{-i} \) with size \( K \). \( K \) can be empirically set to a positive integer between 1 and \( M - 1 \). When \( K = 1 \), the proposed local dependency model only considers pairwise relationships. When \( K = M - 1 \), the proposed local dependency model is equivalent to standard dependency networks.

Suppose one \( K \)-combination of \( X_{-i} \) is \( \{X_{k_1}, X_{k_2}, \ldots, X_{k_K}\} \), where \( k_1, \ldots, k_K \in \{1, 2, \ldots, i-1, i+1, \ldots, M\} \), and there are \( N \) expression samples. Lower case letter \( x_i(j) \) denotes the \( j \)-th sample value taken by the variable \( X_j \), \( j = 1, 2, \ldots, N \). We perform a \( \ell_1 \) constrained regression of \( X_i \) on \( Z_i = \{X_{k_1}, X_{k_2}, \ldots, X_{k_K}\} \)

\[
\hat{\beta}_{\text{Lasso}} = \arg\min \left\{ \sum_{j=1}^{N} (x_i(j) - \sum_{l=1}^{K} \beta_l x_{k_l}(j))^2 \right\}, \text{ s.t. } \sum_{l=1}^{K} |\beta_l| \leq t. \tag{2.5}
\]

The above equation is known as the Lasso estimator, which minimizes \( \ell_2 \) norm loss with constraint on the \( \ell_1 \) norm of \( \beta \). The nature of \( \ell_1 \) constraint tends to make some coefficients in \( \hat{\beta}_{\text{Lasso}} \) exactly zero, and hence it automatically selects a subset of features and leads to a simpler model that avoids overfitting the data, and therefore usually has better generalization performance. The parameter \( t \leq 0 \) controls the amount of shrinkage that is applied to the estimates. In our software implementation, parameter \( t \) is determined by 5-fold cross-validation. Solving the Lasso estimation is a convex optimization problem, and can be solved very efficiently. We adopt LARS method to solve this problem. The detailed procedure of LARS can be found in [32].

We also use a prescreening strategy to reduce the computational burden. We first regress \( X_i \) on \( Z_i = \{X_{k_1}, X_{k_2}, \ldots, X_{k_K}\} \), using the ordinary least square method

\[
\hat{\beta}_{\text{OLS}} = \arg\min \left\{ \sum_{j=1}^{N} \left( x_i(j) - \sum_{l=1}^{K} \beta_l x_{k_l}(j) \right)^2 \right\}. \tag{2.6}
\]
If the corresponding mean square error (MSE) is above a predetermined threshold $T$, which means $X_i$ cannot be accurately predicted by the subset $\{X_{k_1}, X_{k_2}, \ldots, X_{k_K}\}$, then subset $\{X_{k_1}, X_{k_2}, \ldots, X_{k_K}\}$ will be discarded. If the MSE is below $T$, we will then perform the $\ell_1$ constrained regression of $X_i$.

We perform the above prescreening and the local structure learning with the Lasso on each of $K$-combinations of $X_{-i}$, and obtain predictor sets $Z_{i,1}, Z_{i,2}, \ldots, Z_{i,s_i}$ and the conditional probability distributions $P_{i} = \{P(X_i|Z_{i,1}), P(X_i|Z_{i,2}), \ldots, P(X_i|Z_{i,s_i})\}$ for node $X_i$.

To measure how well variables $Z_i$ can predict $X_i$, or how well the local dependency model fits gene expression microarray data, we further introduce the definition of coefficient of determination (COD)

$$COD = \frac{\text{var}[X_i] - \text{var}[X_i - f_{X_i|Z_i}(Z_i)]}{\text{var}[X_i]},$$

(2.7)

where $\text{var}[\cdot]$ is the variance of the random variable and $f_{X_i|Z_i}(\cdot)$ is the best function in a given function class that minimizes the residual variance. COD has been successfully used in non-linear signal processing and probabilistic Boolean network inference [15,39]. Here we only use linear functions, and $\text{var}[X_i - f_{X_i|Z_i}(Z_i)]$ is an estimate of $\sigma_i^2$.

Here we use a simple example to illustrate how to use the structural learning procedure described above to obtain $P_i = \{P(X_i|Z_{i,1}), P(X_i|Z_{i,2}), \ldots, P(X_i|Z_{i,s_i})\}$ for node $X_i$. Suppose the node under examination is $X_1$, and the predefined maximum size of $Z_i$ is $K = 2$. We examine all $C_{M-1}^2$ combinations of the elements in $X_{-1}$: $\{X_2, X_3\}, \{X_2, X_4\}, \ldots, \{X_2, X_{M-1}\}, \ldots, \{X_{M-3}, X_{M-2}\}, \{X_{M-3}, X_{M-1}\}, \{X_{M-2}, X_{M-1}\}$. In the prescreening step, we use ordinary least square regression to regress $X_1$ on each of these $C_{M-1}^2$ combinations, and calculate the MSE for each regression model. For the simplicity of discussion, suppose the true connection is between $X_1$ and $X_2$, and $X_3, \ldots, X_{M-1}$ are independent with $X_1$. Then after this prescreening step, only $\{X_2, X_3\}, \{X_2, X_4\}, \ldots, \{X_2, X_{M-1}\}$ are retained (since $X_3, \ldots, X_{M-1}$ do not have any information at all to predict $X_1$). Subsequently, we apply Lasso
regression to regress $X_1$ to each of the remaining $\{X_2, X_3\}$, $\{X_2, X_4\}$, ..., $\{X_2, X_{M-1}\}$. As we mentioned earlier, the $\ell_1$ constraint in Lasso has the sparse property and selects the true predictors, and for each of these sets, only $X_2$ will have non-zero coefficients, the coefficients for $X_3$, $X_4$, ..., $X_{M-1}$ will be zero. Then the identified substructure in this simple example is $P_1 = \{ P(X_1|X_2) \}$.

2.3.3 Detection of Statistically Significant Topological Changes

To detect the statistically significant network topological changes between two experimental conditions, we assume there are $M$ genes in the network of interest, and $N_1$ samples from condition 1 and $N_2$ samples from condition 2. We further denote the datasets from two conditions by $D^{(m)} = [x^{(m)}(1), x^{(m)}(2), \cdots, x^{(m)}(N_m)]$, where superscript $(m)$ indicates condition $m$, $m = 1, 2$. The bold face lower case letter $x^{(m)}(j)$ denotes the column vector $[x_1^{(m)}(j), x_2^{(m)}(j), \cdots, x_M^{(m)}(j)]^T$, where lower case letter $x_i^{(m)}(j)$ denotes the $j$-th sample value taken by variable $X_i$ under condition $m$, and the superscript $T$ denotes matrix transpose.

By applying the learning procedure to datasets $D^{(1)}$ and $D^{(2)}$, respectively, we obtain $P_i^{(1)} = \{ P(X_i|Z_{i,1}^{(1)}), P(X_i|Z_{i,2}^{(1)}), \cdots, P(X_i|Z_{i,s_i^{(1)}}^{(1)}) \}$ under condition 1 and $P_i^{(2)} = \{ P(X_i|Z_{i,1}^{(2)}), P(X_i|Z_{i,2}^{(2)}), \cdots, P(X_i|Z_{i,s_i^{(2)}}^{(2)}) \}$ under condition 2 for each node $i$, $i = 1, 2, \ldots, M$. Then we take the union of the local structures learned under two conditions

$$P_i = P_i^{(1)} \cup P_i^{(2)}, \quad i = 1, 2, \ldots, M,$$ (2.8)

for further statistical testing.

Continuing the simple example in the previous sub-section, we now illustrate how to generate the set $P_i$ for statistical testing. We first apply the structural learning procedure to data under condition 1, and obtain $P_1^{(1)} = \{ P(X_1|X_2) \}$ as demonstrated earlier. Then we apply the same structural learning procedure to data under condition 2. Suppose under condition
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new dependence patterns (local structures) emerge: the connection between $X_1$ and $X_2$ remains the same, and two new connections $X_1 - X_3$ and $X_1 - X_4$ appear. Then $P_{1}^{(2)}$ could take the form (one of the possible forms) $P_{1}^{(2)} = \{P(X_1|X_2), P(X_1|X_3, X_4)\}$. Hence, the set of local structures for testing is $P_{1}^{(1)} \cup P_{1}^{(2)} = \{P(X_1|X_2), P(X_1|X_3, X_4)\}$. Then we want to assess how significant $P(X_1|X_2)$ and $P(X_1|X_3, X_4)$ are different between two conditions. In other words, what is the statistical significance that the connections $X_1 - X_2$, $X_1 - X_3$ and $X_1 - X_4$ are different given the data under these two conditions.

For each conditional probability distribution in $P_i$, $i = 1, 2, \ldots, M$, for instance, $P(X_i|Z_i) \in P$, we perform a permutation test to assess how significantly it is different between two conditions. Given samples $\{[x_i^{(1)}(j^{(1)}), z_i^{(1)}(j^{(1)})]^T, j^{(1)} = 1, 2, \ldots, N_1\}$ under the first condition and $\{[x_i^{(2)}(j^{(2)}), z_i^{(2)}(j^{(2)})]^T, j^{(2)} = 1, 2, \ldots, N_2\}$ under the second condition, we calculate $COD^{(1)}$ and $COD^{(2)}$, using Equation (2.7). A test statistic $\hat{\theta}$ is defined by the absolute difference of the coefficients of determination under two conditions

$$\hat{\theta} = |COD^{(1)} - COD^{(2)}|.$$  \hfill (2.9)

We want to test the null hypothesis, $H_0$, of no difference between $P^{(1)}(X_i|Z_i)$ and $P^{(2)}(X_i|Z_i)$. We first combine $\{[x_i^{(1)}(j^{(1)}), z_i^{(1)}(j^{(1)})]^T, j^{(1)} = 1, 2, \ldots, N_1\}$ and $\{[x_i^{(2)}(j^{(2)}), z_i^{(2)}(j^{(2)})]^T, j^{(2)} = 1, 2, \ldots, N_2\}$, and then randomly permute samples from two conditions and divide the data into two sets of $N_1$ and $N_2$ samples, respectively. We perform the above procedure $B$ times, where $B$ is set to 5000 in our software implementation, and calculate $\hat{\theta}_b^*$, $b = 1, 2, \ldots, B$ according to Equation (2.9). An estimate of the achieved significance level (ASL) of the test is

$$ASL = \frac{\sum_{b=1}^{B} 1_{\{\hat{\theta}_b^* \geq \hat{\theta}\}}}{B},$$  \hfill (2.10)

where the random variable $\hat{\theta}_b^*$ is generated by permutation and $1_{\{\hat{\theta}_b^* \geq \hat{\theta}\}}$ denotes the indicator function, which takes 1 when $\hat{\theta}_b^* \geq \hat{\theta}$ and 0 otherwise. The smaller the value of $ASL$, the stronger the evidence against $H_0$ is. Equation (2.10) also is an estimate of the $p$-value. The
detailed permutation procedure is described in [40]. This detection procedure is performed on every local structure in $P_i$, $i = 1, 2, \cdots, M$, and each local structure is assigned a $p$-value.

2.3.4 Identification of “Hot Spots” in the Network and Extraction of the DDN

Given a user defined $p$-value cutoff, we obtain a set of statistically significant differential local structures. The nodes in these differential local structures are identified as “hot spots” in the network, which are the genes undergoing topological changes defined by a specified significance level. These genes may correspond to the genes in disease- or process-related pathways.

DDN is the focused sub-network that exhibits the topological changes. We consider a connection to exist from each element in $Z_i$ to $X_i$ under one specific condition if the variance of $P(X_i|Z_i)$ is below the user-defined threshold $T$ for that condition (see Section 2.5.1 for discussions on the selection of $T$). We use different colors to represent connections appearing under different conditions. DDN provides a way to visualize the topological changes, and when applied to disease studies, DDN extracts and focuses on the disease-related pathways that may contribute to the understanding of the mechanism of the disease.

We summarize the algorithm of differential dependency network analysis in a flowchart, as illustrated in Figure 2.1.

2.4 Software Development

DDN (Differential Dependency Network) is a caBIG® (cancer Biomedical Informatics Grid) analytical tool for detecting and visualizing statistically significant topological changes in
transcriptional networks representing two biological conditions. Developed under caBIG®’s In Silico Research Centers of Excellence (ISRCE) Program, DDN enables differential network analysis and provides an alternative way for defining network biomarkers predictive of phenotypes. DDN also serves as a useful systems biology tool for users across biomedical research communities to infer how genetic, epigenetic or environment variables may affect biological networks and clinical phenotypes. Besides the standalone Java application, we have also
developed a Cytoscape plug-in, CytoDDN, to integrate network analysis and visualization seamlessly.

### 2.4.1 DDN: A caBIG® Standalone Java Package

caBIG® (cancer Biomedical Informatics Grid®) initiative was launched by the National Cancer Institute as a 21st century information system to transform the way scientists and physicians do cancer research. caBIG® is an open source network that enables members of the cancer community researchers, physicians, and patients to share data and knowledge.

As a caBIG® analysis tool, we developed the DDN software under compatibility requirements. The package contains 4 major components: C shared library created by Matlab compiler; Java Driver with GUI; C Driver and Matlab compiled JNI (Java Native Interface) shared library depended on C shared library.

Figure 2.2 is a screen shot of the graphical user interface of DDN Java package. The GUI prompts users to input the gene expression data of the two comparing conditions and the corresponding list of genes. In the parameter settings, users can define the highest order of the network (Max_K).

### 2.4.2 CytoDDN: A Cytoscape Plug-in

Cytoscape is an open source bioinformatics software platform, first launched in 2002 [41], for visualizing molecular interaction networks and biological pathways and integrating these networks with annotations, gene expression profiles and other state data. The platform has already become a widely-adopted tool in the bioinformatics community.

Cytoscape includes a flexible plug-in architecture that enables developers to add extra functionality beyond that provided in the core. We developed the CytoDDN plug-in using Java
CytoDDN focuses on small-to-moderate scale problems that can be calculated in several seconds. Therefore, we set $K = 1$ in CytoDDN for fast processing. For higher order network detection, a longer computation time is expected and the standalone package is recommended.

The CytoDDN plug-in is platform independent and easy to install by placing the jar file in fold “plugins” under the installation directory of Cytoscape. After installation, the “DDN” menu will show up in the “Plugins” drop down menu. Figure 2.3 is a screen shot of CytoDDN. Clicking on the DDN menu will invoke the plug-in and create the CytoDDN window, where the program prompts the user to select the files containing gene expression data and related gene list. Values in the input boxes are: default $p$-value cutoff, threshold, and number of permutations; these can be changed when necessary. The “Perform DDN analysis” button
Figure 2.3: A screen shot of CytoDDN.
starts the analysis, after which the DDN will be visualized in Cytoscape, as shown in Figure 2.4.

With the DDN solution visualized in Cytoscape, users can further adjust the layout of the network and export the information for other analysis.

2.5 Experiments and Results

2.5.1 A Simulation Experiment

We first use a simulation experiment to illustrate the concept of differential dependency network and analyze the DDN algorithm using the known ground truth.
Experiment Data

We used the software SynTReN [42] to generate one simulation dataset of a sub-network drawn from an existing signaling network in *Saccharomyces cerevisiae*. Then we changed part of network topology and used SynTReN to generate another dataset according to this modified network. SynTReN is a network generator that creates synthetic transcriptional regulatory networks and produces simulated gene expression data that approximates experimental data. Network topologies are generated by selecting subnetworks from previously described regulatory networks. Interaction kinetics are modeled by equations based on Michaelis-Menten and Hill kinetics.

The network topology under two conditions is shown in Figure 2.5. The network contains 20 nodes that represent 20 genes. The black lines indicate the regulatory relationships that exist under both conditions. The red and green lines are the regulatory relationships that only exist under conditions 1 and 2, respectively. The sub-network comprised of nodes MBP1, SWI6, CLB5, CLB6, PHO2, FLO1, FLO10 and TRP4 and green and red lines is the DDN that our algorithm tries to identify from expression data.

Application of DDN Analysis

The parameters for our algorithm are: threshold $T$ is 0.25, $p$-value cutoff is 0.01 and the maximum size of $Z_i$, $K$, is 2. Figure 2.6 shows the DDN between the two conditions extracted by the proposed algorithm. The DDN shows network topological changes and the genes involved therein. The red lines in Figure 2.6 represent the connections that exist only under condition 1, and the green lines represent the connections that exist only under condition 2. Compared with the known network topology shown in Figure 2.5, the proposed algorithm correctly identified and extracted all the nodes with topology changes and 9 of 10 differential connections, with only the connection between PHO2 and TRP4 under condition 1 falsely
Figure 2.5: The network topology under two conditions in the simulation study. Nodes in the network represent genes. Lines in the network indicate regulatory relationships between genes. The black lines are the regulatory relationships that exist under both conditions. The red and green lines represent the regulatory relationships that exist only under condition 1 and under condition 2, respectively. The differential dependency network between the two conditions is the sub-network comprised of nodes MBP1-SWI6, CLB5, CLB6, PHO2, FLO1, FLO10 and TRP4 and green and red lines.

missed, and the connection between PHO2 and SWI4 under condition 1 and the connection between MBP1-SWI6 and SWI4 under condition 2 falsely detected. Moreover, our algorithm picked up all genes involved in topological changes, including some genes that did not show a significant difference in fold-change or t-tests, such as CLB6, FLO1 and MBP1-SWI6. This indicates that our algorithm can successfully detect these interesting genes using their topological information, even though the means of their expressions did not change substantially
between the two conditions. Therefore, this method is able to identify biomarkers that cannot be picked up by traditional gene ranking methods, providing a complimentary approach for biomarker identification problem.

Figure 2.6: The differential dependency network extracted by the proposed algorithm in the simulation study. The red lines represent the connections (dependencies) that only exist under condition 1, and the green lines represent the connections (dependencies) that only exist under condition 2. The proposed differential dependency network analysis successfully detected 9 of 10 connections that are different between two conditions and all the genes involved in the network topology changes. The connections between PHO2 and SWI4 under condition 1 (red) and between MBP_SWI6 and SWI4 under condition 2 (green) were falsely detected and the connection between PHO2 and TRP4 under condition 1 (red) was falsely missed.
Algorithm Analysis

To investigate the effects of threshold $T$ on the results of the proposed algorithm, we performed the DDN analysis on the simulation data given different thresholds. In this simulation experiment, we know the ground truth, *e.g.* the underlying network topology and how the network topology changes between two conditions. We can demonstrate the effectiveness of this method by showing the precision-recall curves of the DDN analysis (Figure 2.7 and Figure 2.8) [43]. In Figure 2.7, the precision and recall were calculated to assess the detection of the changes of gene-gene connections. In Figure 2.8, the precision and recall were calculated to assess the detection of the “hot spots”, *e.g.* genes involved in topological changes. $T=0.25$ was used in the simulation experiment in this section. From Figure 2.7 and Figure 2.8 we can see that the DDN analysis can successfully retrieve most of the changes in the network between two conditions, while keeping the precision relatively high.

Another parameter in the DDN algorithm is the $p$-value cutoff. The local structures with $p$-values smaller than the user-defined $p$-value cutoff (0.01 in this experiment) are called significant. A natural question is how many of the detected significant local structures are falsely discovered, in other words, are truly null features. To explore this question, we first need to distinguish two related but distinct concepts: false positive rate and false discovery rate (FDR). The false positive rate is the rate that truly null features are called significant, while the false discovery rate is the rate that significant features are truly null [44]. The $p$-value is a measure of significance in terms of the false positive rate; the $q$-value is a measure of the FDR. We adopted the $q$-value estimation algorithm detailed in [44], to estimate the number of false discoveries in the DDN results. At the given $p$-value cutoff in this experiment, the estimated number of false discovery is 1.
Figure 2.7: Precision-recall curve of DDN analysis. The precision and recall were calculated based on the detected changes in gene-gene connections between two conditions.

### 2.5.2 Breast Cancer Dataset Analysis

**Experiment Background and Data**

We further applied our method to the dataset from an estrogen receptor-positive (ER+) breast cancer cell study by Lin et al. [45]. In this dataset, the estrogen-dependent T-47D ER+ breast cancer cell line was treated with 17β-estradiol (E2) and with E2 in combination with the pure anti-estrogen ICI 182,780 (ICI, Faslodex, Fulvestrant). Samples were then harvested on an hourly basis for the first 8 hours (0-8 hours) and bi-hourly for the next 16 hours (10-24 hours) for a total of 16 time points under each condition. Experiments were performed on microarrays generated by spotting the Compugen 19 K human oligo library,
Figure 2.8: Precision-recall curve of DDN analysis. The precision and recall were calculated based on the detected hot-spots under two conditions.

made by Sigma-Genosys, on poly-L-lysine-coated glass slides. In this study, we are interested in the cellular response to the drug ICI, which inhibits E2 signaling through the ER [46].

Application of DDN Analysis

We first selected 55 genes that are reported in the literature to be relevant to breast cancer and responsiveness to ICI, for example [47–49]. We then applied our differential dependency network analysis to the data under two conditions (E2 vs. E2+ICI). The parameters in our algorithm are: threshold $T$ is 0.25, $p$-value cutoff is 0.01, and $K$ is 2.

The differential dependency network under these two conditions is shown in Figure 2.9.
Figure 2.9: Differential dependency network between breast cancer cell line treated with E2 and cell line treated with E2+ICI. The red lines represent the connections that exist only in breast cancer cell line treated with E2, and the green lines represent the connections that exist only in breast cancer cell line treated with E2+ICI.

In Figure 2.9, there are 18 red connections in the differential dependency network, which implies that these connections exist only under E2 condition and disappear after the addition of ICI. Since ICI 182,780 is an estrogen receptor antagonist, which works both by down-regulating and by degrading the estrogen receptor alpha (ER-alpha), it is plausible that these connections disappear because ICI is blocking or inactivating their connections. For example, as a transcription factor, XBP1 can directly regulate gene expression through binding to its response element [50], or it can act as a co-regulator of other transcription factors, most notably ER-alpha, to enhance their transcriptional activity [51,52]. Because BCL2 contains response elements for both ER-alpha and XBP1 [53,54], the connection between XBP1 and BCL2 in the differential dependency network may either be direct or involve ERalpha as a latent variable, or intervening gene. In direct support of this predicted edge, we have shown that constitutive over-expression of XBP1 in a different breast cancer cell line (MCF-7) led
to significantly increased mRNA and protein expression of both ERalpha and BCL2 and functionally conferred antiestrogen resistance and estrogen-independence [53,54].

Novel relationships between these genes identified by our differential dependency network analysis will also serve as useful guidance for future studies. For example, BCAR3 is a well-established effector of cell motility, estrogen independence, and antiestrogen resistance in ER+ breast cancer cell lines [55–58]. Expression of NFKB2 and its activator BCL3 are also associated with estrogen independence in breast cancer cell lines [59], and these nuclear factor κB subunits appear to be selectively activated in clinical breast cancer [60]. However, there is no experimental evidence linking BCAR3 with NFKB2, so the suggestion that these two genes exhibit differential dependence under E2-treated conditions (Figure 2.9) provides a starting point for biological studies of their relationship.

Additional relationships that may be completely new to breast cancer are also identified by this method. For example, MAPK8 (also known as JNK1) has been shown to be activated by BIRC1 (also known as NAIP) during its inhibition of caspase-mediated cell death [61]. In chronic fatigue syndrome, growth factor receptor signaling can activate MAPK4, which via Ras and/or PI3K can subsequently increase AKT1 activity [62]. And finally, in B cells from patients with chronic lymphocytic leukemia NFKB1 (p50) homodimers are able to stimulate transcription from the BCL2 promoter through binding to another member of the BCL family (BCL3) [63].
2.5.3 *In utero* Excess E2 Exposed Adult Mammary Glands Analysis

**Experiment Background and Data**

The level of estrogenicity of the *in utero* environment significantly affects the developmental programming of the mammary gland and its susceptibility to tumorigenesis later in life. An elevated in utero estrogenic environment may increase later susceptibility to develop breast cancer. The key transcription factors and signaling that mediates the effects of *in utero* estrogenic environment on later estrogen sensitivity and breast cancer risk are unknown. Transcriptome analysis of mRNA from normal adult rat mammary glands exposed to excess E2 *in utero* and vehicle controls may help to shed light on the important genes and pathways. In this gene expression dataset, there are five samples of normal adult rat mammary glands exposed to excess E2 *in utero* and five samples of vehicle controls.

**Application of DDN Analysis**

We applied our DDN analysis to this dataset. The parameters in our algorithm are: threshold \( T \) is 0.4, \( p \)-value cutoff is 0.05, and \( K \) is 1. The differential dependency network of control group vs. excess E2 *in utero* group is shown in Figure 2.10. Since the exposure was *in utero*, but the differential transcriptome analysis done in adulthood, the altered expression of these genes over time could be, at least in part, a consequence of transcriptional programming regulated by promoter methylation status. Many of these genes are known to be regulated by promoter methylation, *e.g.*, ER [64,65], BCL2 [65,66], LEP (leptin) [67], and EGR1 [68]. AKT1 can regulate methylation patterns in some promoters, which may explain the nature of the AKT1-EGR1 edge present only in the control mammary glands, providing a testable hypothesis [69].
Figure 2.10: Differential dependency network between control group and excess E2 \textit{in utero} group. The red lines represent the connections that exist only in control group, and the green lines represent the connections that exist only in excess E2 \textit{in utero} group.

### 2.5.4 A Case Study on Juvenile Dermatomyositis

**Experiment Background and Data**

Identifying the transcriptional network differences between normal muscle and muscular dystrophy is of great interest. We performed DDN analysis between normal human muscle (NHM) samples and juvenile dermatomyositis (JDM) samples using an in-house data set. We selected 49 genes that have been previously reported in literature to be related to myogenesis [70–72].
Figure 2.11: Differential dependency network between NHM and JDM, green edges are connections that only exist in JDM, red edges are connections that only exist in NHM. The layout of the network is arranged according to their cellular components in the gene ontology. Parameters: $K = 1, T = 0.5, p = 0.05$.

Application of DDN Analysis

DDN between NHM and JDM detects the transcriptional network changes in normal muscle cells and juvenile dermatomyositis samples, as shown in Figure 2.11.

Compared with NHM, significant increase in gene activities is detected in JDM. In Figure 2.11, we can see that 25 genes are extracted out of 49 genes and most connections are green. Thus, when compared with normal muscle, these gene interactions appear in the dermatomyositis samples. This observation may be due to the reasons that JDM is an autoimmune disease that is expected to exhibit higher level of immune response, and in damaged muscle cells myogenesis is subsequently initiated in an attempt to repair the damage muscle cells and restore normal muscle functions. Therefore, compared with normal muscle cells, higher molecular activities and more gene interactions/cooperation in immune response and
myogenesisis are observed.

From annotations of these 25 genes, we see that the identified genes are all closely related to muscle generation, growth and transcription. Hence, in damaged muscle cells, muscle cell renewal process may be triggered and muscle generation and growth activities could be higher than normal, explaining why more muscle growth related gene connections are detected in JDM samples.

2.6 Conclusions and Discussions

In this chapter, we discuss a systematic approach to detect the statistically significant changes in transcriptional networks between two different experimental conditions. We tested our algorithm on simulation data and two real datasets. From the simulation study, we see that the proposed algorithm can efficiently and accurately capture the topological changes. This approach utilizes the network structure information and provides an alternative way for biomarker identification.

The high level of correlation among genes is a common feature of microarray data. Therefore, we propose a local dependency model that allows multiple predictor sets for each node. Accordingly, a local structure learning algorithm is also represented. Lasso is used to select features for the predictor sets [27], an approach that has been successfully applied to variable selection and graph structure learning [33]. In the linear Gaussian case, under certain conditions it is proved that the probability of estimating the correct neighborhood converges exponentially to 1. Consequently, it is possible to obtain a consistent estimation of the full edge set [33]. In microarray data, the so-called irrepresentable condition [35] or the neighborhood stability assumption [33] can easily be violated in the presence of highly correlated genes [1]. Some modified algorithms have been proposed to deal with the highly
correlated cases, for example, elastic net [36] and network-constrained regularization [24], both of which tend to group highly correlated predictors in the regression process. However, neither of these two approaches are suitable for our problem because the grouping of highly correlated variables can be different under two conditions and this makes the later statistical testing problematic. The local structure learning algorithm proposed here attempts to alleviate the effects of highly correlated data and to preserve local structure information for further statistical testing.

Some issues are worth further exploration. Currently, only linear relationships are considered. As shown in [17] (Equations (7) and (8)), the relationship between transcription factor activities and gene expression levels can be approximated by a log-linear model. Further, from a biochemistry perspective, transcription factors regulate promoter activity through binding to the promoter region, which is modeled by the Hill equation (Supplementary Equation (E1) in [17]). The mRNA level in the cell is a balance between the rate of mRNA synthesis (promoter activity) and the rate of mRNA degradation. It was argued that on time scales > 10 min, the mRNA levels reach a quasi-steady state, and the relationship between transcription factor activities and gene expression can be approximated by a log-linear model (Supplementary Equations (E2), (E3), and (E5) in [17]). Taking logarithm of the raw intensity data is a common step in the pre-processing of the gene expression microarray data and we applied the log-transform to the raw intensity data in previous experiments in this chapter. Therefore, such understanding serves as a motivation of applying linear regression models for characterizing the relationships in the transcriptional networks. Moreover, when applying to real biological experiment data, we often have limited samples (usually tens of samples under each condition). Therefore it is quite challenging to learn nonlinear models from so few samples without overfitting the data.

The advances in system identification methods are very encouraging, but it is difficult to apply these new methods directly to the experiment settings we discussed in this chapter,
because most of these methods deal with dynamic systems, while the biological data we try to model here are not time-course data, often independent samples from two different groups (e.g. drug treated group v.s. control group). On the other hand, as the cost of the gene expression microarrays decreases and more and more time course biological data become available, it will be of great scientific significance to more accurately model the nonlinear interactions in the biological networks and apply state-of-the-art system identification methods to model gene-gene interactions along the time course. How such nonlinear, dynamic systems can be modeled efficiently and correctly remains an open problem.

Another limitation of this approach is that the current dependency model cannot handle self-loops in the networks. Since self-feedback loops are not rare in transcriptional networks, it will be very interesting to detect and model this type of connections using computational approaches.

In summary, DDN analysis presents a new approach to extract knowledge of a biological network by emphasizing the dynamic nature of cellular networks and utilizing a network’s structural information. It also provides an alternative and promising approach to identify possible biomarkers and drug targets.
Chapter 3

Learning Structural Changes of Gaussian Graphical Models between Two Conditions

3.1 Introduction

Controlled experiments are very common yet effective tools in scientific research. For example, in the studies of disease or drug effectiveness using case-control experiments, the changes of the conditional dependence between measurement variables are often reflected in the structural changes in the corresponding graphical models that can reveal crucial information about how the systems responds to external stimuli or adapts to changed conditions. The ability to detect and extract the structural changes from data can facilitate the generation of new insights and new hypotheses for further studies.

Consider the example of gene regulatory networks in systems biology. Gene regulatory networks are context-specific and dynamic in nature, that is, under different conditions, different
regulatory components and mechanisms are activated and accordingly the topology of the underlying gene regulatory network changes [26]. For example, in response to diverse conditions in the yeast, transcription factors alter their interactions and rewire the signaling networks [3]. Such changes in network structures provide great insights into the underlying biology of how the organism responds to outside stimuli. In disease studies, it is important to examine the topological changes in transcriptional networks between disease and normal conditions where a deviation from normal regulatory network topology may reveal the mechanism of pathogenesis, and the genes that undergo the most network topological changes may serve as potential biomarkers or drug targets.

Similar phenomena also appear in other areas. For instance, in web search or collaborative filtering, useful information can be acquired by observing how certain events (e.g., launch of an advertisement campaign) trigger changes in dependence patterns of search keywords or preference for products reflected in the associated structural changes.

The conditional dependence of a set of random variables are often mathematically characterized by graphical models, such as Bayesian networks and Markov networks, and various methods have been proposed to learn graphical model structures from data [73, 74]. Although learning the graphical models under two conditions can be separately achieved and the structural and parametric differences can be subsequently compared, such technically convenient framework would completely collapse when the structural and parametric inconsistencies due to limited data samples and noise effects are significant and hinder an accurate detection of true and meaningful structural and parametric changes.

In this chapter, we report an effective learning strategy to extract structural changes of Gaussian graphical models in controlled experiments using convex optimization. We discuss the properties of the problem formulation and introduce an efficient block coordinate descent algorithm. We demonstrate the principle of the approach on a numerical simulation experiment, and we then apply the algorithm to the modeling of gene regulatory networks.
under different conditions and obtain promising yet biologically plausible results.

### 3.2 A Revisit on Gaussian Graphical Model Structural Learning

The structures of graphical models in many cases are unknown and need to be learned from data. In this chapter, we focus on Gaussian graphical models, in which the nodes (variables) are Gaussian, and their dependence relationships are linear. Assume we have a set of $p$ random variables of interest, $X = \{X_1, X_2, ..., X_p\}$, and $N$ observations, $x_j = [x_{1j}, x_{2j}, ..., x_{Nj}]^T$, $j = 1, 2, ..., p$. Let $X = [x_1, x_2, ..., x_p]$ be the data matrix.

Learning the structures of graphical models efficiently is often very challenging. Recently, $\ell_1$-regularization has drawn great interest in statistics and machine learning community [27, 32, 35, 36]. Penalty on the $\ell_1$-norm of the regression coefficients has two very useful properties: sparsity and convexity. The $\ell_1$-norm penalty tends to make some coefficients exactly zeros, leading to a parsimonious solution, which naturally performs variable selection or sparse linear model estimation. Further, the convex nature of $\ell_1$-norm penalty makes the problem computationally tractable, which can be solved readily by many existing convex optimization methods.

Several $\ell_1$-regularization approaches have been successfully applied to graphical model structure learning [34, 38, 75], especially Gaussian graphical models [33, 76, 77]. Meinshausen and Buhlmann proposed to use lasso to identify the neighborhood of the nodes in Gaussian graphs [33]. The neighborhood selection of a node $X_j$, $j = 1, 2, ..., p$, is solved by applying lasso to learn the prediction model of variable $X_j$, given all remaining variables $X_{-j}$.
The lasso estimate $\widehat{\beta}$ is given by

$$
\widehat{\beta} = \arg \min_{\beta; \beta_j = 0} \| x_j - X \beta \|_2^2 + \lambda \| \beta \|_1,
$$

(3.1)

where $\lambda > 0$ is the Lagrange multiplier.

If the $k^{th}$ element of $\widehat{\beta}$ is non-zero, then there is an edge between node $j$ and node $k$. This procedure is performed on each of the $p$ random variables, and thereby the structure of the Gaussian graphical model is learned. Meinshausen and Buhlmann also showed that under certain conditions, the proposed neighborhood selection scheme is consistent for sparse high-dimensional graphs [33].

### 3.3 Problem Formulation

Now we consider the problem of learning structural changes of a graphical model between two conditions. This is equivalent to investigating how the conditional dependence and independence of a set of random variables change under these two conditions. Similarly, we have a set of $p$ random variables of interest, $X = \{X_1, X_2, ..., X_p\}$, and we observed $N_1$ samples under condition 1 and $N_2$ samples under condition 2. Without loss of generality, we assume $N_1 = N_2 = N$, which means we have balanced observations from two conditions. Under the first condition, for variable $X_j$, we have observations $x^{(1)}_j = [x^{(1)}_{1j}, x^{(1)}_{2j}, ..., x^{(1)}_{Nj}]^T$, $j = 1, 2, ..., p$, while under the second condition, we have $x^{(2)}_j = [x^{(2)}_{1j}, x^{(2)}_{2j}, ..., x^{(2)}_{Nj}]^T$, $j = 1, 2, ..., p$. Further, let $X^{(1)} = [x^{(1)}_1, x^{(1)}_2, ..., x^{(1)}_p]$ be the data matrix under condition 1 and $X^{(2)} = [x^{(2)}_1, x^{(2)}_2, ..., x^{(2)}_p]$ be the data matrix under condition 2.

Further, denote

$$
y_j = \begin{bmatrix} x^{(1)}_j \\ x^{(2)}_j \end{bmatrix},
$$

(3.2)
\[
X = \begin{bmatrix}
X^{(1)} & 0 \\
0 & X^{(2)}
\end{bmatrix},
\] (3.3)
and
\[
\beta = \begin{bmatrix}
\beta^{(1)} \\
\beta^{(2)}
\end{bmatrix} = [\beta_{1}^{(1)}, \beta_{2}^{(1)}, \ldots, \beta_{p}^{(1)}, \beta_{1}^{(2)}, \beta_{2}^{(2)}, \ldots, \beta_{p}^{(2)}]^{T}.
\] (3.4)

By location and scale transformations, we can always assume that the variables have mean 0 and unit length,
\[
\sum_{i=1}^{N} x_{ij}^{(1)} = 0, \quad \sum_{i=1}^{N} (x_{ij}^{(1)})^2 = 1,
\]
\[
\sum_{i=1}^{N} x_{ij}^{(2)} = 0, \quad \sum_{i=1}^{N} (x_{ij}^{(2)})^2 = 1,
\] (3.5)
where \( j = 1, 2, \ldots, p. \)

We formulate the problem of learning structural changes between two conditions as a convex optimization problem. We solve the following optimization problem for each node (variable) \( X_j, j = 1, 2, \ldots, p. \)
\[
f(\beta) = \frac{1}{2} \| y_j - X\beta \|_2^2 + \lambda_1 \| \beta \|_1 + \lambda_2 \| \beta^{(1)} - \beta^{(2)} \|_1
\] (3.6)
\[
\hat{\beta} = \arg \min_{\beta} f(\beta)
\]
\[
= \arg \min_{\beta^{(1)}, \beta^{(2)}} \frac{1}{2} \| y_j - X\beta \|_2^2 + \lambda_1 \| \beta \|_1 + \lambda_2 \| \beta^{(1)} - \beta^{(2)} \|_1
\]
\[
\quad \text{s.t. } \beta_{j}^{(1)} = 0, \beta_{j}^{(2)} = 0
\] (3.7)

In (3.7), we learn the structures of the graphical model under two conditions jointly. The \( \ell_2 \)-loss function and the first \( \ell_1 \)-regularization term, \( \lambda_1 \| \beta \|_1 \), lead to the identification of
sparse graph structure. The second $\ell_1$-regularization term, $\lambda_2 \| \beta^{(1)} - \beta^{(2)} \|_1$, encourages sparse changes in the model structure and parameters between two conditions, and thereby suppresses the structural and parametric inconsistencies due to noise in the data and limited samples. The objective function (3.6) is non-differentiable, continuous, and convex.

The optimization problem (3.7) may appear similar to the fused lasso [78], which was applied to protein mass spectroscopy and DNA copy number detection [79]. The fused lasso encourages the flatness of the coefficient profile $\beta_j$ as a function of the index $j$. Kolar et al. investigated learning of varying-coefficient varying-structure models from time-course data, in which $\beta_t$ is a function of time $t$, and proposed a two-stage procedure that first identifies jump points and then identifies relevant covariates [80]. The total variation norm (TV-norm) of $\beta_t$ is used to encourage sparse changes along the time course.

Besides targeted at different applications, the objective function (3.6) has two important technical differences from the above two approaches. First, the penalty term $\lambda_1 \| \beta \|_1 + \lambda_2 \| \beta^{(1)} - \beta^{(2)} \|_1$ has block-wise separability, which means the non-differentiable objective function $f(\beta)$ can be written in the form

$$f(\beta) = g(\beta) + \sum_{m=1}^M h_m(b_m),$$

(3.8)

where $g(\beta)$ is convex and differentiable, $b_m$ is some subset of $\beta$, $h_m(b_m)$ is convex and non-differentiable, and $b_{m_1}$ and $b_{m_2}$, $m_1 \neq m_2$, do not have overlapping members [81].

We rewrite the objective function (3.6) as

$$f(\beta) = \frac{1}{2} \| y - X\beta \|_2^2 + \lambda_1 \sum_{k=1}^p (|\beta^{(1)}_k| + |\beta^{(2)}_k|)$$

$$+ \lambda_2 \sum_{k=1}^p (|\beta^{(1)}_k - \beta^{(2)}_k|)$$

Therefore, the non-differentiable part of $f(\beta)$ can be written as the sum of $p$ terms with
non-overlapping members, $(\beta_k^{(1)}, \beta_k^{(2)}), k = 1, 2, ..., p$. Each $(\beta_k^{(1)}, \beta_k^{(2)}), k = 1, 2, ..., p$, is a coordinate block.

We will show in Section 4 that this property is essential for the convergence of the block coordinate descent algorithm to solve problem (3.7). On the other hand, Friedman et al. has shown that coordinate-wise descent does not work in fused lasso, since the non-differentiable penalty function is not separable [79].

Additionally, the $k^{th}$ column of matrix $X$, $x_k$, and the $(k + p)^{th}$ column of $X$, $x_{k+p}$, are orthogonal, i.e., $x_k^T \cdot x_{k+p} = 0, k = 1, 2, ..., p$. This simplifies the derivation of closed-form solutions to the sub-problems in each iterations of the block coordinate descent.

We summarize our discussions above as three properties of problem (3.7).

**Property 1** (Convexity). The objective function (3.6) is continuous and convex.

**Property 2** (Block-wise Separability). The non-differential part of the objective function (3.6), $\lambda_1||\beta||_1 + \lambda_2||\beta^{(1)} - \beta^{(2)}||_1$, is block-wise separable.

**Property 3** (Orthogonality in the Coordinate Block). $x_k^T \cdot x_{k+p} = 0, k = 1, 2, ..., p$.

To represent the result as a graph, the non-zero elements of $\beta^{(1)}$ indicate the neighbors and edges of node $X_j$ under the first condition and the non-zero elements of $\beta^{(2)}$ indicate the neighbors and edges of node $X_j$ under the second condition. The non-zero elements of $\beta^{(1)} - \beta^{(2)}$ provide the changed edges (both structural and parametric difference) of node $X_j$ between two conditions. We repeat this procedure to each node $X_j, j = 1, 2, ..., p$, and then we obtain the graph under two conditions. In gene regulatory network modeling, we are particularly interested in where and how the gene regulatory network exhibits different network topology between two conditions. To highlight such changes, we extract the sub-network in which nodes have different connections between two conditions.
3.4 Algorithm

In the realm of computational biology and data mining, vast amount of data and high dimensionality require efficient algorithms. Although the optimization problems with $\ell_1$-regularization can be solved readily by existing convex optimization techniques, a lot of efforts have been made to solve the problems efficiently by exploiting the special structures of the problems. A well-known approach is the least angle regression (LARS), which can be modified to solve lasso problems [32]. Recently, coordinate-wise descent algorithms have been studied in lasso related problems, such as lasso, garotte and elastic net [79]. Friedman et al. showed with experiments that a coordinate descent procedure for lasso, graphical lasso, is 30-4000 times faster than competing methods, making it a computationally attractive method [77].

3.4.1 Block Coordinate Descent Algorithm

In this chapter, we adopt this idea and propose a block coordinate descent algorithm to solve the optimization problem (3.7) for each node $X_j, j = 1, 2, ..., p$. The essence of the block coordinate descent algorithm is “one-block-at-a-time”. At iteration $r + 1$, only one coordinate block, $(\beta_k^{(1)}, \beta_k^{(2)})$, is updated, with the remaining $(\beta_l^{(1)}, \beta_l^{(2)}), l \neq k$, fixed at their values at iteration $r$. Given

$$\boldsymbol{\beta}^r = [\beta_1^{(1),r}, \beta_2^{(1),r}, ..., \beta_p^{(1),r}, \beta_1^{(2),r}, \beta_2^{(2),r}, ..., \beta_p^{(2),r}]^T,$$

(3.9)
at iteration $r + 1$, the estimation is updated according to the following sub-problem

$$
\beta^{r+1} = \arg \min_{\beta} f(\beta)
$$

s.t. $\beta_l^{(1)} = \beta_l^{(1),r}$,

$$
\beta_l^{(2)} = \beta_l^{(2),r},
$$

for $l = 1, 2, ..., p, l \neq k. \quad (3.10)

We use a cyclic rule to update parameter estimation iteratively, i.e., update parameter pair $(\beta_k^{(1)}, \beta_k^{(2)})$ at iteration $r + 1$, and $k = ((r + 1) \mod p) + 1$.

### 3.4.2 Closed-form Solution to the Sub-problem

Thus the problem is reduced to solving the sub-problem (3.10). Since $\beta_l^{(1)}$ and $\beta_l^{(2)}$, $l = 1, 2, ..., p, l \neq k$, are fixed during iteration $r + 1$, we rewrite the objective function of (3.10) as

$$
\tilde{f}(\beta)
= \frac{1}{2} \|y_j - \sum_{l \neq j, k} x_l \beta_l^{(1),r} - \sum_{l \neq j, k} x_{(p+l)} \beta_l^{(2),r} - \sum_{l \neq j, k} x_k \beta_k^{(1)} - x_{p+k} \beta_k^{(2)} \|^2_2
+ \lambda_1 \sum_{l \neq j, k} (|\beta_l^{(1),r}| + |\beta_l^{(2),r}|) + \lambda_2 \sum_{l \neq j, k} (|\beta_l^{(1),r} - \beta_l^{(2),r}|)
+ \lambda_1 (|\beta_k^{(1)}| + |\beta_k^{(2)}|) + \lambda_2 (|\beta_k^{(1)} - \beta_k^{(2)}|) \quad (3.11)
$$

Let

$$
\tilde{y}_j = y_j - \sum_{l \neq j, k} x_l \beta_l^{(1),r} - \sum_{l \neq j, k} x_{(p+l)} \beta_l^{(2),r}. \quad (3.12)
$$
Therefore, updating \((\beta_k^{(1)}, \beta_k^{(2)})\) is equivalent to

\[
(\beta_k^{(1),r+1}, \beta_k^{(2),r+1}) = \arg \min_{\beta_k^{(1)}, \beta_k^{(2)}} \tilde{f}(\beta) = \arg \min_{\beta_k^{(1)}, \beta_k^{(2)}} \frac{1}{2} \| \tilde{y}_j - x_k \beta_k^{(1)} - x_{p+k} \beta_k^{(2)} \|_2^2 + \lambda_1 (|\beta_k^{(1)}| + |\beta_k^{(2)}|) + \lambda_2 (|\beta_k^{(1)} - \beta_k^{(2)}|) 
\]

(3.13)

Denote

\[
\rho_1 = \tilde{y}_j^T \cdot x_k, \\
\rho_2 = \tilde{y}_j^T \cdot x_{p+k}.
\]

(3.14) (3.15)

First, we examine a simple case, the solution, \((\beta_k^{(1)}, \beta_k^{(2)})\), satisfies

\[
\begin{aligned}
\beta_k^{(1)} &> 0, \\
\beta_k^{(2)} &> 0, \\
\beta_k^{(1)} &< \beta_k^{(2)}.
\end{aligned}
\]

(3.16)

Take derivative of objective function (3.11), and we have

\[
\frac{\partial \tilde{f}}{\partial \beta_k^{(1)}} = \beta_k^{(1)} - \rho_1 + \lambda_1 \text{sgn}(\beta_k^{(1)}) + \lambda_2 \text{sgn}(\beta_k^{(1)} - \beta_k^{(2)}), \\
\frac{\partial \tilde{f}}{\partial \beta_k^{(2)}} = \beta_k^{(2)} - \rho_2 + \lambda_1 \text{sgn}(\beta_k^{(2)}) - \lambda_2 \text{sgn}(\beta_k^{(1)} - \beta_k^{(2)}),
\]

(3.17) (3.18)

where \text{sgn}(\cdot) is the sign function.

When \(\rho_1 > \lambda_1 - \lambda_2\) and \(\rho_2 > \rho_1 + 2\lambda_2\), we have

\[
\begin{aligned}
\beta_k^{(1)} &= \rho_1 - \lambda_1 + \lambda_2, \\
\beta_k^{(2)} &= \rho_2 - \lambda_1 - \lambda_2.
\end{aligned}
\]

(3.19)
Similarly, we derive all closed-form solutions to problem (3.10), depending on the values of $\rho_1, \rho_2$ with respect to $\lambda_1, \lambda_2$. The plane $(\rho_1, \rho_2)$ is divided into 13 regions, as shown in Figure 3.1.

Depending on the location of $(\rho_1, \rho_2)$ in the plane, the solutions to problem (3.10) are as follows.

Figure 3.1: Solution regions of the sub-problem.
If \((\rho_1, \rho_2)\) is in region (0), then
\[
\beta_k^{(1)} = \beta_k^{(2)} = 0.
\] (3.20)

If \((\rho_1, \rho_2)\) is in region (1), then
\[
\beta_k^{(1)} = \beta_k^{(2)} = \frac{1}{2} (\rho_1 + \rho_2) - \lambda_1
\] (3.21)

If \((\rho_1, \rho_2)\) is in region (2), then
\[
\begin{cases}
\beta_k^{(1)} = \rho_1 - \lambda_1 + \lambda_2, \\
\beta_k^{(2)} = \rho_2 - \lambda_1 - \lambda_2.
\end{cases}
\] (3.22)

If \((\rho_1, \rho_2)\) is in region (3), then
\[
\begin{cases}
\beta_k^{(1)} = 0, \\
\beta_k^{(2)} = \rho_2 - \lambda_1 - \lambda_2.
\end{cases}
\] (3.23)

If \((\rho_1, \rho_2)\) is in region (4), then
\[
\begin{cases}
\beta_k^{(1)} = \rho_1 + \lambda_1 + \lambda_2, \\
\beta_k^{(2)} = \rho_2 - \lambda_1 - \lambda_2.
\end{cases}
\] (3.24)

If \((\rho_1, \rho_2)\) is in region (5), then
\[
\begin{cases}
\beta_k^{(1)} = \rho_1 + \lambda_1 + \lambda_2, \\
\beta_k^{(2)} = 0.
\end{cases}
\] (3.25)

If \((\rho_1, \rho_2)\) is in region (6), then
\[
\begin{cases}
\beta_k^{(1)} = \rho_1 + \lambda_1 + \lambda_2, \\
\beta_k^{(2)} = \rho_2 + \lambda_1 - \lambda_2.
\end{cases}
\] (3.26)

If \((\rho_1, \rho_2)\) in region (7), then
\[
\beta_k^{(1)} = \beta_k^{(2)} = \frac{1}{2} (\rho_1 + \rho_2) + \lambda_1.
\] (3.27)
If \((\rho_1, \rho_2)\) is in region (8), then

\[
\begin{align*}
\beta_k^{(1)} &= \rho_1 + \lambda_1 - \lambda_2, \\
\beta_k^{(2)} &= \rho_2 + \lambda_1 + \lambda_2.
\end{align*}
\] (3.28)

If \((\rho_1, \rho_2)\) is in region (9), then

\[
\begin{align*}
\beta_k^{(1)} &= 0, \\
\beta_k^{(2)} &= \rho_2 + \lambda_1 + \lambda_2.
\end{align*}
\] (3.29)

If \((\rho_1, \rho_2)\) is in region (10), then

\[
\begin{align*}
\beta_k^{(1)} &= \rho_1 - \lambda_1 - \lambda_2 \\
\beta_k^{(2)} &= \rho_2 + \lambda_1 + \lambda_2.
\end{align*}
\] (3.30)

If \((\rho_1, \rho_2)\) is in region (11), then

\[
\begin{align*}
\beta_k^{(1)} &= \rho_1 - \lambda_1 - \lambda_2 \\
\beta_k^{(2)} &= 0.
\end{align*}
\] (3.31)

If \((\rho_1, \rho_2)\) is in region (12), then

\[
\begin{align*}
\beta_k^{(1)} &= \rho_1 - \lambda_1 - \lambda_2 \\
\beta_k^{(2)} &= \rho_2 - \lambda_1 + \lambda_2.
\end{align*}
\] (3.32)

### 3.4.3 Convergence Analysis

Finally, we summarize the optimization procedure to solve problem (3.7) in Algorithm 1.

The convergence of Algorithm 1 is stated in the following theorem.

**Theorem 1.** The solution sequence generated by Algorithm 1 is bounded and every cluster point is a solution of problem (3.7).
Algorithm 1 Block coordinate descent algorithm to solve problem (3.7).

**Initialization:** \( \beta^0 = [0, 0, ..., 0] \), \( r = 0 \)

while \( \beta^r \) is not converged do

\( k \leftarrow (r \mod p) + 1 \)

if \( k \neq j \) then

Let \( \beta^{(1),r+1}_l = \beta^{(1),r}_l \), \( \beta^{(2),r+1}_l = \beta^{(2),r}_l \), \( l \neq k \)

Calculate \( \tilde{y}_j \) according to (3.12).

Calculate \( \rho_1 \) and \( \rho_2 \) using (3.14) and (3.15).

Update \( \beta^{(1),r+1}_k \) and \( \beta^{(2),r+1}_k \), according to (20)-(32).

end if

\( r \leftarrow r + 1 \)

end while

**Proof.** We have shown in Property 1 and Property 2 that the objective function (3.6) is continuous and convex, and the non-differential part of the objective function is block-wise separable. By applying Theorem 4.1 proposed by Tseng et al. [81], we have that the solution sequence generated by Algorithm 1 is bounded and every cluster point is a solution of problem (3.7).

3.4.4 Determining Parameters \( \lambda_1 \) and \( \lambda_2 \)

As we discussed previously, the first \( \ell_1 \)-regularization term, \( \lambda_1 \| \beta \|_1 \), leads to the identification of sparse graph structures, and the second \( \ell_1 \)-regularization term, \( \lambda_2 \| \beta^{(1)} - \beta^{(2)} \|_1 \), suppresses the inconsistencies of the network structures and parameters between two conditions, due to the noise in the data and limited samples.

First, we consider the case \( \lambda_2 = 0 \). In this case, the problem (3.7) is equivalent to applying lasso to the data under two conditions separately. The \( \lambda_1 \) controls the sparsity of the learned
graph, and Algorithm 1 is reduced to a coordinate descent algorithm, in which each sub-problem is lasso with two orthogonal predictors. The value of $\lambda_1$ can be determined easily via cross-validation. In our experiments, we used 10-fold cross-validation, following steps specified in [82].

Then we consider the second parameter $\lambda_2$. The parameter $\lambda_2$ controls the sparsity of structural and parametric changes between two conditions. From regions (1) and (7) of Figure 3.1, we can see that if $|\rho_1 - \rho_2| \leq 2\lambda_2$, then $\beta_k^{(1)}$ and $\beta_k^{(2)}$ will be set equal (Equations (3.21) and (3.27)) as the solution of the sub-problem (3.10). Therefore, the remaining question is when $|\rho_1 - \rho_2|$ is large enough to be considered significant, at a given significance level $\alpha$.

We present here a heuristic approach to determine $\lambda_2$.

Applying Fisher transform to both $\rho_1$ and $\rho_2$, we have

$$z_1 = \frac{1}{2} \ln \frac{1 + \rho_1}{1 - \rho_1}, \quad z_2 = \frac{1}{2} \ln \frac{1 + \rho_2}{1 - \rho_2}. \quad (3.33)$$

Since data matrices $X_1$ and $X_2$ are drawn from Gaussian distributions, we know $z_1$ and $z_2$ are approximately normally distributed with standard deviation $\frac{1}{\sqrt{N-3}}$ and means $\frac{1}{2} \ln \frac{1 + \rho_1}{1 - \rho_1}$ and $\frac{1}{2} \ln \frac{1 + \rho_2}{1 - \rho_2}$, respectively.

Further, under the null hypothesis that $\rho_1 = \rho_2$ (and therefore $z_1 = z_2$), define

$$z = z_1 - z_2, \quad (3.34)$$

which approximately follows normal distribution with zero mean and standard deviation $\frac{1}{\sqrt{(N-3)/2}}$.

At a given significance level $\alpha$ (e.g., $\alpha = 0.01$ is used in the experiments), if $|z| = |z_1 - z_2| \geq s$, it will be considered significant, where $s = \Phi^{-1}(1 - \alpha/2)/\sqrt{(N-3)/2}$. Through simple derivation, we have

$$|z| = |z_1 - z_2| \geq s$$

$$\Rightarrow |\rho_1 - \rho_2| \geq \frac{e^{2s} - 1}{e^{2s} + 1} (1 - \rho_1 \rho_2) = 2\lambda_2 \quad (3.35)$$
To further simplify (3.35) with some approximation, we estimate overall $\rho_1\rho_2$ by $\rho_1\rho_2 = 2\sum_{j<l} y_j^T x_l \cdot y_j^T x_{p+l}/p(p-1)$. Substituting $\rho_1\rho_2$ in (3.35), we have

$$\lambda_2 = \frac{e^{2s} - 1}{2e^{2s} + 2(1 - \rho_1\rho_2)}.$$  \hspace{1cm} (3.36)

### 3.5 Discussions on Biological Prior Knowledge Incorporation

#### 3.5.1 Motivation

In the past decade, a lot of efforts have also been made to manually curate molecular interactions in cells, such as protein-protein interactions and biological pathways [83], which can now be conveniently retrieved from relevant biological databases. These biological databases summarize existing knowledge and experimental evidence from multiple sources under diverse conditions, and attempt to delineate a more detailed picture of the interactome in the cells. Such biological prior knowledge provides rich domain knowledge to the biological network inference problem [84]. Compared with computational inference purely based on data, proper incorporation of biological prior knowledge into network learning algorithms can effectively leverage domain knowledge and make the inference more biologically meaningful. However, as biological prior knowledge is usually aggregated from multiple sources and under diverse experimental settings, direct incorporation of prior knowledge in specific problems is prone to errors or may even lead to biased results.

#### 3.5.2 Problem Statement

We represent the condition-specific biological networks as graphs. Here we focus on condition-specific biological network structure and their corresponding structural changes under two
conditions, which is a common experiment setting in biomedical research, such as controlled experiments and comparisons between two populations. Suppose there are $p$ nodes (genes) in the network of interest, and we denote the vertex set as $V$. Let $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ be the two undirected graphs under the two conditions. $G_1$ and $G_2$ have the same vertex set $V$, and condition-specific edge sets $E_1$ and $E_2$. $E_1$ and $E_2$ are expected to have considerable overlap, with only a small amount of edges being different. Such edge changes are of particular interest, since such rewiring may reveal pivotal information on how the organisms response to different conditions.

Biological prior knowledge is collected from biological databases such as KEGG pathway database and Human Protein Reference Database. We denote the biological prior knowledge as a knowledge graph $G_W = (V, E_W)$, where the vertex set $V$ is the same set of nodes (genes) and edge set $E_W$ over $V$ is retrieved from biological databases as supported by the existing knowledge or other experimental evidence.

We use a symmetric matrix $W \in \mathbb{R}^{p \times p}$ to represent the prior knowledge, which is the adjacency matrix of $G_W$. The elements of $W$ are either 1 or 0, with $W_{ij} = 1$ indicating the existence of an edge between the $i$th gene and $j$th gene (or their gene products) in the databases, where $i, j = 1, 2, \cdots, p, i \neq j$.

The main task here is to infer from data and prior knowledge $G_W$ the condition-specific edge sets $E_1$ and $E_2$.

### 3.5.3 Convex Optimization Formulation

To take advantage of the prior knowledge in the structural learning and avoid the potential bias introduced by knowledge, we formulate the problem into a convex optimization problem with sparsity constraints, and set the proper weights to achieve both the effectiveness of utilizing the domain knowledge and the robustness to the false positives in the knowledge.
Biological prior knowledge is incorporated into the network learning algorithm through re-weighting the penalties for the potential connections in the network. If supporting evidence for a connection between two genes is available in the prior knowledge, the algorithm will reduce the penalty for that edge (connection) parameter, making it more likely be detected.

To minimize the adverse effects of false positive edges induced by directly incorporating imperfect and non-specific prior knowledge in specific problems, the prior knowledge incorporation scheme carefully evaluates and controls the impact of false positives in the prior knowledge on the network inference results, and automatically selects the “optimal” degree of information fusion between the evidence in knowledge and the evidence in the data. More specifically, the robustness of the method is achieved by estimating and controlling the expected network inference deviation incurred by “random” knowledge via a sampling method. Since “random” knowledge has the maximum entropy distribution over the edges and introduces minimal information into the network inference, this implies that even under the worst scenario the network learning algorithm ably handles high degree of false positives in the prior knowledge. On the other hand, the algorithm is able to identify novel connections between genes without prior knowledge if there is strong evidence in the data supportive of these connections, making it capable of gaining new biological knowledge and insights from experimental data.

Again, we consider the \( p \) nodes in \( V \) as \( p \) random variables, and denote them as \( X_1, X_2, \cdots, X_p \). Suppose there are \( N_1 \) samples under condition 1 and \( N_2 \) samples under condition 2. Without loss of generality, we assume \( N_1 = N_2 = N \). Under the first condition, for variable \( X_i \), we have observations \( x_i^{(1)} = [x_{i1}^{(1)}, x_{i2}^{(1)}, \cdots, x_{Ni}^{(1)}]^T, i = 1, 2, \cdots, p \), while under the second condition, we have \( x_i^{(2)} = [x_{i1}^{(2)}, x_{i2}^{(2)}, \cdots, x_{Ni}^{(2)}]^T, i = 1, 2, \cdots, p \). Further, let \( X^{(1)} = [x_1^{(1)}, x_2^{(1)}, \cdots, x_p^{(1)}] \) be the data matrix under condition 1 and \( X^{(2)} = [x_1^{(2)}, x_2^{(2)}, \cdots, x_p^{(2)}] \) be the data matrix under condition 2.
Denote

\[ y_i = \begin{bmatrix} x_i^{(1)} \\ x_i^{(2)} \end{bmatrix}, \]  
(3.37)

\[ X = \begin{bmatrix} X^{(1)} & 0 \\ 0 & X^{(2)} \end{bmatrix}, \]  
(3.38)

and

\[ \beta_i = \begin{bmatrix} \beta_i^{(1)} \\ \beta_i^{(2)} \end{bmatrix} = \begin{bmatrix} \beta_{1i}^{(1)}, \beta_{2i}^{(1)}, \ldots, \beta_{pi}^{(1)}, \beta_{1i}^{(2)}, \beta_{2i}^{(2)}, \ldots, \beta_{pi}^{(2)} \end{bmatrix}^T. \]  
(3.39)

We formulate the problem of learning structural changes between two conditions as a convex optimization problem. Network structures under two conditions as well as their changes are simultaneously obtained by solving the optimization problem for each node (variable) \( X_i, i = 1, 2, \ldots, p \), with an objective function

\[
 f(\beta_i) = \frac{1}{2} \| y_i - X_i \beta_i \|_2^2 + \lambda_1 \sum_{j=1}^p (1 - W_{ji} \theta)(|\beta_{ji}^{(1)}| + |\beta_{ji}^{(2)}|)
 + \lambda_2 \| \beta_i^{(1)} - \beta_i^{(2)} \|_1.
\]  
(3.40)

The solution is acquired by minimizing (3.40),

\[
 \hat{\beta}_i = \arg \min_{\beta_i} f(\beta_i)
 = \arg \min_{\beta_i^{(1)}, \beta_i^{(2)}} \frac{1}{2} \| y_i - X_i \beta_i \|_2^2
 + \lambda_1 \sum_{j=1}^p (1 - W_{ji} \theta)(|\beta_{ji}^{(1)}| + |\beta_{ji}^{(2)}|) + \lambda_2 \| \beta_i^{(1)} - \beta_i^{(2)} \|_1
\]  
(3.41)

s.t. \( \hat{\beta}_{ii}^{(1)} = 0, \hat{\beta}_{ii}^{(2)} = 0 \).

Remark 1: The prior knowledge is explicitly incorporated into the formulation by \( W_{ji} \) and \( \theta \) in the weighted \( \ell_1 \)-regularization term, \( \lambda_1 \sum_{j=1}^p (1 - W_{ji} \theta)(|\beta_{ji}^{(1)}| + |\beta_{ji}^{(2)}|) \). \( \theta \) is a \( \ell_1 \) penalty.
relaxation parameter taking value in $[0, 1)$, which reduces the penalty on the edges with supporting evidence in the prior knowledge while having no effects on edges with no knowledge.

**Remark 2:** From a Bayesian perspective, as pointed out in [27], the $\ell_1$ penalty term $\|\beta_i^{(c)}\|_1$ is equivalent to independent Laplace priors for the $\beta_{ji}^{(c)}$, $j = 1, 2, ..., p$, $c = 1, 2$, which follow

$$pdf(\beta_{ji}^{(c)}) = \frac{1}{2b} \exp\left(-\frac{|\beta_{ji}^{(c)}|}{b}\right)$$  \hspace{1cm} (3.42)

where $b = \frac{1}{\lambda_i(1-W_{ji}\theta)}$. Note that the Laplace distribution with a larger $b$ has a larger variance $(2b^2)$ and thus distributes less mass around zero and more mass in the two tails. When supporting evidence for the edge between node $i$ and node $j$ is present in the prior knowledge, a non-zero $\theta$ adjusts the prior distribution for this edge ($\beta_{ji}^{(c)}$) with a larger $b$, and thereby makes this edge more likely be detected.

**Remark 3:** It is straightforward to show that the objective function (3.6) is non-differentiable, continuous, and convex.

The problem (3.41) can be solved efficiently by the block coordinate descent algorithm proposed previously. We repeat this procedure to each node $X_i$, $i = 1, 2, \cdots, p$. The non-zero elements of $\beta_i^{(1)}$ indicate the neighbors of the $i^{th}$ node under the first condition and the non-zero elements of $\beta_i^{(2)}$ indicate the neighbors of the $i^{th}$ node under the second condition. We use two condition-specific adjacency matrices $A^{(1)}$ and $A^{(2)}$ to represent the edge sets $E_1$ and $E_2$ under condition 1 and condition 2, respectively. Moreover, the non-zero elements of $A^{(1)} - A^{(2)}$ pinpoint the changed edge sets between two conditions.

### 3.5.4 Degree of Prior Knowledge Incorporation

The non-zero elements in $W$ introduce knowledge to the objective function (3.40), and $\theta$ determines to what degree the knowledge will affect the inference. If there is no knowledge supporting the connection between $X_j$ and $X_i$, the $\ell_1$ penalty for $\beta_{ji}^{(c)}$ will remain unchanged.
and the inference of the edge between $X_j$ and $X_i$ will be totally based on data. On the other hand, if the connection between $X_j$ and $X_i$ is present in the prior knowledge, $\theta$ will reduce the penalty applied to the corresponding $\beta_{ji}^{(c)}$. As a result, the connection between $X_j$ and $X_i$ will more likely be detected.

We hope to limit the adverse effects caused by the spurious edges in the prior knowledge, but we are unable to assess such effects in real applications, since we do not know the ground-truth. Instead, we control such adverse effects incurred in the worst-case scenario. The worst-case scenario of prior knowledge is that the knowledge is totally random. In this case, the entropy of the knowledge distribution over the edges is maximized and the information introduced to the inference algorithm is minimal. Incorporated with such random knowledge, the inference results will deviate from the purely data driven result. Then, $\theta$ is carefully chosen so that the expected deviation is controlled within acceptable range in the worst-case scenario.

To estimate the deviation of network inference results incurred by incorporating prior knowledge, we use graph edit distance as a measurement for the dissimilarity of two graphs [85]. Let $G_X = (V, E_X)$ denote the graph learned purely from data, i.e. $W = 0$, and $G_{X,W_{R,\theta}}(V, E_{X,W_{R,\theta}})$ denote the graph learned with prior knowledge. $W_R$ indicates that the prior knowledge is “random”. Let $d(G_X, G_{X,W_{R,\theta}})$ denote the graph edit distance between the original learned graph and the one learned with knowledge. Further, let $|E_X|$ be the number of edges in the graph $G_X$.

We determine the degree of prior knowledge incorporation by selecting the largest $\theta$ that controls the expected normalized deviation, $\mathbb{E}[d(G_X, G_{X,W_{R,\theta}})/|E_X|]$, under an acceptable threshold $\delta > 0$:

\[
\hat{\theta} = \max \theta \\
\text{s.t. } \frac{\mathbb{E}[d(G_X, G_{X,W_{R,\theta}})]}{|E_X|} \leq \delta. \tag{3.43}
\]
We use a sampling-based algorithm to find the empirical distribution of $d(G_x, G_{x,w_{R,θ}})$ and estimate the solution to problem (3.43).

When the prior knowledge is very dense, the prior knowledge matrix $W$ is not a sparse matrix. In this case, at a given $θ$, more additional edges will likely be detected compared to the sparse $W$ case, since we reduce the penalties for more potential edges. Subsequently, it will lead to a larger $E[d(G_x, G_{x,w_{R,θ}})]$. Therefore, at a given $δ$, the solution to problem (3.43) will be a smaller $θ$ in the dense $W$ case than the sparse $W$ case, which means this method automatically reduces the degree of prior knowledge incorporation since the knowledge is not specific. If the knowledge is more specific, the algorithm will select a larger $θ$ to give more weight on the information in the prior knowledge in the network learning.

3.6 Experiments

3.6.1 A Synthetic Experiment

We first use a synthetic example to illustrate the principle and test the proposed method. Assume there are six nodes in the Gaussian graphical model, $A$, $B$, $C$, $D$, $E$, $F$. Under condition 1, their relationships are represented by Figure 3.2a. Under condition 2, their relationships are altered, as shown in Figure 3.2b. We generated 200 samples from the joint Gaussian distribution according to the Gaussian graphical model with the structure specified by Figure 3.2a, and 200 samples from the joint Gaussian distribution according to Gaussian graphical model with the structure specified by Figure 3.2b.

The penalty parameters are set to $λ_1 = 0.22$ and $λ_2 = 0.062$, calculated according to Section 4.4. Figure 3.3a is the composite network under two conditions inferred by the proposed algorithm, where the black lines are the edges that exist under both conditions, the red lines are the edges that exist only under condition 1 and the green lines are the edges that exist
only under condition 2. Since we are more interested in the changed part of the graph, we extracted the edges and nodes involved in the changes to highlight these structural changes. We term it differential sub-network, as shown in Figure 3.3b. We can see the proposed algorithm accurately captured the structural changes of the graphical model between two conditions.

![Diagram](a) Condition 1. (b) Condition 2.

Figure 3.2: The structures of the Gaussian graphical model under two conditions.

### 3.6.2 Algorithm Speed Comparison

We compared the running time between the proposed algorithm and a widely used, standard optimization package, CVXMOD. CVXMOD is a Python-based tool for expressing and solving convex optimization problems, developed by Jacob Mattingley, as PhD work under Stephen Boyd at Stanford University. It uses CVXOPT as its solver [86]. Our algorithm is implemented in Java. The core of the CVXOPT solver is implemented in C. We compared the running time between the two algorithms for the cases $n = 20, 40, 60, 80$ and $p = 100, 200, 500, 100$. The CPU of the computer used in this experiment is Intel Xeon Dual Core 3.00 GHz. As we can see from Table 3.1, under these 16 scenarios, the proposed algorithm is 106 to 19192 times faster than the CVXOPT solver. And on average, our algorithm
Figure 3.3: The network structure learned by the proposed method. The black lines are the edges that exist under both conditions. The red lines are the edges that exist only under condition 1. The green lines are the edges that exist only under condition 2.

is 5800 times faster than the standard convex optimization solver. Our algorithm also scales very nicely as $n$ and $p$ grow.

3.6.3 Algorithm Assessment by Precision and Recall Curves

In order to assess the effectiveness of our method, we construct a network with $p = 100$ nodes using the approach similar to the one described in [33], and then randomly modify 10% of the edges to create two condition-specific networks with sparse changes. Under each conditions, there are $n = 200$ samples. The parameter $\lambda_2$ is set using the heuristic approach proposed earlier. The parameter $\lambda_1$ controls the sparsity of learned networks. When $\lambda_1$ is smaller, the learned network is very dense; and when $\lambda_1$ is large, the learned network is very sparse. We increase the parameter $\lambda_1$ from 0.06 to 0.5 to examine the performance of the algorithm at different $\lambda_1$. Precision measures the fraction of edges in the learned network that are consistent with the ground-truth. Precision curve shows the accuracy of the our method in
Table 3.1: Running time comparison between the proposed algorithm and the CVXOPT solver.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$n$</th>
<th>Proposed algorithm (in seconds)</th>
<th>CVXOPT (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>100</td>
<td>0.009</td>
<td>0.9596</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.01</td>
<td>7.415</td>
</tr>
<tr>
<td>20</td>
<td>500</td>
<td>0.015</td>
<td>101.51</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>0.02</td>
<td>795.76</td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>0.015</td>
<td>2.576</td>
</tr>
<tr>
<td>40</td>
<td>200</td>
<td>0.019</td>
<td>8.559</td>
</tr>
<tr>
<td>40</td>
<td>500</td>
<td>0.03</td>
<td>148.4</td>
</tr>
<tr>
<td>40</td>
<td>1000</td>
<td>0.052</td>
<td>998.0</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>0.027</td>
<td>6.072</td>
</tr>
<tr>
<td>60</td>
<td>200</td>
<td>0.039</td>
<td>22.81</td>
</tr>
<tr>
<td>60</td>
<td>500</td>
<td>0.07</td>
<td>191.7</td>
</tr>
<tr>
<td>60</td>
<td>1000</td>
<td>0.108</td>
<td>1107.1</td>
</tr>
<tr>
<td>80</td>
<td>100</td>
<td>0.038</td>
<td>9.934</td>
</tr>
<tr>
<td>80</td>
<td>200</td>
<td>0.087</td>
<td>23.92</td>
</tr>
<tr>
<td>80</td>
<td>500</td>
<td>0.141</td>
<td>275.5</td>
</tr>
<tr>
<td>80</td>
<td>1000</td>
<td>0.23</td>
<td>852.1</td>
</tr>
</tbody>
</table>

learning condition-specific network structures. Recall measures the fraction of ground-truth edges that are successfully detected. The recall cure shows the sensitivity of our method to detect the network structures from the data. We repeat the simulation experiments for 200 times for each $\lambda_1$. The experiment results are shown in Figures 3.4 and 3.5. Each blue point in Figure 3.4 is the mean of the precision of 200 independent simulations. The
Figure 3.4: The precision curve of the proposed algorithm when \( p = 100, n = 200 \).

Box plot at each point shows the five-number summaries of the precision results of these 200 simulations: the lowest datum still within 1.5 interquartile range (IQR) of the lower quartile, lower quartile (25%), median (50%), upper quartile (75%), and the highest datum still within 1.5 IQR of the upper quartile. Each blue point in Figure 3.5 is the mean of the recall of 200 independent simulations. The box plot in Figure 3.5 at each point shows the five-number summaries of recall results of these 200 simulations.

### 3.6.4 Experiment on Modeling Gene Regulatory Networks under Two Conditions

Inference of the structures of gene regulatory networks from expression data is a fundamental problem in computational biology. Our goal here is to infer and extract the structural changes of a gene regulatory network between two conditions using gene expression data. SynTReN is
a network generator that creates synthetic transcriptional regulatory networks and produces simulated gene expression data that approximate experimental data, used as benchmarks for the validation of bioinformatics algorithms [42].

To test the applicability of the proposed framework in gene regulatory network modeling, we used the software SynTReN to generate one simulation dataset of 50 samples of a sub-network drawn from an existing signaling network in *Saccharomyces cerevisiae*. Then we changed part of network and used SynTReN to generate another dataset of 50 samples according to this modified network. The networks under two conditions is shown in Figure 3.6a. The network contains 20 nodes that represent 20 genes. The black lines indicate the regulatory relationships that exist under both conditions. The red and green lines are the regulatory relationships that exist only under condition 1 and condition 2, respectively. The sub-network comprised of nodes MBP1, SWI6, CLB5, CLB6, PHO2, FLO1, FLO10 and TRP4 and the green and red lines is the focus of our study that our algorithm tries to identify.

Figure 3.5: The recall curve of the proposed algorithm when $p = 100$, $n = 200$. 
Figure 3.6: (a) The gene regulatory network under two conditions. Nodes in the network represent genes. Lines in the network indicate regulatory relationships between genes. The black lines are the regulatory relationships that exist under both conditions. The red and green lines represent the regulatory relationships that exist only under condition 1 and under condition 2, respectively. (b) The sub-network extracted by the proposed algorithm.

Figure 3.6b shows the differential sub-network between the two conditions extracted by the proposed algorithm. The penalty parameters are set to $\lambda_1 = 0.28$ and $\lambda_2 = 0.123$, calculated according to Section 4.4. Compared with the known network topology shown in Figure 3.6a, the proposed algorithm correctly identified all the nodes with structural changes and 7 of 10 differential edges. The edge between CDC10 and ACE2 was falsely detected. This indicates that our algorithm can successfully detect these interesting genes using their network structure information, even though the means of their expressions did not change substantially between the two conditions. Therefore, this method is able to identify biomarkers that cannot be detected by traditional gene ranking methods, providing a complimentary approach for biomarker identification problem.
3.7 Conclusions

In this chapter, we reported an effective learning strategy to extract structural changes in Gaussian graphical models in controlled experiments. We presented a convex optimization framework using $\ell_1$-regularization to formulate this problem, and introduced an efficient block coordinate descent algorithm to solve it. We demonstrated the effectiveness of the approach on a numerical simulation experiment, and then we applied the algorithm to detecting gene regulatory network structural changes under two conditions and obtained very promising results. Additionally, this method can be extended to incorporating biological prior knowledge, which can efficiently utilize prior knowledge in the network inference while remaining robust to the false positive edges in the knowledge.
Chapter 4

Theoretical Analysis on Echo State Networks and Application to Modeling Gene Expression Time Course Data

4.1 Introduction

Recurrent neural networks (RNNs) are widely used to model nonlinear dynamical systems. Recently, a new framework for RNNs, namely echo state networks (ESNs), was proposed by H. Jaeger et al. [87,88]. ESNs (and closely-related liquid state machines, independently proposed by Maass et al. [89]) share some features characteristic of models for learning in biological brains and they exhibit superior performance when used as “black-box” time-series models. In an ESN, neurons in a fixed (non-trainable) recurrent layer, known as “the reservoir”, are driven by the input signals, and the trainable output neurons combine the
output of the excited reservoir state to generate task-specific temporal patterns. This new RNN paradigm is also known as “reservoir computing”.

ESNs have drawn great interest from the research community and have been successfully applied to various tasks, e.g., chaotic time series prediction [90], communications channel equalization [87], dynamical pattern recognition [91, 92], and gene regulatory network modeling [93]. Various ESN schemes have been explored, including a small-world recurrent neural system with scale-free distribution [94], decoupled ESNs with lateral inhibition [95], and ESNs with uniformly distributed poles and adaptive bias [96]. Lukoševičius and Jaeger presented a comprehensive review on the theoretical results and applications of ESNs in [97].

The salient difference from traditional RNNs [98,99] is that an ESN employs a large number of randomly connected neurons (usually on the order of 50 to 1000), namely the “reservoir”, i.e., unlike traditional RNNs, the connection weights between neurons in the recurrent (reservoir) layer do not require any supervised training – only connection weights to output neurons are optimized. Thus, training is greatly simplified compared to traditional RNNs and well-known RNN training problems of slow convergence, even lack of convergence, and local minima are avoided. In fact, if the ESN employs a linear activation function in the output layer, ESN training reduces to a simple linear regression problem.

The working principle of an ESN derives from an important algebraic property of the reservoir, namely the echo state property (ESP). A recurrent reservoir driven by an external input signal has the echo state property if the reservoir states are systematic variations of the input driving signal. Essentially, satisfying the ESP means that the effect of both previous states and previous inputs on a future state will gradually vanish (i.e. neither persist nor become amplified) as time passes [88]. If the ESP holds, the reservoir network state will asymptotically (in time) depend only on the input history and the nonlinear system will be well-approximated through a linear combination of the reservoir’s “echo state” signals. Metaphorically, under the ESP, the reservoir state signal can be thought of as an “echo” of
Jaeger presented both a necessary condition (under the assumption that the input space includes the zero sequence) and a sufficient condition for the ESP [88]. Buehner and Young proposed a less restrictive sufficient condition based on minimizing the matrix operator \( D \)-norm over the set of diagonal matrices [100]. However, these papers did not consider the unique characteristic of the reservoir, \textit{i.e.} that it is \textit{randomly} generated. Here, by exploiting this fact and applying results from random matrix theory, we will show that the sufficient conditions in [88] and [100] are rather conservative.

The topology of the reservoir in ESNs has been of great research interest, with the classical form a randomly generated and sparsely connected network [87, 88]. Several attempts have been made to search for a better topology – the small-world, scale-free, and biologically inspired reservoir topologies. However, quoting [97], “none of the investigated network topologies was able to perform significantly better than simple random networks, both in terms of eigenvalue spread as well as testing error”.

The novel contributions of this work are threefold. First, motivated by the above quotation, we analytically examine the essential characteristics of random reservoirs. We apply recent results from random matrix theory to demonstrate the asymptotic distributions of eigenvalues and singular values of reservoir weight matrices. We then show that randomly generated reservoirs, either sparsely or fully connected, either with Bernoulli or Gaussian connection weights (or, in fact, with weights distributed according to other density families), are all expected to behave similarly. These results thus explain the above quoted observation from [97]. Second, we quantify the gap between the scaling factor bounds used to define the ESP necessary and sufficient conditions proposed in previous works. We show that, asymptotic in the size of the reservoir, this gap becomes quite large, with the necessary condition bound twice as large as the sufficient condition bound. Finally, we show that when the spectral radius of the reservoir weight matrix is smaller than 1 (the \textit{necessary} condition for
the ESP when the input space contains the zero sequence), the state transition mapping is in fact contractive with high probability, given a sufficiently large reservoir. This result corroborates the observation in [88] that the necessary condition for the echo state property is often good enough in practice, such that violations of the ESP are not practically observed. This result, together with the factor of two asymptotic gap between the scaling factor bounds, indicates the conservativeness of the sufficient conditions from [88] and [100]. The practical implication of these results is that standard ESN design approaches, based on use of the sufficient conditions, are suboptimal – use of a conservative scaling factor compromises the amount of memory in the RNN, and thus the ability to accurately model a given target dynamical system.

The remainder of this chapter is organized as follows. In Section 4.2, we revisit the ESN model, random reservoirs, and the ESP. This is followed by detailed discussion in Section 4.3 on relevant results from random matrix theory, the properties of random reservoirs, and the gap between the sufficient and necessary conditions previously proposed for the ESP. In Section 4.4, we prove that the necessary condition for the ESP ensures the state transition mapping is contractive with high probability. We briefly conclude our work in Section 4.7.

4.2 The Echo State Network Formulation

4.2.1 Basic ESN Formulation

A typical ESN is shown in Figure 4.1. It can be represented by state update and output equations. While enhanced representation power for an RNN may be achieved by the use of output feedback, this can also introduce instability problems [97,101]. To avoid these issues and also to simplify the mathematical analysis, we will focus in this work on ESNs without output feedback, as also adopted by others [88,100]. Thus, the activation of internal units
is updated according to

\[ x(n+1) = f(Wx(n) + W_{\text{in}}u(n+1)), \]

(4.1)

where \( x \) is a \( N \times 1 \) vector of the reservoir state, \( W \) is a \( N \times N \) reservoir weight matrix, \( W_{\text{in}} \) is an \( N \times N_{\text{in}} \) input weight matrix, \( u \) is a \( N_{\text{in}} \times 1 \) vector of system inputs, \( y \) is a \( N_{\text{out}} \times 1 \) vector of system outputs, and \( f \) is the neuron activation function (usually a tanh sigmoid function), applied component-wise.

For notational convenience, we denote the state transition equation by

\[ x(n+1) = T(x(n), u(n+1)) \]

\[ = f(Wx(n) + W_{\text{in}}u(n+1)), \]

(4.2)

and the output equation by

\[ y(n) = g(W_{\text{out}} \begin{bmatrix} x(n) \\ u(n) \end{bmatrix}), \]

(4.3)

where \( W_{\text{out}} \) is the \( N_{\text{out}} \times (N + N_{\text{in}}) \) output weight matrix, and \( g \) is usually a tanh sigmoid or an identity function, applied component-wise.
4.2.2 Random Reservoirs in ESNs

A salient feature that distinguishes ESNs from conventional RNNs is the use of large, fixed random reservoirs. The classical ESN reservoir topology is a randomly generated and sparsely connected network [87]. It was thought that “this condition lets the reservoir decompose into many loosely coupled subsystems, establishing a richly structured reservoir of excitable dynamics” [87]. Nevertheless, this is not generally true and it has in fact been reported that fully connected reservoirs work just as well as sparsely connected ones [101]. Such observation leads to inquiry of the essential characteristics of random reservoirs and their role in approximating nonlinear dynamical systems.

The types of random reservoirs are characterized by the structure of the reservoir weight matrix. Assume the matrix \( W = \alpha W_N \), where \( \alpha \) is a properly chosen global scaling factor (whose utility will be discussed later), and where the elements of the matrix \( W_N \) are random variables that are independent and identically distributed (i.i.d.). Here we consider the following three types of reservoir weight matrices.

*Sparse random reservoir*: This is the most common type of random reservoir in ESNs [87,88]. The random variable \( w \) (which characterizes each element of \( W_N \)) follows the modified Bernoulli probability mass function (pmf)

\[
\begin{align*}
\Pr(w = 0) &= 1 - c \\
\Pr(w = \pm 1) &= c/2
\end{align*}
\]  

(4.4)

where \( \Pr(\cdot) \) denotes probability of an event and \( c \) is “the connectivity” of the reservoir. Note that if \( W_N[i,j] = 0 \), there is no connection from reservoir neuron \( i \) to reservoir neuron \( j \). Thus, using the modified Bernoulli pmf leads to a realization of \( W \) that is sparsely connected.

*Fully-connected Gaussian random reservoir*: \( w \) follows a standard normal distribution

\[
w \sim N(0, 1).
\]  

(4.5)
**Fully-connected Bernoulli random reservoir:** $w$ follows the Bernoulli distribution

$$\Pr(w = \pm 1) = 1/2. \quad (4.6)$$

These three types of reservoir weight matrices exhibit different network topologies, i.e., either sparsely connected or fully connected neurons in the reservoir, and different types of weights, i.e., either continuous-valued or discrete-valued. All three types have been used as random reservoirs in ESNs and have been successfully applied.

### 4.2.3 Definition of Echo State Property

In order to work properly, an echo state network should possess the ESP, as defined in [88].

**Definition 1** (Jaeger [88]). Assume standard compactness conditions, i.e. inputs drawn from a compact input space $U$ and network states restricted to a compact set $A$. Assume that the network has no output feedback connections. Then, the network has echo states if the network state $x(n)$ is uniquely determined by any left-infinite input sequence $\overline{u}^{-\infty}$. More precisely, this means that for every input sequence, $\cdots, u(n - 1), u(n) \in U^{-N}$, for all state sequence pairs $\cdots, x(n - 1), x(n) \in A^{-N}$ and $\cdots, x'(n - 1), x'(n) \in A^{-N}$, where $x(k) = T(x(k - 1), u(k))$, $x'(k) = T(x'(k - 1), u(k))$, and $N$ is the set of natural numbers, it holds that $x(n) = x'(n)$.

The definition of the ESP implies that similar echo state sequences must represent similar input histories. In [88], Jaeger also provided several equivalent characterizations of echo states, e.g. the properties of being state contracting, state forgetting, and input forgetting. However, the ESP definition is hard to check in practice. A known sufficient algebraic condition for the ESP is that the largest singular value of $W$ (defined as the square root of the largest eigenvalue of $WW^T$) is smaller than 1. On the other hand, the ESP is violated (for input space containing the zero sequence) when the spectral radius of $W$ (defined as
its largest magnitude eigenvalue) is greater than 1. Therefore, the spectral radius of $W$ restricted to being less than or equal to 1 serves as a necessary condition for the ESP. The following theorem formally presents these two conditions for the network to possess the ESP.

**Theorem 2** (Jaeger [88]). Assume a sigmoid network, i.e. with $f = \tanh$, applied component-wise. (a) Let the weight matrix $W$ satisfy $\sigma_{\text{max}} < 1$, where $\sigma_{\text{max}}$ is its largest singular value. Then $d(T(x, u), T(x', u)) < d(x, x')$ for all inputs $u \in U$, for all states $x, x' \in [-1, 1]^N$, where $d(\cdot, \cdot)$ is any distance metric. This implies the ESP holds. (b) Let the weight matrix have spectral radius $|\lambda_{\text{max}}| > 1$, where $\lambda_{\text{max}}$ is the eigenvalue of $W$ with the largest absolute value. Then the network has an asymptotically unstable null state. This implies that it does not satisfy the ESP for input space $U$ containing 0 and admissible state space $A = [-1, 1]^N$.

As suggested in [88], a convenient strategy to obtain ESNs is to start with some weight matrix $W_N$ and then select a global scaling factor $\alpha$ to suitably define $W = \alpha W_N$. Let $\sigma_{\text{max}}(W_N)$ and $|\lambda_{\text{max}}(W_N)|$ denote the largest singular value and the spectral radius of $W_N$, respectively. Then, according to [88], for the ESP to hold, the sufficient condition is $\alpha < \sigma_{\text{max}}^{-1}(W_N)$ and the necessary condition is $\alpha < |\lambda_{\text{max}}^{-1}(W_N)|$.

Furthermore, although the existence of the ESP for $\alpha \in [\sigma_{\text{max}}^{-1}(W_N), |\lambda_{\text{max}}^{-1}(W_N)|]$ has not been theoretically proved, it has been observed, albeit without analytical justification, that “one obtains echo states even when $\alpha$ is only marginally smaller than $|\lambda_{\text{max}}^{-1}(W_N)|$” and “the sufficient condition is very restrictive” [88].

Buehner and Young proposed a tighter sufficient condition for the ESP. The main idea is to minimize the matrix operator $D$-norm over the set of diagonal matrices [100]. The $D$-norm of a vector $x \in \mathbb{R}^N$ is defined to be $\|x\|_D = \|Dx\|$, where $D \in \mathbb{R}^{N \times N}$ is nonsingular. Then, the matrix operator $D$-norm (the induced $D$-norm) of a matrix $W \in \mathbb{R}^{N \times N}$ is given by

$$\|W\|_D = \sigma_{\text{max}}(DWD^{-1}).$$
However, because the matrix $D$ does not have full structure (and in fact was restricted to being diagonal), the sufficient condition derived in [100] is still in general conservative. Pertinent to the sequel, we observe that the derivations of the existing results on the sufficient condition [88,100] have not taken into account the primary unique characteristic of an ESN, i.e. that the reservoir matrix is a random matrix.

4.3 Random Matrix Theory and Random Reservoirs

In this section, we first introduce some recent results in random matrix theory, and then apply them to characterize some relevant properties of random reservoirs in ESNs.

4.3.1 The Empirical Spectral Distribution of Random Matrices

Let
\[
\mu_{W_N}(s,t) := \frac{1}{N} |\{i|1 \leq i \leq N, \text{Re}(\lambda_i) \leq s, \text{Im}(\lambda_i) \leq t\}|
\] (4.7)

be the empirical spectral distribution (ESD) of $W_N$’s eigenvalues $\lambda_i \in \mathbb{C}, i = 1,\ldots,N$, where $|\cdot|$ denotes the cardinality of the set and $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$ are the real and imaginary parts of the complex number, respectively. A well-known conjecture is the circular law of random matrices, which states that asymptotically, as $N$ gets large, the eigenvalues of a properly normalized random matrix $W_N$ are uniformly distributed on the unit disk in the complex plane. After many pioneering efforts in proving the circular law for various scenarios, including sparse random matrices [102–106], it was proved in full generality, in both weak and strong forms, quite recently [107].

**Theorem 3** (Circular Law [107]). Let $W_N$ be the $N \times N$ random matrix whose entries are i.i.d. complex random variables with mean 0 and variance 1. Define $W = \frac{1}{\sqrt{N}} W_N$. Then
the ESD of $W$ converges (in both the strong and weak senses) to the uniform distribution on the unit disk, as $N \to \infty$.

**Corollary 1.** The ESDs of reservoir weight matrices $W$ as defined in (4.4) with the scaling factor $\alpha = \frac{1}{\sqrt{cN}}$, (4.5) with the scaling factor $\alpha = \frac{1}{\sqrt{N}}$, and (4.6) with the scaling factor $\alpha = \frac{1}{\sqrt{N}}$ all have the same limit distribution and, more specifically, converge (in both the strong and weak senses) to the uniform distribution on the unit disk.

The circular law implies that when $N$ is sufficiently large (as is typical for ESNs), the eigenvalues of $W$ spread out evenly over the unit disk in the complex plane, independent of the specific distribution of $w$, as we illustrate in Figure 4.2. It is also important to note that when a sparse reservoir is used in ESNs, the connectivity $c$ of the sparse reservoir weight matrix must satisfy the inequality $c > N^{-1+\epsilon_1}$, where $\epsilon_1 > 0$ is a small positive constant, because otherwise, with non-negligible probability, the sparse reservoir weight matrix would lose its rank-efficiency as $N$ gets large (Theorem 1.3 in [106]).

### 4.3.2 Singular Values of Random Matrices

Similarly, let $\sigma_1, \sigma_2, ..., \sigma_N$ be the singular values of $W$. The empirical distribution of the squares of the singular values of $W$ is defined by

$$\nu_W(t) := \frac{1}{N}|\{i|1 \leq i \leq N, \sigma_i^2 \leq t\}|$$

(4.8)

It has been shown that $\nu_W$ is governed by the Marchenko-Pastur law [108–110].

**Theorem 4** (Marchenko-Pastur Law). Let $W_N$ be the $N \times N$ random matrix whose entries are i.i.d. complex random variables with mean 0 and variance 1. Define $W = \frac{1}{\sqrt{N}}W_N$. Then the empirical distribution of the squares of the singular values of $W$, $\nu_W(t)$, converges (both in the sense of probability and in the almost sure sense) to

$$\frac{1}{2\pi} \int_0^{\min(t,4)} \sqrt{\frac{4}{x} - 1}dx,$$

as $N \to +\infty$. 
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Figure 4.2: The empirical eigenvalue distributions of three types of random matrices ($N = 1000$).
Remark: Supported by rigorous mathematical proofs, the circular and Marchenko-Pastur laws reveal an important, fundamental property of random matrices, i.e. that both the eigenvalues and the singular values of random reservoir weight matrices have unique limit distributions, independent of the distribution and connectivity of \( w \), as \( N \to \infty \).

4.3.3 The Gap between the Sufficient and Necessary Conditions

As well-discussed in [88] and as aforementioned in Subsection II.C, the global rescaling factor \( \alpha \) must be properly chosen to ensure the ESP for \( W = \alpha W_N \). Specifically, when \( \alpha < |\lambda_{\text{max}}^{-1}(W_N)| \), the system is stable, which serves as the necessary condition (assuming the input space contains the zero sequence); when \( \alpha < \sigma_{\text{max}}^{-1}(W_N) \), the ESP is guaranteed, i.e. this serves as the sufficient condition. However, the sufficient condition \( \alpha < \sigma_{\text{max}}^{-1}(W_N) \) is considered conservative, with the practical implication being that the associated ESN design will be suboptimal, with the amount of memory in the dynamical system compromised (the smaller \( \alpha \), the shorter the system memory). In fact, it has been observed that “one obtains echo states even when \( \alpha \) is only marginally smaller than \( |\lambda_{\text{max}}^{-1}(W_N)| \)” [88].

The discrepancy between the theoretical sufficient condition for the ESP and the empirical observation that the necessary condition often works well in practice raises a natural question: how big is the gap between \( \sigma_{\text{max}}^{-1}(W_N) \) and \( |\lambda_{\text{max}}^{-1}(W_N)| \)? Let the ratio \( r = \frac{\sigma_{\text{max}}(W_N)}{|\lambda_{\text{max}}(W_N)|} \) quantify the gap between the sufficient and necessary condition bounds. It turns out that this gap is quite large: the asymptotic value of \( r \) is 2 as \( N \to \infty \).

Before we give the proof of this result, we first introduce two theorems from the random matrix theory literature.

**Theorem 5** (Bai [111]). Let \( \{w_{ij} : i = 1, 2, ..., N, j = 1, 2, ..., N\} \) be i.i.d. random variables, and \( W_N \) be the \( N \times N \) matrix \( (w_{ij})_{N \times N} \), \( i, j = 1, 2, ..., N \). Suppose (a) \( E[w_{11}] = 0 \), (b) \( E[w_{11}^2] = \sigma^2 \), and (c) \( E[|w_{11}|^4] < \infty \). Then \( \limsup_{N \to \infty} \max_{1 \leq i \leq N} |\lambda_i(W_N/\sqrt{N})| \leq \sigma \) a.s.,
where $\lambda_i(W_N/\sqrt{N})$, $i = 1, 2, \ldots, N$, are eigenvalues of $W_N/\sqrt{N}$.

**Theorem 6** (Yin [112]). Let $\{w_{ij} : i = 1, 2, \ldots, N, j = 1, 2, \ldots, N\}$ be i.i.d. random variables, and $W_N$ be the $N \times N$ matrix $(w_{ij})_{N \times N}$, $i, j = 1, 2, \ldots, N$. Suppose (a) $E[w_{11}] = 0$, (b) $E[w_{11}^2] = \sigma^2$, and (c) $E[|w_{11}|^4] < \infty$. Let $\sigma_N^2$ be the largest singular value of $W_N/\sqrt{N}$. Then
\[\lim_{N \to \infty} \sigma_N^2 = 4\sigma^2 \text{ a.s.}\]

**Theorem 7** (Gap between the Sufficient and Necessary Conditions). If the random reservoir weight matrix is generated according to (4.4), (4.5), or (4.6), then $r \xrightarrow{a.s.} 2$, as $N \to +\infty$.

**Proof.** First, it is straightforward to verify that the three distributions specified by (4.4), (4.5) and (4.6) all have zero mean and finite fourth-moment, and their variances are $c, 1,$ and 1, respectively.

We consider random reservoir weight matrices generated according to (4.5) and (4.6). From Theorem 5, we have
\[|\lambda_{\text{max}}(1/\sqrt{N}W_N)| \leq 1, \quad \text{almost surely, as } N \to +\infty. \tag{4.9}\]

Then, combining (4.9) with the conclusion of the circular law, we have
\[|\lambda_{\text{max}}(1/\sqrt{N}W_N)| \xrightarrow{a.s.} 1, \quad \text{as } N \to +\infty \tag{4.10}\]

Next, from Theorem 6, we have
\[\sigma_{\text{max}}(1/\sqrt{N}W_N) \xrightarrow{a.s.} 2, \quad \text{as } N \to +\infty \tag{4.11}\]

Therefore, we have
\[r = \frac{\sigma_{\text{max}}(W_N)}{|\lambda_{\text{max}}(W_N)|} = \frac{\sigma_{\text{max}}(1/\sqrt{N}W_N)}{|\lambda_{\text{max}}(1/\sqrt{N}W_N)|} \xrightarrow{a.s.} 2, \quad \text{as } N \to +\infty \tag{4.12}\]
Figure 4.3: A simulation study on $\sigma_{\text{max}}(W)$, $\lambda_{\text{max}}(W)$, and $\|W\|_D$ for Gaussian, Bernoulli, and sparse reservoirs, respectively, as $N$ increases.

For the case of random reservoir weight matrices generated according to (4.4), if we replace $\frac{1}{\sqrt{N}}$ by $\frac{1}{\sqrt{cN}}$ in the above equations, it is straightforward to show the same conclusion stated in (4.12).

Figure 4.3 illustrates the asymptotic trend of $\sigma_{\text{max}}(W)$, $\lambda_{\text{max}}(W)$, and $\|W\|_D$ for Gaussian, Bernoulli, and sparse reservoir weight matrices as $N$ increases. Each point in Figure 4.3 is the average of 20 independent simulations, and $\|W\|_D$ is calculated using MATLAB’s $\mu$-analysis Toolbox as suggested in [100]. First, we can see in Figure 4.3 that when $N$ is large, Gaussian, Bernoulli, and sparse reservoirs all have similar respective values for $\sigma_{\text{max}}(W)$, $\lambda_{\text{max}}(W)$, and $\|W\|_D$. Second, as $N$ increases, $\sigma_{\text{max}}(W)$ tends to 2, and $\lambda_{\text{max}}(W)$ tends to
1. Thus, consistent with Theorem 4, the bound for the necessary condition is about twice
the bound for the sufficient condition for an ESN to possess the ESP as $N$ gets large. Also,
although we do not have theoretical results suggesting this, we observe in Figure 4.3 that
$\lambda_{\text{max}}(W)$ is approaching its asymptote from above, while $\sigma_{\text{max}}(W)$ approaches its asymptote
from below. That is, the gap, and thus the level of conservativeness (and the associated
degree of potential suboptimality in using the sufficient condition in ESN design, relative
to a design based on the necessary condition), is empirically observed to increase with $N$.

Third, for the sufficient bound proposed in [100], $\|W\|_D$ is indeed tighter than $\sigma_{\text{max}}(W)$
when $N$ is small, for example for $N = 20$, but $\|W\|_D$ approaches very close to $\sigma_{\text{max}}(W)$ as
$N$ gets large. Thus, empirically from Figure 3, there appears to be little to gain in using
the sufficient condition from [100], rather than the sufficient condition from [88], as $N$ gets
large.

4.4 Why the Necessary Condition for Echo States Is
Often “Sufficient in Practice”

To establish the sufficient condition for the ESP, Jaeger in [88] and Buehner and Young
in [100] showed that, with $W$ scaled to have its largest singular value less than one, the
distance between two states $x(n)$ and $\hat{x}(n)$ shrinks at every time step, i.e., $d(T(x(n), u(n + 1)), T(\hat{x}(n), u(n + 1))) < d(x(n), \hat{x}(n))$, regardless of the input. This Lipschitz condition
results in echo states.

In this section, alternatively, we will show that, asymptotically, as the size of the reservoir
grows, for a much less conservative scaling of $W$ that is essentially equivalent to scaling
$W$ just enough so that the necessary condition for the ESP is satisfied, the state transition
mapping $T(\cdot, \cdot)$ is contractive with high probability, regardless of the input. In essence, we
will thus show that the necessary condition is “sufficient in practice”. In order to make our mathematical analysis tractable and, thus, to establish our results, we consider a slightly unorthodox (albeit a still reasonable) procedure for scaling of the matrix, $W$. Normally, and as considered in [88], one first randomly generates the matrix $W_N$ and then sets $W = \alpha W_N$, where $\alpha$ is specifically chosen to satisfy an ESP condition – choosing $\alpha \leq |\lambda_{\text{max}}^{-1}(W_N)|$ meets the necessary condition, while setting $\alpha \leq \sigma_{\text{max}}^{-1}(W_N)$ ensures sufficiency. While choosing $\alpha$ in this way strictly ensures one (or both) of these ESP conditions, it also makes $\alpha$ a function of the random matrix, – i.e., $\alpha$ is itself a random variable, with, moreover, a distribution that is dependent on $N$. Choosing $\alpha$ in this way will complicate our analysis. Alternatively, from (4.10), we know that if we choose $W = (\rho/\sqrt{N})W_N$, the spectral radius of $W$ converges to $\rho$ as $N \to \infty$. That is, picking a constant scaling factor $\rho < 1$, independent of both the dimension $N$ and the particular realization of the random matrix $W_N/\sqrt{N}$, satisfies the necessary condition for the ESP almost surely as $N$ gets large. From this standpoint, choosing $W$ in this “unconventional” way – one that is more amenable to analysis – is reasonable.

More significantly, in the following, we will show that, by choosing $W$ in this unconventional way, the state transition mapping $T(\cdot, \cdot)$ is contractive with high probability, regardless of the input. More specifically, for $x(n), \tilde{x}(n) \in [-1, 1]^N$ and a random reservoir weight matrix $W = (\rho/\sqrt{N})W_N$, $\rho < 1$, the inequality $d(T(x(n), u(n+1)), T(\tilde{x}(n), u(n+1))) < d(x(n), \tilde{x}(n))$ holds with probability $1 - O(e^{-C\rho N})$, where the constant $C_\rho$ depends on $\rho$. In this sense, we show that asymptotically, for large $N$, the necessary condition is “sufficient in practice”. Finally, although our theoretical results will assume an unconventional procedure for scaling $W$, we will subsequently demonstrate at least empirically that “sufficiency of the necessary condition in practice” also applies if one uses the more standard procedure for scaling $W$.

A key ingredient for establishing our results is the concentration of measure phenomenon [113] – i.e., the fact that when projecting a state vector $x$ onto the properly normalized
random reservoir weight matrix $W$, the $\ell_2$ norm of $Wx$ is approximately equal to the $\ell_2$ norm of $x$, when $N$ is sufficiently large.

Let $W_N = (w_{ij})_{N\times N}$, $W = \alpha W_N$, and $x = [x_1, x_2, ..., x_N]^T$. Suppose $W_N$ follows (4.4), (4.5), or (4.6), with $\alpha$ set to $\frac{1}{\sqrt{cN}}$ under (4.4) or $\frac{1}{\sqrt{N}}$ under (4.5) and (4.6). We have

$$Wx = [\sum_j \alpha w_{1j} x_j, \sum_j \alpha w_{2j} x_j, \cdots, \sum_j \alpha w_{Nj} x_j]^T.$$  \hspace{1cm} (4.13)

For the $i$th-element, we have

$$E[\sum_j \alpha w_{ij} x_j] = \sum_j \alpha E[w_{ij}] x_j = 0,$$ \hspace{1cm} (4.14)

$$Var[\sum_j \alpha w_{ij} x_j] = E[\sum_j \sum_k \alpha^2 w_{ij} w_{ik} x_k x_k] = \frac{1}{N} \sum_j x_j^2,$$ \hspace{1cm} (4.15)

where $E[\cdot]$ denotes expectation and $Var[\cdot]$ denotes variance.

Thus, we have:

$$E[\|Wx\|^2] = E[\sum_i (\sum_j \alpha w_{ij} x_j)^2] = \sum_i \frac{1}{N} \sum_j x_j^2 = \|x\|^2.$$ \hspace{1cm} (4.16)

where $\|\cdot\|$ denotes the $\ell_2$ norm, i.e. the expected squared length of $Wx$ is the same as the squared length of $x$. Now we need to investigate how the distribution of $\|Wx\|$ concentrates around $\|x\|$. We first develop the following lemma.

**Lemma 1.** Assume the random matrix $W$ follows (4.4), (4.5), or (4.6), with the scaling factor set to $\frac{1}{\sqrt{cN}}$ or $\frac{1}{\sqrt{N}}$, as appropriate. Let $\hat{x} \in \mathbb{R}^N$ be a unit vector; then, $\|W\hat{x}\|$ converges to 1 in probability, as $N \to \infty$. 

84
Proof. Lemma 4 and Lemma 5 in [114] state that for $W$ as in (4.5) (Lemma 4) and for $W$ as in (4.4) and (4.6) (Lemma 5), the following two inequalities hold for all $N$ and for all $0 < \epsilon_2 < 1$:

\[
\Pr(\|W\hat{x}\|^2 \geq (1 + \epsilon_2)) < \exp(-\frac{N}{2}(\epsilon_2^2/2 - \epsilon_3^2/2)) \tag{4.17}
\]

\[
\Pr(\|W\hat{x}\|^2 \leq (1 - \epsilon_2)) < \exp(-\frac{N}{2}(\epsilon_2^2/2 - \epsilon_3^2/2)) \tag{4.18}
\]

for small positive constant $\epsilon_2 > 0$.

Then, for $0 < \epsilon_3 < 1$,

\[
\Pr(|\|W\hat{x}\| - 1| \geq \epsilon_3) = \Pr(\|W\hat{x}\| \leq 1 - \epsilon_3) + \Pr(\|W\hat{x}\| \geq 1 + \epsilon_3) \\
= \Pr(\|W\hat{x}\|^2 \leq (1 - \epsilon_3)^2) + \Pr(\|W\hat{x}\|^2 \geq (1 + \epsilon_3)^2) \\
< \Pr(\|W\hat{x}\|^2 \leq 1 - \epsilon_3) + \Pr(\|W\hat{x}\|^2 \geq 1 + \epsilon_3) \\
< 2 \exp(-\frac{N}{2}(\epsilon_3^2/2 - \epsilon_3^2/2)) \tag{4.19}
\]

Therefore, as $N \to +\infty$, $\Pr(\|W\hat{x}\| - 1| \geq \epsilon_3) \to 0$. \hfill \Box

Given the Lemma, we can now state and prove our contraction mapping main result.

**Theorem 8.** Assume the network defined in (4.2) and (4.3) with neuron activation function $f = \tanh$, applied component-wise. Suppose that $x(n), \hat{x}(n) \in [-1, 1]^N$ and $W$ is a random reservoir weight matrix defined by $W = \alpha W_N$, according to (4.4), (4.5), or (4.6), with $\alpha = \rho/\sqrt{N}$ under (4.5), (4.6), and $\alpha = \rho/\sqrt{cN}$ under (4.4), where $0 < \rho < 1$. Then,

\[
\Pr(\|x(n+1) - \hat{x}(n+1)\| \leq \|x(n) - \hat{x}(n)\|) > 1 - \exp(-\frac{N}{2}((1 - \rho)^2/2 - (1 - \rho)^3/2)), \tag{4.20}
\]

where $x(n+1) = T(x(n), u(n+1))$ and $\hat{x}(n+1) = T(\hat{x}(n), u(n+1))$. 
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Proof. Let \( z(n) = x(n) - \tilde{x}(n) \). We start by writing:

\[
\|z(n+1)\| = \|T(x(n), u(n+1)) - T(\tilde{x}(n), u(n+1))\|
\]

\[
= \|f(Wx(n) + W_in u(n+1)) - f(W\tilde{x}(n) + W_in u(n+1))\|
\]

\[
\leq \|(Wx(n) + W_in u(n+1)) - (W\tilde{x}(n) + W_in u(n+1))\|
\]

\[
= \|Wx(n) - W\tilde{x}(n)\|
\]

\[
= \|W(x(n) - \tilde{x}(n))\|
\]

\[
= \|Wz(n)\| \tag{4.21}
\]

where the inequality four lines above follows because the tanh(\cdot) function satisfies the (element-wise) Lipschitz condition \(|\tanh(v) - \tanh(z)| \leq |v - z|, \forall v, z \in \mathbb{R}\). Let \( \hat{z}(n) = z(n)/\|z(n)\| \). Then rewrite (4.21) as

\[
\|z(n+1)\| \leq \|Wz(n)\| = \|W\hat{z}(n)\| \cdot \|z(n)\|.
\]

We have \( W = \alpha W_N \), and \( W_N \) generated according to (4.4), (4.5), or (4.6), with \( \alpha \) equaling \( \frac{\rho}{\sqrt{cN}} \), \( \frac{\rho}{\sqrt{N}} \), or \( \frac{\rho}{\sqrt{N}} \), respectively. From the circular law and Theorem 4, we know that the spectral radius of \( W \) converges to \( \rho \) as \( N \to \infty \).

Applying Lemma 1, we thus have

\[
\|z(n+1)\| \leq \|W\hat{z}(n)\| \cdot \|z(n)\|
\]

\[
= \rho \|\frac{1}{\rho}W\hat{z}(n)\| \cdot \|z(n)\|
\]

\[
\xrightarrow{p} \rho \|z(n)\| \quad \text{as} \ N \to \infty.
\]

Further, let us characterize the probability that \( \|z(n+1)\| \geq \|z(n)\| \), i.e. that the contractive
property is not satisfied, when $N$ is finite. First, define $\epsilon = 1 - \rho$. Then, we have

\[
\Pr(\|z(n+1)\| \geq \|z(n)\|) \\
\leq \Pr(\|Wz(n)\| \geq \|z(n)\|) \\
= \Pr(\|W\hat{z}(n)\| \geq 1) \\
= \Pr(\|\frac{1}{\rho}W\hat{z}(n)\| \geq \frac{1}{\rho}) \\
= \Pr(\|\frac{1}{\rho}W\hat{z}(n)\| \geq \frac{1}{1-\epsilon}) \\
< \Pr(\|\frac{1}{\rho}W\hat{z}(n)\| \geq 1 + \epsilon) \quad (\because 1 + \epsilon < \frac{1}{1-\epsilon}) \\
= \Pr(\|\frac{1}{\rho}W\hat{z}(n)\|^2 \geq (1 + \epsilon)^2) \\
\leq \Pr(\|\frac{1}{\rho}W\hat{z}(n)\|^2 \geq 1 + \epsilon) \\
< \exp\left(-\frac{N}{2}((1 - \rho)^2/2 - (1 - \rho)^3/2)\right)
\]

where the first inequality above follows from (4.21) and the final inequality follows from Lemmas 4 and 5 from [114], specified earlier.

We thus see that the probability that $\|z(n+1)\| > \|z(n)\|$ is exponentially decreasing with $N$. Moreover, $\|z(n+1)\| \leq \|z(n)\|$ with probability $1 - O(e^{-C_\rho N})$, where $C_\rho = \frac{1}{2}((1 - \rho)^2/2 - (1 - \rho)^3/2)$.

Theorem 7 shows that when $\rho < 1$, for $x(n), \tilde{x}(n) \in [-1, 1]^N$ and a random reservoir weight matrix $W$, $T(\cdot, \cdot)$ is contractive with probability $1 - O(e^{-C_\rho N})$. This result supports and provides theoretical grounding for previous observations in echo state network research: “extensive experience with this scaling game indicates that one obtains echo states when $\alpha$ is only marginally smaller than $\alpha_{\text{max}}$” [88] ($\alpha_{\text{max}} = |\lambda_{\text{max}}^{-1}(W_N)|$). To give a caveat on this result, we also note that while we have shown that there is a contractive property with
high probability for large $N$, Theorem 7 is not definitive on whether the strict ESP given in Definition 1 holds with high probability for large $N$. This remains an open question.

Finally, let us address the reader’s possible concern that, in Theorem 7, we have assumed an unorthodox way of selecting the scaling factor on the weight matrix, in order to achieve our proof result, i.e. the reader may think our result is not relevant to the more conventional matrix scaling procedure. To address this concern, we next show that, from a practical standpoint, the result and insights obtained from Theorem 7 also apply if one considers the more conventional scheme for scaling $W$. The logical argument goes as follows. There are two choices for the scaling factor – the conventional choice $\alpha = \rho |\lambda_{\text{max}}^{-1}(W_N)|$, and our unorthodox choice $\alpha = \rho / \sqrt{N}$ (for simplicity of discussion, we only consider the Gaussian and Bernoulli cases). Suppose that we could show that the spectral radius resulting from conventional scaling (which is the constant value, $\rho$) is always (for every realization of $W_N$) less than or equal to the spectral radius resulting from our unorthodox scaling procedure. If this were true, one can see (from inspection of the proof of Theorem 7) that the Theorem 7 statement would directly apply not only for our unorthodox scaling procedure, but also for the more conventional scaling scheme. Likewise, if $\rho$ is larger than the unorthodox scheme’s spectral radius with vanishing probability as $N$ gets large, we could say that Theorem 7 “practically applies” to conventional scaling, for large $N$. Let us consider two cases: i) asymptotically large $N$; ii) relatively large, finite (but increasing) $N$. For the asymptotic case, we simply note that, from the proof steps of Theorem 6, we know that the spectral radius obtained using these two different scaling methods converges to the same value ($\rho$) as $N \to \infty$. Thus, Theorem 7 is certainly relevant to the conventional scaling procedure in the limit of large $N$. Second, let us consider the case of finite (but increasing) $N$. There are two choices for the scaling factor – the conventional choice $\alpha = \rho |\lambda_{\text{max}}^{-1}(W_N)|$, and our unorthodox choice $\alpha = \rho / \sqrt{N}$. Now, it is not in fact true that $\rho$ is strictly less (for all realizations $W_N$) than the spectral radius obtained based on our unorthodox scaling. However, empirically, we will
next demonstrate the following results: 1) for large but finite $N$, the frequency with which conventional scaling leads to a larger spectral radius than unorthodox scaling is quite small; moreover, the “spread” of the unorthodox scaling’s spectral radius distribution (around $\rho$) is small; 2) This frequency is observed to decrease with increasing $N$.

We simulated 10,000 trials for each of the three types of reservoirs, for $N = 500$, 1000, and 1500. We set $\rho = 0.91$ and observed that, using unorthodox scaling, for $N = 1000$ and $N = 1500$, the necessary ESP condition was met in every trial (with a small number of violations for $N = 500$). Our results, shown in Table 4.1, demonstrate that, very infrequently, $\rho$ is greater than the spectral radius of the unconventional procedure. Furthermore, this frequency decreases for increasing $N$. Figure 4.4 shows the distribution of the unconventional procedure’s spectral radius which, though skewed, is seen to have small spread about $\rho$. These experimental results suggest that Theorem 7 “practically applies” to conventional scaling as $N$ gets large. The results also further corroborate our previous observation that for finite $N$, the mean of the spectral radius seems to converge from above to 1.

### 4.5 A Simulation Experiment

To demonstrate our results numerically, we applied ESNs to model the 10-th order NARMA as described in [115]. The random reservoir matrices were generated according to (4.4), (4.5), and (4.6), with the size $N = 300$. We used the previous sufficient condition ($\sigma_{\max}(W) < 1$) and the new necessary and sufficient condition ($|\lambda_{\max}(W)| < 1$) for the echo state property to rescale $W$. We repeated each experiment 20 times to calculate the mean and standard deviation of the normalized mean squared errors (NMSE) as shown in Table 4.2, Table 4.3, and Table 4.4. From the results, we have the following three observations: (1) the ratio $r = \frac{\sigma_{\max}(W)}{|\lambda_{\max}(W)|}$ is about 2 (Theorem 4); (2) ESNs with random reservoir matrices generated according to (4.4), (4.5), and (4.6) indeed behaved similarly; and (3) in all the experiments
(a) Sparse random matrices

(b) Gaussian random matrices

(c) Bernoulli random matrices

Figure 4.4: The histograms of the spectral radius of random matrices using the scaling factor in Theorem 7 with $\rho = 0.91$ and $N = 1000$. 
Table 4.1: Simulation results on the spectral radius ($\hat{\rho}$) of random matrices using the scaling factor in Theorem 7 with $\rho = 0.91$ (10,000 trials).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Pr(\hat{\rho} \geq 1)$</th>
<th>$\Pr(\hat{\rho} &lt; \rho)$</th>
<th>mean($\hat{\rho}$) (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.09%</td>
<td>0.38%</td>
<td>0.938 (±0.014)</td>
</tr>
<tr>
<td>1000</td>
<td>0.00%</td>
<td>0.07%</td>
<td>0.932 (±0.009)</td>
</tr>
<tr>
<td>1500</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.929 (±0.007)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Pr(\hat{\rho} \geq 1)$</th>
<th>$\Pr(\hat{\rho} &lt; \rho)$</th>
<th>mean($\hat{\rho}$) (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.13%</td>
<td>0.46%</td>
<td>0.938 (±0.014)</td>
</tr>
<tr>
<td>1000</td>
<td>0.00%</td>
<td>0.03%</td>
<td>0.932 (±0.009)</td>
</tr>
<tr>
<td>1500</td>
<td>0.00%</td>
<td>0.01%</td>
<td>0.928 (±0.007)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Pr(\hat{\rho} \geq 1)$</th>
<th>$\Pr(\hat{\rho} &lt; \rho)$</th>
<th>mean($\hat{\rho}$) (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.08%</td>
<td>0.29%</td>
<td>0.938 (±0.013)</td>
</tr>
<tr>
<td>1000</td>
<td>0.00%</td>
<td>0.01%</td>
<td>0.932 (±0.009)</td>
</tr>
<tr>
<td>1500</td>
<td>0.00%</td>
<td>0.01%</td>
<td>0.928 (±0.007)</td>
</tr>
</tbody>
</table>

where the new necessary and sufficient condition was applied, the echo state property was obtained, and the ESNs performed better than where the previous sufficient was applied.

### 4.6 Gene Expression Time Course Data Modeling

To understand the mechanism that orchestrate the genes and proteins in cells remains the key issue of systems biology studies. To construct computer models that can mimic the
Table 4.2: Results on ESNs with sparse random reservoirs and the new necessary and sufficient condition.

| Sparse random reservoir | $\hat{\sigma}_{\text{max}}$ | $|\lambda_{\text{max}}|$ | NMSE (std) |
|-------------------------|-----------------|-----------------|-------------|
| $\sigma_{\text{max}}(W) < 1$ | 0.99            | 0.5032          | 0.1537 ($\pm$ 0.0015) |
| $|\lambda_{\text{max}}(W)| < 1$ | 1.9404          | 0.99            | 0.1463 ($\pm$ 0.0002) |

Table 4.3: Results on ESNs with Gaussian random reservoirs and the new necessary and sufficient condition.

| Sparse random reservoir | $\hat{\sigma}_{\text{max}}$ | $|\lambda_{\text{max}}|$ | NMSE (std) |
|-------------------------|-----------------|-----------------|-------------|
| $\sigma_{\text{max}}(W) < 1$ | 0.99            | 0.5178          | 0.1515 ($\pm$ 0.0012) |
| $|\lambda_{\text{max}}(W)| < 1$ | 1.8892          | 0.99            | 0.1464 ($\pm$ 0.0003) |

Table 4.4: Results on ESNs with Bernoulli random reservoirs and the new necessary and sufficient condition.

| Sparse random reservoir | $\hat{\sigma}_{\text{max}}$ | $|\lambda_{\text{max}}|$ | NMSE (std) |
|-------------------------|-----------------|-----------------|-------------|
| $\sigma_{\text{max}}(W) < 1$ | 0.99            | 0.5184          | 0.1526 ($\pm$ 0.0015) |
| $|\lambda_{\text{max}}(W)| < 1$ | 1.8828          | 0.99            | 0.1463 ($\pm$ 0.0002) |

behavior of cellular networks is very meaningful and instrumental to the understanding of gene regulation mechanism, which may lead to insights into many diseases. Since cellular networks (e. g. transcriptional networks, protein networks, and signaling pathways) are highly nonlinear and dynamic in nature, echo state networks are very suitable for modeling cellular networks based on time-course data. In [116], an in silico genetic regulatory network
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Figure 4.5: An *in silico* genetic regulatory network. Signed solid arrows indicate transcriptional regulatory interactions; dashed arrows indicate protein-protein interactions.

was constructed. The network structure is shown in Figure 4.5. The input to this system is the injection rate of the ligand Q, which triggers the response of gene expression in this network. In the simulation study, the input is pulse wave.

In this experiment, we want to model the gene expression time series of gene A, B, C, D, E, and F in response to the input ligand Q. We setup an ESN with 200 neurons in the reservoir with one input and six outputs. We test the learned model on a test data set (generated with different input sequence). The system output and ESN output are shown in Figure 4.6. We can see from Figure 4.6 that the dynamics of gene expression in this network in response to external inputs are well captured by the ESN model.

### 4.7 Conclusions

In this chapter, we applied random matrix theory to examine the properties of the random reservoirs used by ESNs, including different reservoir topologies (sparse or fully-connected)
Figure 4.6: The expected output and the ESN output in gene expression time series modeling. The dotted line is the expected output and the solid line is the ESN output.
and different connection weights (Bernoulli or Gaussian). The asymptotic uniform distribution of the eigenvalues of the reservoir weight matrix ensures diverse dynamical patterns of the reservoir states. Moreover, this phenomenon does not depend on the topology of the reservoir or on the distribution of the weights of the connections. We showed that, asymptotic in the reservoir size, the bound for the necessary condition in [88] is about twice the bound for the sufficient condition in [88] for an ESN to possess the echo state property. Finally, we showed that when the spectral radius $\rho < 1$, the state transition mapping $T(\cdot,\cdot)$ is contractive with high probability, which explains why the necessary condition has been found to be “sufficient in practice”.
Chapter 5

Bayesian Analysis of Copy Number Mixtures to Correct Normal Cell Contamination and Characterize Tumor Evolution

5.1 Introduction

DNA copy number change is an important form of structural variation in the human genome. Somatic copy number alterations (CNAs) are key genetic events in the development and progression of human cancers, and frequently contribute to tumorigenesis [117]. The coverage of copy number changes varies from a few hundred to several million nucleotide bases, and somatic CNAs in tumors exhibit highly complex patterns. The advance of oligonucleotide-based single nucleotide polymorphism (SNP) arrays provides a high-density and allelic-specific genomic profile and enables researchers to study copy number changes on a genome-
wide scale. For instance, Affymetrix offers several DNA analysis arrays for SNP genotyping and copy number variation (CNV) analysis, and the newest Affymetrix Genome-Wide Human SNP Array 6.0 features 1.8 million genetic markers, including more than 906,600 SNPs and more than 946,000 probes for detecting CNVs or CNAs.

Quantitative analysis of somatic CNAs has found broad application in cancer research. Although molecular analysis of tumors in their native tissue environment provides the most accurate picture of their in vivo state, tissue samples often consist of mixed cancer and normal cells, and accordingly, the observed SNP intensity signals are the weighted sum of the copy numbers contributed from both cancer and normal cells. This tissue heterogeneity inherited in the measured copy number signals could significantly confound subsequent marker identification and molecular diagnosis rooted in cancer cells, e.g., true copy number estimation, consensus region detection, CNA association studies, and detection of loss of heterozygosity and homozygous deletion. Experimental methods for minimizing normal cell contamination, such as cell enrichment or purification, are prohibitively expensive, inconvenient and prone to errors [1].

Here we ask whether it is possible to computationally correct normal tissue contamination by estimating the proportions of normal and cancer cells and recovering the true copy number profiles of cancer cells, based on the observed SNP intensity signals from cell mixtures. Albeit with limited success, some initial efforts have been recently made to address the impact of normal tissue contamination in copy number analysis [118–121], or to estimate the fraction of normal cells in tumor samples [122, 123]. Nancarrow, et al. [119] developed a visual inspection toolkit that allows users to determine the presence of stromal contamination. Yamamoto, et al. [122] and Goransson, et al. [123] proposed computational methods to estimate the proportion of normal cells by matching to the experimental or simulated histograms of different mixtures. However, given the fact that the noise level in the raw copy number data is often quite high and varies from sample to sample, neither visual inspection
nor simulated histogram matching will be able to produce an accurate and stable estimate
of the fraction of normal cells in the tumor sample. An additional limitation associated with
these methods is the lack of rigorous statistical principles in driving algorithm development.

In this study, we report a statistically-principled in silico approach to accurately detect
genomic deletion type, estimate normal tissue contamination, and accordingly recover the
true copy number profile in cancer cells. By exploiting the allele-specific information provided
by SNP arrays, we introduce a series of definitions and theorems to illustrate the detectability
and its conditions, and propose a Bayesian Analysis of COpy number Mixtures (BACOM)
method. The BACOM algorithm is based on a statistical mixture model for copy number
deletion segments in heterogeneous tumor samples, whose parameters are estimated using
Bayesian differentiation between hemizygous deletion (hemi-deletion, where one allele is
absent) and homozygous deletion (homo-deletion, where both alleles are absent) and plug-in
sample averaging. Subsequently, the weighted average of estimated normal tissue fraction
coefficients across multiple segments is used to estimate the true copy numbers rooted in
cancer cells across all loci on the genome. As shown in the result section, this method not
only produces cancer-specific copy number profiles but also substantially improves significant
consensus events (SCEs) detection power.

To better serve the research community, we have developed a cross-platform Java applica-
tion, which implements the whole pipeline of copy number analysis of heterogeneous cancer
tissues. The BACOM software instantiates the algorithms described in this report and other
necessary processing steps. To take advantage of many widely used packages in R to perform
DNA copy number analysis and R’s powerful and versatile visualization capabilities, we also
provide an R interface, bacomR, that enables users to smoothly incorporate BACOM into
their specific copy number analysis, or to integrate BACOM with other R or Bioconduc-
tor packages. We expect this newly developed software to be a useful tool in routine copy
number analysis of heterogeneous tissues.
5.2 Problem Formulation

We first discuss a deletion-focused latent variable model for the copy number signal in heterogeneous tumor samples. Then, we propose a Bayesian approach to stochastically characterize distinctive copy number signals due to homo-deletion or hemi-deletion, supported by a novel summary statistic derived from allele-specific information. Next, we estimate the fraction of normal cells in the sample based on the deletion-type-specific segments, and subsequently recover the cancer-specific DNA copy number profile. Figure 5.1 gives the flowchart of BACOM consisting of three major steps: (1) inference of deletion types, (2) estimation of the normal tissue fraction, and (3) recovery of the copy number profile in cancer cells.

5.2.1 Copy Number Signal Model

Figure 5.2 shows SNP array intensity signals that serve as the raw data to study copy number changes, where observed non-integer copy numbers suggest the presence of normal cells in the tumor sample. In heterogeneous tumor samples, the measured array intensity is a mixture of DNA copy number signals from both normal and cancer cells, given mathematically by

\[ X_i = \alpha \times X_{\text{normal},i} + (1 - \alpha) \times X_{\text{cancer},i}. \]  

(5.1)

where \( X_i \) is the observed DNA copy number signal at locus \( i \), \( \alpha \) is the unknown fraction of normal cell subpopulation in the sample, and \( X_{\text{normal},i} \) and \( X_{\text{cancer},i} \) are the unknown latent DNA copy number signals in normal and cancer cells at locus \( i \), respectively. It should be noted that, in model (5.1), we have chosen not to consider CNVs in normal cells, because these are much rarer than CNAs in cancer cells.

Since human somatic cells are diploid, the expected DNA copy number at locus \( i \) in normal cells is two, \( i.e., E[X_{\text{normal},i}] = 2 \). In contrast, if there is a homo-deletion or hemi-deletion at locus \( i \) in cancer cells, then the expected DNA copy number becomes zero or one, \( i.e., \)
Figure 5.1: The flow chart of BACOM.
Figure 5.2: An illustration of a DNA copy number profile of Chromosome 17.

\[ E[X_{\text{cancer},i}] = 0 \text{ or } 1. \]

By focusing on deletion-only CNA loci and taking the expectations on both sides of Equation (5.1), we have

\[
\begin{align*}
E[X_i] &= \alpha \times 2 + (1 - \alpha) \times 0 = 2\alpha, & \text{if homo-deletion,} \\
E[X_i] &= \alpha \times 2 + (1 - \alpha) \times 1 = 1 + \alpha, & \text{if hemi-deletion.}
\end{align*}
\]

Equation (5.2) indicates that, as a function of normal cell fraction \( \alpha \), the expected copy number at a deletion locus depends on the deletion type and is distinctive except when \( \alpha = 1 \). Inspired by this observation, we propose to explore a statistically-principled solution (detectability): if a Bayesian hypothesis test can be constructed to differentiate between homo-deletion and hemi-deletion segments based on allele-specific signals, we could, in principle, estimate \( \alpha \) by the sample average over the deletion segments.

5.2.2 Inference of Deletion Type

Affymetrix SNP chips provide both allele-specific signals (A-allele and B-allele) and their summed intensity (observed DNA copy number signal). If we denote the signals of alleles A and B at locus \( i \) by \( X_{A,i} \) and \( X_{B,i} \), respectively, then, the observed DNA copy number signal
$X_i$ in model (5.1) can be re-written as

$$X_i = X_{A,i} + X_{B,i}. \quad (5.3)$$

To fully exploit allele-specific information readily provided by the SNP arrays and associated genotype calling algorithms, our method will focus solely on AB genotype (not considering AA or BB genotypes). For a length-$L$ homo/hemi-deletion segment $\{X_i|i = 1, 2, \cdots , L\}$, we make the following realistic assumption on the allele-specific signals.

**Assumption 1.** For a length-$L$ homo/hemi-deletion segment $\{X_i|i = 1, 2, \cdots , L\}$, each of the allele-specific signals $X_{A,i}$ and $X_{B,i}$ are independently distributed Gaussian random variables with distinct means but common variance, $\sigma^2$, for $i = 1, 2, \cdots , L$.

It should be noted that $X_{A,i}$ and $X_{B,i}$ are not statistically independent but, rather often correlated, referred to as the crosstalk between alleles A and B [124]). Thus, under Assumption 1, the observed copy number signals $X_i$ are independent and identically distributed random variables following a normal distribution $N(\mu_{A+B}, \sigma^2_{A+B})$ whose mean $\mu_{A+B}$ and variance $\sigma^2_{A+B}$ can be readily estimated by using the observed signals $X_i$ for $i = 1, 2, \cdots , L$.

To statistically differentiate between hemi-deletion and homo-deletion, we define a novel summary statistic, given mathematically by the following newly defined random variable

$$Y = \sigma_{A-B}^{-2} \sum_{i=1}^{L} (X_{A,i} - X_{B,i})^2, \quad (5.4)$$

where $\sigma_{A-B}^2$ is the variance of $X_{A,i} - X_{B,i}$. Under Assumption 1, it can be shown that $Y$ follows either a noncentral or a standard $\chi^2$ distribution, depending upon the deletion type. We therefore present the following two lemmas with proofs to show that the key parameter associated with these $\chi^2$ distributions can be estimated using signals $X_i, X_{A,i}$ and $X_{B,i}$.

**Lemma 2.** Suppose that, within a length-$L$ hemi-deletion segment, each of the allele-specific signals $X_{A,i}$ and $X_{B,i}$ are independently distributed Gaussian random variables with distinct
means and common variance. Then, the summary statistic random variable \( Y \) defined in (5.4) follows an \( L \) degrees of freedom noncentral \( \chi^2 \) distribution with non-centrality parameter
\[
\lambda = L(2 - \mu_{A+B})^2 \sigma_{A+B}^{-2} (1 + \rho)/(1 - \rho),
\]
where \( \rho \) is the correlation coefficient between \( X_{A,i} \) and \( X_{B,i} \).

**Proof.** Applying Equation (5.1) to the loci within a hemi-deletion segment, where one of the alleles (but not both) is deleted, we have, for \( i = 1, 2, \cdots, L \)
\[
\mu_{A-B} = E[X_{A,i} - X_{B,i}]
\]
\[
= E[\alpha \times (X_{\text{normal},A,i} - X_{\text{normal},B,i})
+ (1 - \alpha) \times (X_{\text{cancer},A,i} - X_{\text{cancer},B,i})]
\]
\[
= \alpha \times E[X_{\text{normal},A,i} - X_{\text{normal},B,i}]
+ (1 - \alpha) \times E[X_{\text{cancer},A,i} - X_{\text{cancer},B,i}]
\]
\[
= \alpha \times (1 - 1) \pm (1 - \alpha) \times (1 - 0)
\]
\[
= \pm(1 - \alpha), \quad i = 1, 2, \cdots, L.
\]
While from Equation (5.2), we have \( \mu_{A+B} = E[X_i] = 1 + \alpha \) which implies \( \alpha = \mu_{A+B} - 1 \).

Thus, \( \mu_{A-B} \) can be expressed in terms of \( \mu_{A+B} \) as
\[
\mu_{A-B} = \pm(1 - \alpha) = \pm[1 - (\mu_{A+B} - 1)] = \pm(2 - \mu_{A+B}).
\]
Furthermore, Assumption 1 implies that
\[
\sigma^2_{A+B} = 2\sigma^2(1 + \rho) \quad \text{and} \quad \sigma^2_{A-B} = 2\sigma^2(1 - \rho).
\]
Although direct estimation of \( \sigma^2_{A-B} \) is a nontrivial task, simple mathematical manipulation shows that \( \sigma^2_{A-B} \) can be expressed in terms of \( \sigma^2_{A+B} \) as
\[
\sigma^2_{A-B} = \sigma^2_{A+B}(1 - \rho)/(1 + \rho).
\]
By the definition of the non-centrality parameter $\lambda$ and Equation (5.4), we conclude

$$\lambda = \sum_{i=1}^{L} \left( \frac{\mu_{A-B,i}}{\sigma_{A-B,i}} \right)^2$$

$$= \sum_{i=1}^{L} \frac{[\pm(2 - \mu_{A+B})]^2(1 + \rho)}{\sigma_{A+B}(1 - \rho)}$$

$$= L(2 - \mu_{A+B})^2\sigma_{A+B}^{-2}(1 + \rho)/(1 - \rho).$$

Accordingly, the conditional $L$ degrees of freedom noncentral $\chi^2$ distribution of $Y$ under hemi-deletion is given by

$$\chi^2(y; L, \lambda) = \begin{cases} 
  e^{-(y+\lambda)/2} \frac{y^{L/2+k-1}\lambda^k}{2^{L/2}\Gamma(k + L/2)2^{2k}k!} & \text{for } y > 0, \\
  0 & \text{for } y \leq 0. 
\end{cases} \quad (5.5)$$

where $\Gamma$ denotes the Gamma function.

Q.E.D.

**Lemma 3.** Suppose that, within a length-$L$ homo-deletion segment, each of the allele-specific signals $X_{A,i}$ and $X_{B,i}$ are independently distributed Gaussian random variables with distinct means and common variance. Then, the summary statistic random variable $Y$ defined in (5.4) follows an $L$ degrees of freedom standard $\chi^2$ distribution.

**Proof.** Applying Equation (5.1) to the loci within a homo-deletion segment, where both
alleles are deleted, we have, for \( i = 1, 2, \cdots, L \)

\[
\mu_{A-B} = E[X_{A,i} - X_{B,i}]
\]

\[
= E[\alpha \times (X_{\text{normal},A,i} - X_{\text{normal},B,i})
+ (1 - \alpha) \times (X_{\text{cancer},A,i} - X_{\text{cancer},B,i})]
\]

\[
= \alpha \times E[X_{\text{normal},A,i} - X_{\text{normal},B,i}]
+ (1 - \alpha) \times E[X_{\text{cancer},A,i} - X_{\text{cancer},B,i}]
\]

\[
= \alpha \times (1 - 1) + (1 - \alpha) \times (0 - 0)
\]

\[
= 0.
\]

Thus, Equation (5.4) implies that, under homo-deletion, the summary statistic random variable \( Y \) defined in (5.4) follows an \( L \) degrees of freedom standard \( \chi^2 \) distribution, given by

\[
\chi^2(y; L) = \begin{cases} 
\frac{1}{2^{L/2}\Gamma(L/2)} y^{(L/2)-1} e^{-y/2} & \text{for } y > 0, \\
0 & \text{for } y \leq 0,
\end{cases} \tag{5.6}
\]

where \( \Gamma \) denotes the Gamma function.

Q.E.D.

Lemmas 2 and 3 suggest the possibility of constructing a Bayesian hypothesis testing strategy to differentiate between the two deletion-types (i.e., hemi-deletion and homo-deletion). The novel and powerful feature of this approach is that the parameter value of the underlying deletion-type-conditioned probability density function can be readily estimated using the available signals \( X_i, X_{A,i} \) and \( X_{B,i} \) without the knowledge of the deletion type associated with \( X_i, X_{A,i} \) and \( X_{B,i} \). Furthermore, having determined the deletion-type-conditioned probability density functions, we can then identify the deletion type of the segment using Bayesian hypothesis testing. The conclusion is summarized in the following theorem.
Theorem 9 (Deletion-type Identifiability). Suppose that, within a length-$L$ deletion segment, each of the allele-specific signals $X_{A,i}$ and $X_{B,i}$ are independently distributed Gaussian random variables with distinct means and common variance. Then, the summary statistic random variable $Y = \sigma_{A-B}^{-2} \sum_{i=1}^{L} (X_{A,i} - X_{B,i})^2$ follows an $L$ degrees of freedom $\chi^2$ distribution under homo-deletion, and a noncentral $L$ degrees of freedom $\chi^2$ distribution under hemi-deletion, with a parameter that can be estimated based on signals $X_{A,i}$ and $X_{B,i}$. Accordingly, the segment deletion type can be optimally determined by Bayesian hypothesis testing.

Proof. From Lemma 2, the summary statistic random variable $Y$ under hemi-deletion follows an $L$ degrees of freedom noncentral $\chi^2$ distribution. From Lemma 3, the summary statistic random variable $Y$ under homo-deletion follows an $L$ degrees of freedom standard $\chi^2$ distribution. Again, from Lemma 2, we have

$$\lambda = L(2 - \mu_{A+B})^2 \sigma_{A+B}^{-2}(1 + \rho)/(1 - \rho)$$

which can be estimated using readily-available signals.

Then, a straightforward application of Bayesian hypothesis testing implies that the deletion type of the segment can be optimally determined by

$$\begin{cases} 
\text{hemi-deletion,} & \text{if } P(\text{hemi-deletion}|y) \geq P(\text{homo-deletion}|y), \\
\text{homo-deletion,} & \text{if } P(\text{hemi-deletion}|y) < P(\text{homo-deletion}|y),
\end{cases} \quad (5.7)$$

where $P(\cdot|\cdot)$ denotes the posterior probability of the segment deletion type given the observed segment signals.

Q.E.D. \hfill \Box
5.2.3 Implementation of BACOM Algorithm

We now complete the description of the BACOM algorithm by considering the estimation of the model parameters $\mu_{A+B}$, $\sigma_{A+B}$ and $\rho$. Note that $\mu_{A+B}$ and $\sigma_{A+B}$ are segment-specific. For each segment, they can be readily estimated from the observed copy number signals by

$$\mu_{A+B} = \frac{1}{L} \sum_{i=1}^{L} X_i,$$  \hspace{1cm} (5.8)

$$\sigma_{A+B}^2 = \frac{1}{L-1} \sum_{i=1}^{L} (X_i - \mu_{A+B})^2.$$  \hspace{1cm} (5.9)

Moreover, we assume that $\rho$ is identical across all the loci within one subject profile, and hence we conveniently estimate its value based on only the signals at the $N_{\text{normal}}$ loci within all normal segments, as given by

$$\mu_A = \sum_{i=1}^{N_{\text{normal}}} X_{A,i}, \quad \mu_B = \sum_{i=1}^{N_{\text{normal}}} X_{B,i},$$  \hspace{1cm} (5.10)

$$\rho = \frac{\sum_{i=1}^{N_{\text{normal}}} (X_{A,i} - \mu_A)(X_{B,i} - \mu_B)}{\sqrt{\sum_{i=1}^{N_{\text{normal}}} (X_{A,i} - \mu_A)^2 \sum_{i=1}^{N_{\text{normal}}} (X_{B,i} - \mu_B)^2}}.$$  \hspace{1cm} (5.11)

Having determined the parameters of the deletion-type conditional models we can infer the type of each deletion segment by applying Bayesian hypothesis testing based on (5.7). Subsequently, we can estimate the fraction of normal cells in the sample specified by (5.2), i.e., $\alpha_j = \mu_j - 1$ for hemi-deletion and $\alpha_j = \mu_j/2$ for homo-deletion, where $\mu_j$ is the sample average of the copy number signals of the $j$th deletion segment. Moreover, assume that there are $K$ deletion segments, we can calculate the ensemble estimate of the normal cell proportion via segment-length weighted average

$$\overline{\alpha} = \frac{\sum_{j=1}^{K} \alpha_j \times L_j}{\sum_{j=1}^{K} L_j},$$  \hspace{1cm} (5.12)

where $L_j$ is the length of the $j$th deletion segment.
Finally, the estimated normal cell fraction can be used to recover the true copy numbers in cancer cells in the sample. Since $X_{\text{normal},i} = 2$ and based on (5.1), it is straightforward to estimate the DNA copy number of pure cancer cells by

$$\hat{X}_{\text{cancer},i} = \frac{X_i - 2\hat{\alpha}}{1 - \hat{\alpha}}.$$ (5.13)

### 5.2.4 Characterization of Tumor Evolution using BACOM

Normal tissue contamination correction using BACOM assumes that the tumor sample consists of normal cells and tumor cells and tumor cells are homogeneous. What will happen if the tumor cells are heterogeneous. Now let’s consider the following illustrative example as shown in Figure 5.3. At time point 0, all the cells are normal, we observe the ideal copy number profile as illustrated in Figure 5.3(a). Then a genomic change takes place: one segment of the DNA has one allele deleted. The cells with the genomic change proliferate and become a tumor. At time point 1, we take a tumor sample, which consists of 50% normal cells and 50% tumor cells. The copy number profile of this tumor sample is illustrated in Figure 5.3(b). Later on, in some of the tumor cells, another genomic change takes place: another segment of the DNA has one allele deleted. This creates two subpopulations in the tumor cells: one subtype has one deletion, and the other subtype has two deletions. At time point 2, we take another tumor sample and we assume in the tumor sample, there are 50% normal cells, 25% tumor cells with one deletion, and 25% tumor cells with two deletions. The copy number profile is illustrated in Figure 5.3(c).

When we apply our BACOM method to the tumor sample at time point 2, we will have the estimated normal tissue fraction for the first deletion segment (segment in red in Figure 5.3(c)) $\hat{\alpha}_1 = 0.5$, and the estimated normal tissue fraction for the second deletion segment (segment in dark red in Figure 5.3(c)) $\hat{\alpha}_1 = 0.75$.

The discrepancy in the estimated normal tissue fractions actually indicates the sequence of
Figure 5.3: An illustration of the tumor evolution and the corresponding copy number profiles.

genomic change events. Therefore, in principle, we may infer the chronological order of genomic change events, utilizing the heterogeneity of tumor samples.
5.3 BACOM software

5.3.1 Standalone Java Application

To better serve the research community, we developed a cross-platform and open source BACOM Java application, which implements the entire pipeline of copy number change analysis for heterogeneous cancer tissues. The BACOM software instantiates not only the novel algorithms described here but also other relevant processing steps, including extraction of raw copy number signals from CEL files, iterative data normalization, identification of AB loci, copy number detection and segmentation, probe sets annotation, differentiation of deletion types, estimation of the normal tissue fraction, and correction of normal tissue contamination. Interested readers can download freely the software and source code at http://www.cbil.ece.vt.edu/software.htm. The screen shot of the BACOM Java application is shown in Figure 5.4.

5.3.2 Running BACOM in R Environment

To take advantage of many widely used packages in R and its associated powerful and versatile visualization capabilities, we also implemented an R interface, bacomR, that enables users to smoothly incorporate BACOM into their routine copy number analysis pipeline, or integrate BACOM with other R or Bioconductor packages. Users can use their preferred methods to perform routine tasks such as array normalization and DNA copy number segmentation and estimation, while using the newly added BACOM to estimate the normal cell fraction and subsequently recover the true copy number profiles in pure cancer cells.
5.4 Results

5.4.1 Simulation Studies

We first consider a realistic synthetic data set from a mixture of normal and simulated cancer copy number profiles, as shown in Figure 5.5a. The cancer copy number profile is simulated based on the real DNA copy number profile of a normal tissue sample assayed on the Affymetrix Genome-Wide 6.0 SNP array, consisting of two simulated 4-copy amplification segments and one simulated hemi-deletion segment. The normal and cancer copy number profiles are numerically mixed based on known proportions to produce the observed copy

Figure 5.4: A screen shot of the BACOM software.
number signal. Since there is only one deletion segment (loci 25k~30k), it is theoretically impossible to tell the deletion type by examining the observed copy number signal, given the fact that the cancer copy number signal has been severely contaminated by a normal copy number signal. The single-deletion inclusion in this data set has been chosen in order to illustrate the unsupervised learning ability of BACOM in determining deletion types.

To determine the deletion type, we first estimate the posterior probability models of the summary statistic using allele-specific signals provided by SNP chips, and plot the observed value of the summary statistic associated with the deletion segment, shown in Figure 5.5b. The plot clearly suggests the hemi-deletion type of the deletion segment. We then estimate the normal tissue fraction in the sample based on the sample average of the deletion segment $\alpha = \mu_{A+B} - 1$. This leads to an estimate of $\alpha = 0.692$ and the accordingly corrected cancer copy number profile shown in Figure 5.5a. The results show the effectiveness of the BACOM approach in that the deletion type is correctly determined, the estimated normal tissue fraction is very close to the true value $\alpha = 0.7$, and the recovered amplification signals indicate the two expected 4-copy segments.

As an example of a more complex simulation, we consider a data set from a mixture of normal and simulated cancer copy number profiles, as shown in Figure 5.6a. The cancer copy number profile includes one homo-deletion, two hemi-deletions and three different amplification (copy numbers 3, 4 and 5) segments. The simulated cancer copy number signal, with a total of six altered copy number segments, not only retains the statistical characteristics of real SNP array intensity data but also provides a more complete picture of copy number alterations and genomic instability in cancer cells. Once again, the normal and cancer copy number profiles are numerically mixed based on known proportions to produce the observed copy number signal. The multiple-type-deletion inclusions in this data set have been chosen in order to illustrate the consistency and applicability of BACOM in estimating normal tissue fraction and cancer-associated copy number alterations.
We first estimate separately the individual normal tissue fractions $\alpha_j$ from one homo-deletion and two hemi-deletion segments, where the posterior probability models and observed values of the summary statistic associated with the deletion segments are shown in Figure 5.6b. We then use the average value $\bar{\alpha}$ to recover the cancer-associated copy number profile, shown in Figure 5.6a, where the solid line segments are the recovered cancer-associated copy number changes. We tested BACOM on six simulation data sets with different $\alpha$ values, as given in Table 5.1. The BACOM approach again achieved very promising results in which the deletion types are correctly determined, the estimated normal tissue fractions from different deletion segments are highly consistent, with the average value very close to the true value, and the recovered signals of all six deletion and amplification segments indicate the expected integer-valued copy number changes. Table 5.1 summarizes the experimental results from all twelve simulation data sets.

![Figure 5.5: The DNA copy number profile and Bayesian analysis of the deletion segment of the simulation dataset 1 when $\alpha = 0.7$.](a) Copy number profile and correction results.  
(b) Bayesian analysis to determine the deletion type of the deletion segment.)

Figure 5.5: The DNA copy number profile and Bayesian analysis of the deletion segment of the simulation dataset 1 when $\alpha = 0.7$. 
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5.4.2 Analysis of Real DNA Copy Number Data

To test the applicability of our proposed method, we consider a real copy number profile for a prostate cancer sample assayed on the Affymetrix SNP 500K array. We first applied the BACOM algorithm to estimate the fraction of normal cell population in the sample, resulting in $\bar{\alpha} = 0.784$, which indicates significant normal tissue contamination. We then used the estimated $\bar{\alpha}$ value to recover cancer-specific copy number signal by Equation (5.13). The resulting corrected copy number profile for Chromosome 10 is shown in Figure 5.7, where dotted signals are the mixed copy number signals arising from the tumor sample with blue-colored regions being the detected deletion segments, green solid lines are the normal copy.
number segments, and blue solid lines are the corrected cancer-specific deletion segments. In this experiment, our analysis readily reveals and distinguishes both deletion types and their occurred genomic locations. It is worth noting that BACOM algorithm identified a homo-deletion segment around locus 18,500 in Chromosome 10, that contains the well-known tumor suppressor gene \textit{PTEN}.

As an example of a somewhat independent verification, we applied the BACOM algorithm to the copy number profile of another prostate cancer sample assayed on the Affymetrix Genome-Wide 6.0 platform [10]. The estimated fraction of normal cells in the sample is \(\alpha = 0.691\) and the results of similar analyses are given in Figure 5.8. Different from the previous example, this copy number profile contains two amplification segments that are purple-colored. Denoted by red solid lines, the corrected copy numbers of amplification segments are integer-valued, consistent with our theoretical expectation. This observation serves as a convincing validation of the proposed method, since the normal cell fraction \(\alpha\) was independently estimated from only deletion segments.
5.4.3 A Case Study on a Prostate Cancer Data Set

We applied BACOM to a prostate cancer data set reported in [10]. Our study focused on the subjects that have genomic mutations in gene TP53. The DNA copy number profiles of Chromosome 17 associated with these samples are shown in Figures 5.9 ~ 5.13. In these figures, dotted signals are the mixed copy number signals arising from tumor sample, where blue-colored regions are the detected deletion segments, purple-colored regions are the detected amplification segments, green solid lines are the normal copy number segments,
blue solid lines are the corrected cancer-specific deletion segments, and red solid lines are the corrected cancer-specific amplification segments. The vertical dashed orange line indicates the position of gene TP53 on the chromosome. Table 5.2 shows the estimated fraction $\bar{\alpha}$ of normal tissue contamination and the estimated copy number of gene TP53 before and after correction.

Figure 5.9: The DNA copy number profile of Chromosome 17 of Subject 3.

Figure 5.10: The DNA copy number profile of Chromosome 17 of Subject 16.

From Figures 5.9 ∼ 5.13 and Table 5.2, we can see that there is considerable variation in the normal cell contamination in these real prostate tumor samples (35.9% ∼ 69.1%). From
In our simulation studies, such normal cell contaminations are expected to affect the accuracy of various follow-up analyses, such as the power to detect significant consensus regions. In Table 5.2, after correction, the copy numbers of TP53 gene are close to 1 in these samples, suggesting that hemizygous deletion has taken place in this region.
5.4.4 A Case Study on TCGA Ovarian Cancer Data Set

To further test the applicability of BACOM, we also applied BACOM software to The Cancer Genome Atlas (TCGA) ovarian cancer data set. Figures 5.14∼5.16 present some of the preliminary results showing that tumor suppressor genes TP53 and BRCA1 are jointly deleted in these ovarian cancer samples. In these figures, dotted signals are the mixed copy number signals arising from tumor samples, where blue-colored regions are the detected

<table>
<thead>
<tr>
<th>Subject</th>
<th>$\bar{\alpha}$</th>
<th>TP53 gene copy number before correction</th>
<th>after correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.626</td>
<td>1.622</td>
<td>0.987</td>
</tr>
<tr>
<td>16</td>
<td>0.359</td>
<td>1.422</td>
<td>1.098</td>
</tr>
<tr>
<td>24</td>
<td>0.396</td>
<td>1.404</td>
<td>1.013</td>
</tr>
<tr>
<td>30</td>
<td>0.691</td>
<td>1.676</td>
<td>0.952</td>
</tr>
<tr>
<td>32</td>
<td>0.527</td>
<td>1.524</td>
<td>0.995</td>
</tr>
</tbody>
</table>

Figure 5.13: The DNA copy number profile of Chromosome 17 of Subject 32.

Table 5.2: TP53 copy number in a prostate cancer data set.

\[
\bar{\alpha} = 0.527
\]
deletion segments, purple-colored regions are the detected amplification segments, green solid lines are the normal copy number segments, blue solid lines are the corrected cancer-specific deletion segments, and red solid lines are the corrected cancer-specific amplification segments. The vertical dashed orange line indicates the position of gene TP53 on the chromosome, and the vertical dashed brown line indicates the position of gene BRCA1.

Figure 5.14: The DNA copy number profile of Chromosome 17 of Subject 1662.

Figure 5.15: The DNA copy number profile of Chromosome 17 of Subject 1557.
5.4.5 Impact on Detecting Significant Consensus Events

Somatic copy number alterations in genomes underlie almost all human cancers. One of the systematic efforts to characterize cancer genomes is to identify significant consensus events (SCEs) from random background aberrations. To test the utility of our method to address an important biological question, we applied BACOM together with GISTIC (genomic identification of significant targets in cancer) [125] to specifically designed copy number simulation datasets. Each sample (3,000 loci) contains both normal copy number and various deletion/amplification segments (150~250 loci). The consensus events at certain loci are inserted into the base profile according to a specified frequency, while random background aberrations are simulated with randomly assigned length and loci. Simulation parameters include sample size, consensus frequency, and normal cell fraction. We generated 1,000 simulation datasets for each combinatorial parameter setting, resulting in a total of 20,000 simulation datasets, each containing 30~90 samples.

Next, for each of the mixed copy number profiles, we recovered cancer-specific copy numbers by BACOM. To detect SCEs from both mixed and deconvolved copy number profiles, we applied GISTIC, a statistical method that calculates a score that is based on both the ampli-
Figure 5.17: A comparison of the power to detect significant consensus events with- and without- correction of the normal tissue contamination, along different false discovery rates (FDR) and degree of contamination.

...tude and frequency of copy number changes at each position, using a semi-exact approach to determine significance. To analyze the impact of correcting normal tissue contamination on detecting SCEs, we calculated power based on GISTIC outcomes and ground truth. Comparative experimental results, given in Figure 5.17, consistently show significantly improved power using deconvolved cancer-specific profiles.
5.4.6 Evidence of Tumor Evolution in Metastatic Prostate Cancer
Copy Number Data

To search for the evidence of tumor evolution in metastatic prostate cancer copy number data using BACOM, we performed experiments on the prostate cancer copy number data described in [10]. In this dataset, there are six cancerous samples from Subject 33. We applied our BACOM algorithm to the copy number data. Figure 5.18 shows the histograms of the estimated normal tissue fractions using deletion segments. If the tumor cells are homogeneous, ideally, the histogram of the estimated normal tissue fractions should be unimodal (such as a Gaussian). However, we can clearly see multimodal distributions in some samples in Figure 5.18, which suggests the heterogeneity in the cancerous cells.

Now let’s have a closer look at Sample 16010. As shown in the Figure 5.19, the estimated normal tissue fraction using the shaded region of the Chromosome 10 is 0.713, greater than the average estimated normal tissue fraction 0.577. We may hypothesize that the deletion of this segment took place rather late and only a fraction of the tumor cells went through such genomic change. To support this hypothesis, we examined the same region of the genome in other tumor samples (from the same Subject 33). As shown in Figure 5.19, other tumor samples did not show deletion in this segment, which may imply that at the time of metastasis, this genomic change had not occurred.

A more complicated story may be told about Chromosome 6 in Sample 16010, as shown in Figure 5.20. We shaded two small deletion segments in Chromosome 6 of Subject 33, which we will refer to as deletion segment 1 and deletion segment 2. These two segments show higher percentage of normal tissue in the sample, which are 0.789 and 0.686, respectively, larger than the average normal tissue fraction 0.577. This may imply that these two genomic changes took place later than other genomic changes on this chromosome. Samples 16029, 16030, 16031, 16035 and 16036 can be grouped into two categories: the first group is Samples
Figure 5.18: The histograms of the estimated normal tissue fractions (Samples 16010, 16029, 16030, 16031, 16035, 16036).

16029, 16031 and 16035, and the second group is Samples 16030 and 16036. Metastasis seems to have took place in the first group before the occurrence of deletion segment 2, while metastasis seems to have took place in the second group after both deletion segment 1 and deletion segment 2 had occurred.
5.5 Conclusions

In this chapter, we report a statistically-principled *in silico* approach to estimate copy number deletion types and normal tissue contamination, and to extract the true copy number profile in cancer cells. The BACOM algorithm utilizes the allele-specific information provided by SNP chips to differentiate between hemi-deletion and homo-deletion and subsequently estimates the fraction of normal cells in tissues. We tested the proposed method on twelve simulation datasets and two real datasets and obtained highly promising results. We expect the newly developed BACOM software to be a useful tool in copy number analysis of heterogeneous tissues.

There are some questions worth further exploration. Specifically, so far we have focused on normal tissue contamination by assuming a homogeneous cancer cell population, while in reality, cancer cells are often clonally heterogeneous leading to cancer subtypes. The ability to further dissect genomic heterogeneity of cancer cells is of great interest and will facilitate pathogenesis studies with far-reaching clinical implications.

In addition to heterogeneity of copy number, more mutations in cancer cells are expected and may have some unknown implications. However, since the summary statistic was defined on the whole deletion segment and the final normal tissue fraction was estimated using segment-length weighted average over multiple deletion segments, such mutations will only have negligible effects on the estimation accuracy as long as the mutations are sporadic compared with copy number alterations. In our experiments on real data sets, we have not observed any major effects caused by such mutations.
Figure 5.19: The copy number profiles of Chromosome 10 of Subject 33 (Samples 16010, 16029, 16030, 16031, 16035, 16036).
Figure 5.20: The copy number profiles of Chromosome 6 of Subject 33 (Samples 16010, 16029, 16030, 16031, 16035, 16036).
Chapter 6

Summary of Contributions and Future Work

6.1 Summary of Contributions

6.1.1 DDN Methodology and Its Applications in Condition-Specific Biological Networks

We propose a differential dependency network (DDN) analysis to detect statistically significant topological changes in the transcriptional networks between two biological conditions. The contributions of this work include:

- Differential dependency network (DDN) analysis was the first formal attempt to formulate the problem of detecting statistically significant network topological changes between two conditions. While most biological network modeling methods had been focused on constructing composite and static network models that could explain various regulation programs in the cells, and gene selection methods had been mainly look-
ing for differentially expressed genes, DDN analysis provides an alternative approach to identify key genes by emphasizing the dynamic nature of biological networks and utilizing the network structural information.

• DDN analysis decomposes the whole network into a set of local structures and utilizes Lasso method to learn their sparse structures; and subsequently, a permutation test scheme and a novel test statistic were proposed to detect statistically significant network topological changes.

• DDN has been successfully applied to several breast cancer, muscular dystrophy, and ovarian cancer studies, providing new biological insights and understandings.

• We implemented DDN algorithm as a standalone Java application, a Matlab package, an R package, and a Cytoscape plug-in, CytoDDN. DDN has been adopted by caBIG® (cancer Biomedical Informatics Grid) as an analytical tool for detecting and visualizing statistically significant topological changes in transcriptional networks representing two biological conditions.

6.1.2 A General Framework and an Efficient Algorithm of Learning Structural Changes in Graphical Models

We report an effective learning strategy to extract structural changes in Gaussian graphical models between two conditions. The contributions of this research work are threefold:

• We propose a novel formulation of graphical model structural change learning between two conditions as a convex optimization problem. This formulation has three useful properties which can be translated into efficient algorithms.

• We propose an efficient block coordinate descent algorithm to solve this problem. The
The proposed algorithm for solving the optimization problem is several thousands times faster than the standard convex optimization as implemented in widely used packages such as CVXOPT.

- This framework is very flexible to incorporate biological prior knowledge. The prior knowledge incorporation scheme carefully evaluates and controls the impact of false positives in the prior knowledge on the network inference results, and automatically selects the “optimal” degree of information fusion between the evidence in knowledge and the evidence in the data.

### 6.1.3 Theoretical Analysis of Echo State Networks

We examine several important properties of the random reservoirs of echo state networks using random matrix theory and apply echo state networks to model gene expression time-course data. The contributions of this work include:

- We apply recent results from random matrix theory to demonstrate the asymptotic distributions of eigenvalues and singular values of reservoir weight matrices. We then show that randomly generated reservoirs, either sparsely or fully connected, either with Bernoulli or Gaussian connection weights (or, in fact, with weights distributed according to other density families), are all expected to behave similarly.

- We quantify the gap between the scaling factor bounds used to define the echo state property necessary and sufficient conditions proposed in previous works. We show that, asymptotic in the size of the reservoir, this gap becomes quite large, with the necessary condition bound twice as large as the sufficient condition bound.

- Finally, we show that when the spectral radius of the reservoir weight matrix is smaller than 1 (the necessary condition for the echo state property when the input space
contains the zero sequence), the state transition mapping is in fact contractive with high probability, given a sufficiently large reservoir. This result corroborates the observation in [88] that the necessary condition for the echo state property is often good enough in practice, such that violations of the ESP are not practically observed. This result, together with the factor of two asymptotic gap between the scaling factor bounds, indicates the conservativeness of the sufficient conditions from [88] and [100]. The practical implication of these results is that standard ESN design approaches, based on use of the sufficient conditions, are suboptimal – use of a conservative scaling factor compromises the amount of memory in the RNN, and thus the ability to accurately model a given target dynamical system.

6.1.4 BACOM Methodology and Its Applications

We propose a statistically-principled in silico approach, Bayesian Analysis of COpy number Mixtures, to accurately detect genomic deletion type, estimate normal tissue contamination, and accordingly recover the true copy number profile in cancer cells. The specific contributions of this work include:

- We design an innovative summary statistic, which utilizes the allelic-specific information in SNP arrays and also can be characterized by $\chi^2$ and noncentral $\chi^2$ distributions, to differentiate deletion types. On the contrary, traditional analysis of copy number data usually uses only the copy number amplitude information, but overlooks the allelic-specific information provided by Affymetrix SNP arrays.

- Based on these deletion segments, we estimate normal tissue fraction contamination and recover the true copy number profile in cancer cells. Correcting normal tissue contamination increases the power of follow-up copy number analysis such as consensus region detection.
• BACOM algorithm has been successfully applied to several prostate cancer and ovarian cancer data sets.

• We develop an open-source, cross-platform standalone Java application, which implements the whole pipeline of copy number analysis of heterogeneous cancer tissues, including extraction of raw copy number signals from CEL files, iterative data normalization, identification of AB loci, copy number detection and segmentation, probe sets annotation, differentiation of deletion types, estimation of the normal tissue fraction, and correction of normal tissue contamination.

6.2 Future Work

6.2.1 Condition-Specific Network Learning from Heterogeneous Biological Data

It is of great scientific significance to model condition-specific biological networks using data from multiple and heterogeneous data sources, including mRNA data, DNA copy number data, DNA methylation data, ChIP-chip data, protein-protein interaction data, and biological pathway databases. The differential dependency network analysis and its extension in Chapters 2 and 3 have demonstrated the possibility and effectiveness that integrate mRNA data and biological prior knowledge to learn condition-specific biological networks. There are several directions worth further explorations.

1. Integrative learning from multiple data types and bridging the gap between the genomic variations and biological network rewiring.

2. Inclusion of discreet variables in the network modeling, in addition to continuous variables.
3. Extension of this framework to multiple conditions and time-course data.

6.2.2 Intra-tumor Heterogeneity and Tumor Evolution

As discussed in Chapter 5, BACOM can also be applied to investigate tumor evolution in cancer cells and some evidence in the data partially supports our hypothesis. Here are some further thoughts along this direction.

1. Current BACOM extension for tumor evolution has the (implicit) assumption that there are two cancer subpopulations and they have multiple distinct genomic deletion segments in order to differentiate them (in this case, the distribution of $\alpha$ will have two peaks). Under this scenario, we can devise a model selection algorithm (e.g. Gaussian mixture model to fit the $\alpha$ distribution and select the number of mixtures) to determine whether a given tumor sample has intra-tumor heterogeneity. It will be of great interest to relax this assumption and be able to deal with multiple cancer subpopulations in the sample.

2. The next-generation sequencing technology has great potential applications in studying intra-tumor heterogeneity and tumor evolution. A recent progress [126] along this direction is refreshing and stimulates us to think beyond current strategies to characterize tumor evolution, in addition to DNA the copy number data based methods. Joint analysis of both SNP arrays and sequence data provides richer information about the tumor evolution history.
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