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Asymptotic Worst-Case Analyses for the Open Bin Packing Problem

Pornthipa Ongkunaruk

(ABSTRACT)

The open bin packing problem (OBPP) is a new variant of the well-known bin packing problem. In the OBPP, items are packed into bins so that the total content before the last item in each bin is strictly less than the bin capacity. The objective is to minimize the number of bins used. The applications of the OBPP can be found in the subway station systems in Hong Kong and Taipei and the scheduling in manufacturing industries. We show that the OBPP is NP-hard and propose two heuristic algorithms instead of solving the problem to optimality. We propose two offline algorithms in which the information of the items is known in advance. First, we consider the First Fit Decreasing (FFD) which is a good approximation algorithm for the bin packing problem. We prove that its asymptotic worst-case performance ratio is no more than $3/2$. We observe that its performance for the OBPP is worse than that of the BPP. Consequently, we modify it by adding the algorithm that the set of largest items is the set of last items in each bin. Then, we propose the Modified First Fit Decreasing (MFFD) as an alternative and prove that its asymptotic worst-case performance ratio is no more than $91/80$. We conduct empirical tests to show their average-case performance. The results show that in general, the FFD and MFFD algorithms use no more than 33% and 1% of the number of bins than that of optimal packing, respectively. In addition, the MFFD is asymptotically optimal when the sizes of items are $(0,1)$ uniformly distributed.
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Chapter 1

Introduction and Motivation

1.1 Problem Description

The Open Bin Packing Problem (OBPP) can be defined as follows: Let \( N = \{1, 2, \ldots, n\} \) be a set of item indices and \( L = \{s_1, s_2, \ldots, s_n\} \) be the set of item sizes, where \( 0 < s_j < 1, \forall j \in N \).

An item can be packed in a bin so long as the total size of the items already in the bin is strictly less than one. After packing the last item, the total size of items is greater than or equal to one. The objective is to use the minimum number of bins to pack all items.

We review the definition of the complexity terminology as discussed in Garey and Johnson [27] and Coffman et al. [15] as follows:

Decision Problem The problem, which has only two possible solutions, whether the answer is “yes” or “no.” A decision problem consists of a set \( D_\Pi \) of instances and a subset \( Y_\Pi \subseteq D_\Pi \) of yes-instances.
**Yes instance** An instance belongs to $Y_H$ if and only if the answer for the stated question to that instance is yes.

**Time complexity function** (O(n)) Let $f(n)$ be $O(g(n))$ whenever there exists a constant $c$ such that $|f(n)| \leq c \cdot |g(n)|$.

**Polynomial Time Algorithm** The algorithm whose time complexity function is $O(p(n))$ for some polynomial function $p$, where $n$ denotes the input length of the time complexity function.

**NP-hard problem** Any decision problem, whether a member of NP or not, to which we can transform an NP-complete problem. It has the property that it cannot be solved in polynomial time unless P=NP.

Leung et al. [37] prove that OBPP can be polynomially transformed to a 3-Partitioning problem which is an NP-complete problem as shown by Garey and Johnson [27]. Thus, by the definition of an NP-hard problem, the OBPP is an NP-hard problem.

### 1.2 Applications of the Open Bin Packing Problem

Applications of OBPP can be found in a wide variety of industries such as manufacturing, transportation, etc. For example, in the fare payment system in the Hong Kong and Taipei subway stations, the passengers can buy a ticket of a fixed value. A machine at the entrance gateway records the ticket’s value, while another machine deducts the fare from the ticket’s value at the exit gateway. The machine at the exit gateway returns the ticket if the remaining
balance of the ticket is positive; otherwise, it keeps the ticket. The objective from a passenger’s point of view is to minimize the number of tickets they need to purchase or to minimize the number of bins generated by an algorithm.

Another application can be found in job scheduling in the manufacturing environment that operates one shift per day. A worker loads jobs to a machine that can operate automatically. The objective is to schedule jobs to minimize the total time (days) to complete all the jobs. Intuitively, the job with the longest processing time is scheduled to the last to fully utilize the automated machine when the worker leaves from work, and the worker can unload the finished job next day. Similarly, it also applies to the scheduling of running the computer programs.

For the complexity of the Open Bin Packing Problem, Leung et al. [37] prove that OBPP can be polynomially transformed to a 3-Partitioning problem. Thus, the OBPP is an NP-hard problem.

1.3 The Bin Packing Problem (BPP)

The Open Bin Packing Problem is a variant problem of a Bin Packing Problem. In this section, we introduce the problem description and the existing heuristics as the guideline of the Open Bin Packing Problem.

In a Bin Packing Problem, let $N = \{1, 2, \ldots, n\}$ be a set of item indices and $L = \{s_1, s_2, \ldots, s_n\}$ be a set of item sizes $s_j$, where $0 < s_j \leq 1, \forall j \in N$. The objective is to minimize the number of bins used for packing items in $N$ into a bin such that the total size of items in a bin does not exceed the bin capacity. Assume that the bins have capacity equal to one. According to
Garey and Johnson [27], a BPP is an NP-Complete Problem.

The existing heuristics for the BPP, which can be applied to the OBPP are of interest to us. We review some traditional heuristics for the BPP. Each algorithm indexes bins 1, 2, ..., n in the order they are opened. The online algorithms are applied as soon as the item arrives and that item cannot be repacked. The existing online algorithms are as follows:

1. Next Fit (NF): NF tests whether to pack item \(j\) in bin \(k\) by checking whether \(s_j\) is no more than the remaining space in bin \(k\). If so, it packs item \(j\) in bin \(k\) and leaves the bin open. Otherwise, it closes bin \(k\), and opens a new bin having \(j\) as its first item. NF will open only one bin at a time.

2. Harmonic Fit (HF): HF partitions items into sets according to their sizes. The number of sets can be any positive integer greater than one. Then, NF is applied to each set separately. Figure 1.1 shows the packing by Harmonic Fit algorithm of a list \(L\).

3. First Fit (FF): FF tests whether to pack item \(j\) to bin \(k\) by checking whether \(s_j\) is no more than the remaining space in bin \(k\). If so, it packs item \(j\) in the lowest indexed bin having this property. Otherwise, it opens a new bin and packs \(j\) as its first item. FF allows several bins to be opened simultaneously. Figure 1.2 shows the packing by Next Fit and First Fit algorithms of a list \(L\).

4. Best Fit (BF): BF tests whether to pack item \(j\) to a bin by checking whether \(s_j\) is no more than the remaining space in bin \(k\). If so, it packs item \(j\) in the highest content bin having this property, ties are broken in favor of the lowest index. Otherwise, it opens a new bin and packs \(j\) as its first item.
$L = \{0.9, 0.2, 0.2, 0.9, 0.4, 0.6, 0.5\}$

Two sets: $s_i > 0.5$ and $s_i \leq 0.5$

Figure 1.1: Harmonic Fit algorithm for the BPP.

$L = \{0.9, 0.2, 0.2, 0.9, 0.4, 0.6, 0.5\}$

NF algorithm

FF algorithm

Figure 1.2: Next Fit and First Fit algorithms for the BPP.
The semi-online algorithms relax the constraint that the items cannot be repacked. It allows the packed items to move after the packing. The number of movement depends on the design of algorithms. It can yield a better algorithm than the online algorithm. For example, the Harmonic Fit (HF) which is similar to HF of the online algorithm except that the packed items are allowed to move after the packing.

The offline algorithms, which have different assumptions when compared to the online algorithms, are applied after the last item arrives and allows the items to be sorted before packing. This results in a better worst-case performance compared to the online or semi-online algorithms as discussed by Coffman et al. [12]. The existing offline algorithms are shown as follows:

1. Next Fit Decreasing (NFD): First, index items in non-increasing order according to their sizes. Then, apply NF algorithm.

2. First Fit Decreasing (FFD): First, index items in non-increasing order according to their sizes. Then, apply FF algorithm. Figure 1.3 shows the packing by First Fit and First Fit Decreasing algorithms of a list $L$.

3. Best Fit Decreasing (BFD): Index items in non-increasing order according to their sizes. Then, apply BF algorithm.

The research presented above focuses on the unit-capacity bin packing problem. On the other hand, the variable-sized bin packing is more general.
L = \{0.9, 0.2, 0.2, 0.9, 0.4, 0.6, 0.5\}

<table>
<thead>
<tr>
<th>0.9</th>
<th>0.4</th>
<th>0.9</th>
<th>0.6</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>

FF algorithm

<table>
<thead>
<tr>
<th>0.9</th>
<th>0.9</th>
<th>0.4</th>
<th>0.2</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

FFD algorithm

Figure 1.3: First Fit and First Fit Decreasing algorithms for the BPP.

Bounded Space Algorithm

A bounded space algorithm packs items such that the maximum number of bins opened at any time is no more than \( k \) bins, where \( k \geq 1 \). For example, the Next Fit algorithm is a bounded space algorithm with \( k = 1 \). On the other hand, the Best Fit and First Fit algorithms are the unbounded space algorithms with \( k = \infty \).

1.4 Heuristic Algorithms for the Open Bin Packing Problem

The Open Bin Packing Problem (OBPP) is proved by Leung et al. [37] to be NP-hard. Instead of solving OBPP to optimality, we propose heuristic algorithms that provide acceptable
solutions in a short time.

In general, there are three types of algorithms: online, semi-online, and offline algorithms as described in the previous section.

1.5 The Worst-Case Analysis

Due to the difficulty of solving OBPP to optimality, heuristic algorithms are of interest to solve the problem. The performance of an algorithm can be measured by the worst-case and average-case performance as in Bramel and Simchi-Levi [8]. Worst case analysis shows how poor a heuristic algorithm can be when it builds the worst solution compared to the best possible one. The deviation from the worst-case solution to the optimal solution represents the performance of the heuristic. However, a heuristic that builds a poor worst-case solution may not generate a poor solution in general. Consequently, the average-case analysis, which is the probabilistic analysis, is an alternative method to determine the performance of the heuristics methods. For example, when the distribution of the size of items is known, there are two ways to determine the average-case performance. First, the analytical method which is very difficult. Second, the empirical tests which run on several instances and replications.

Our study will focus on the asymptotic worst-case ratio. There are two types of worst-case performance ratios as in Coffman et al. [12]. For a given list $L$ and an algorithm $A$, let $A(L)$ be the number of bins used when algorithm $A$ is applied to $L$. Let $OPT(L)$ be the minimum required number of bins for a packing of $L$, and denote $R_A(L) = A(L)/OPT(L)$. First, the
absolute worst-case performance ratio $R_A$ for an algorithm $A$ is defined as follows:

$$R_A \equiv \inf \{ r \geq 1 : R_A(L) \leq r \text{ for all list } L \} = \sup \{ R_A(L) \}.$$ 

This ratio is often applied to small instances. Simchi-Levi [54] shows that the absolute worst-case ratio for the FF and BF is at least 1.7 and no more than 7/4, and is exactly 3/2 for the FFD and BFD algorithms. Chu and La [11] study the absolute worst-case ratios for four approximation algorithms of the variable-Sized bin packing problem. Second, the asymptotic worst-case performance ratio ($R^\infty_A$) is a measurement for the large size problems. It is defined by Vliet [57] as follows:

$$R^\infty_A \equiv \lim_{k \to \infty} \max_L \{ R_A(L) | OPT(L) = k \}.$$ 

In other words, $R^\infty_A$ is the minimum number of $\alpha$ such that $A(L) \leq \alpha OPT(L) + o(OPT(L))$.

Bramel and Simchi-Levi [8] mention that $R^\infty_A \leq R_A$. Baker and Coffman [4] and Chu and La [11] define the asymptotic worst-case analysis of the form: $A(L) \leq \alpha OPT(L) + \beta$ for any $L$, where $\alpha$ and $\beta$ are constants independent of $L$.

The rest of this dissertation is organized as follows: In Chapter 2, we review related literature of the BPP and OBPP including the performance analysis. In Chapter 3, we first implement the First Fit Decreasing algorithm (FFD), which is a well-known algorithm for the BPP, to solve the OBPP. Second, we propose the Modified First Fit Decreasing heuristic algorithm (MFFD) as an alternative. We show that the MFFD algorithm performs better than the FFD and we analyze their asymptotic worst-case performances. Finally, in Chapter 4, we present the empirical study for the FFD and MFFD algorithms.
Chapter 2

Literature Review

Our research is related to the BPP and Worst-Case Analysis. We briefly review the related literature in Section 2.1 and briefly review the literature on the OBPP in Section 2.2.

2.1 Literature on the Bin Packing Problem (BPP)

Coffman et al. [12] [16] present details of the BPP and heuristic algorithms.

We review some traditional heuristics for the BPP. Each algorithm indexes bins 1, 2, ..., n in the order they are opened. The online algorithm is applied as soon as the item arrives and that item cannot be repacked. Yao [59] shows that no online algorithm has an asymptotic worst case ratio better than 3/2. He also proposes the online algorithm called Refined First Fit that has $O(n \log n)$ time with an asymptotic worst-case ratio no greater than 5/3. Liang [38] presents the lower bound for the online packings equal to 1.53635. The existing online algorithms are Next Fit (NF), Harmonic Fit (HF), First Fit (FF), and Best Fit (BF) as described in Chapter
The semi-online method relaxes the constraint that the items cannot be repacked. It allows the packed items to move after the packing. The number of movements depend on the design of the algorithms. The semi-online algorithm can yield a better algorithm than the online algorithm. Two semi-online algorithms are discussed as follows:

1. Harmonic Fit (HF): Gambosi et al. [25] modify the Harmonic algorithm from an online to a semi-online by allowing the packed item to be repacked no more than once. They propose two types of the HF as follows: i) the four-partition HF in which they prove that its asymptotic worst-case ratio equals to $3/2$ and it requires $O(n)$ operations; and ii) the six-partition HF in which they prove that its asymptotic worst-case ratio equals to $5/4$ and it requires $O(n \log n)$ operations.

2. The MMP algorithm: Ivkovic and Lloyd [30] propose the MMP and prove that its asymptotic worst-case ratio equals to $5/4$. The complexity of MMP is $O(\log n)$ by the insertion or deletion of items. The MMP is more complex than the algorithm of Gambosi et.al. [25].

The offline algorithm, which has different assumptions than the online algorithm, is applied after the last item arrives and allows the items to be sorted before packing. This results in a better worst-case performance compared to the online or semi-online algorithms as discussed by Coffman et al. [12]. The existing offline algorithms are Next Fit Decreasing (NFD), First Fit Decreasing (FFD) and Best Fit Decreasing (BFD) as described in Chapter 1.3. Table 2.1 summarizes the heuristics and their asymptotic worst-case ratio for the bin packing problem.
Table 2.1: Summary of heuristics for the Bin Packing Problem.

<table>
<thead>
<tr>
<th>Type</th>
<th>Algorithm</th>
<th>$\bar{R}_A^\infty$</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Online</strong></td>
<td>Next Fit</td>
<td>2</td>
<td>Johnson [32], Hofri [29]</td>
</tr>
<tr>
<td></td>
<td>Next k Fit</td>
<td>17/10</td>
<td>Mao [42]</td>
</tr>
<tr>
<td></td>
<td>Best k Fit</td>
<td>17/10</td>
<td>Mao [41]</td>
</tr>
<tr>
<td></td>
<td>First Fit</td>
<td>17/10</td>
<td>Johnson [32], Johnson et al. [31]</td>
</tr>
<tr>
<td></td>
<td>Best Fit</td>
<td>17/10</td>
<td>Johnson [32], Johnson et al. [31], Coffman et al. [14]</td>
</tr>
<tr>
<td></td>
<td>Harmonic Fit</td>
<td>1.6910...</td>
<td>Lee and Lee [36]</td>
</tr>
<tr>
<td></td>
<td>Harmonic Fit</td>
<td>1.58887...</td>
<td>Richey [51]</td>
</tr>
<tr>
<td></td>
<td>Harmonic Fit</td>
<td>1.58889...</td>
<td>Seiden[52]</td>
</tr>
<tr>
<td></td>
<td>Bounded Best k Fit</td>
<td>17/10</td>
<td>Csirik and Johnson [19]</td>
</tr>
<tr>
<td></td>
<td>Refined First Fit</td>
<td>5/3</td>
<td>Yao [59]</td>
</tr>
<tr>
<td></td>
<td>Any online algorithm</td>
<td>≥ 3/2</td>
<td>Yao [59]</td>
</tr>
<tr>
<td></td>
<td>Any online algorithm</td>
<td>≥ 1.536...</td>
<td>Liang [38]</td>
</tr>
<tr>
<td></td>
<td>Any online algorithm</td>
<td>≥ 1.54...</td>
<td>Vliet [56]</td>
</tr>
<tr>
<td><strong>Semi-Online</strong></td>
<td>Harmonic Fit with 4 Partition</td>
<td>3/2</td>
<td>Gambosi et al. [25]</td>
</tr>
<tr>
<td></td>
<td>Harmonic Fit with 6 Partition</td>
<td>5/4</td>
<td>Gambosi et al. [25]</td>
</tr>
<tr>
<td></td>
<td>MMP</td>
<td>5/4</td>
<td>Ivkovic and Lloyd [30]</td>
</tr>
<tr>
<td><strong>Offline</strong></td>
<td>Next Fit Decreasing</td>
<td>1.691...</td>
<td>Baker and Coffman [4]</td>
</tr>
<tr>
<td></td>
<td>First Fit Decreasing</td>
<td>11/9</td>
<td>Johnson [32], Johnson et al. [31], Baker [3] and Yue [60]</td>
</tr>
<tr>
<td></td>
<td>Best Fit Decreasing</td>
<td>11/9</td>
<td>Johnson [32], Johnson et al. [31]</td>
</tr>
<tr>
<td></td>
<td>Refined First Fit Decreasing</td>
<td>&lt; 11/9</td>
<td>Yao [59]</td>
</tr>
<tr>
<td></td>
<td>Best two Fit</td>
<td>5/4</td>
<td>Frisen and Langston [24]</td>
</tr>
<tr>
<td></td>
<td>First Fit Decreasing-Best two Fit</td>
<td>6/5</td>
<td>Frisen and Langston [24]</td>
</tr>
</tbody>
</table>

We further review the First Fit Decreasing algorithm. First, Johnson et al. [31], and Johnson [32] show that the asymptotic worst-case performance ratio for First Fit (FF) and Best Fit (BF) is no more than $17/10$, and no more than $11/9$ for either First Fit Decreasing (FFD) or Best Fit Decreasing (BFD). They prove that $FFD(L) \leq 11/9 \text{OPT}(L) + 4, \forall L$, where $L$ is a list of items in the BPP, $\text{OPT}(L)$ is the minimum required number of bins.
for a list $L$, and $FFD(L)$ is the number of bins used by the FFD heuristic. They use a weighting function to show the worst-case performance of these heuristics. The weighting function depends on the item sizes and the packing location. The proof by Johnson [32] is lengthy.

Later, Baker [3] proves the theorem that $FFD(L) \leq 11/9 \text{OPT}(L) + 3$, $\forall L$. In his proof, he partitions the last item size into subintervals, and proves that each subinterval does not violate the theorem by the weighting function. He shows that in the FFD bins, an item of size greater than one third requires the same number of bins as would the optimal solution. Moreover, an item of size strictly less than $2/11$ automatically satisfies the theorem. This reduces the length of the proof by considering only four intervals of the size of the last item in a list $L$.

Frisen and Langston [24] use a new technique called the weighting function averaging to prove the worst-case performances of FFD and B2F (Best two fit) algorithms which are equal to $11/9$ and $5/4$ respectively. They propose a compound algorithm, which combines both FFD and B2F algorithms in regions in which they are superior. Then, they prove by a weighting function that its worst-case performance is no greater than $6/5$. They shorten the length of the proof by reducing the size of the last item to an interval of $(1/6, 1)$.

Yue [60] proposes a simpler proof and provides a tighter bound with $FFD(L) \leq 11/9 \text{OPT}(L) + 1$, $\forall L$. The proof is based on a weighting function and minimal counter example. He shows that the counter example does not exist for his theorem. In addition, he reduces the number of intervals of the size of the last item to three which is similar to the work of Baker [3].

The research mentioned above focuses on the unit-capacity bin packing problem. On
the other hand, the variable-sized bin packing is more general. The details are discussed in Csirik [18], Friesen and Langton [23], Chu and La [11] and Steven et al. [53].

Some researchers are interested in the empirical study instead of the analytical study as discussed in Falkenauer [21], Martello and Toth [44] and Gent [28]. They show the empirical results of solving the BPP by a genetic algorithm and a complete search method. In addition, the Two-Dimensional BPP is discussed in Karp [35], Dowsland [20] and Berkey and Wang [5], while Martello et al. [43], Lim and Ying [39], Raidl [48], and Miyazawa and Wakabayashi [45], [46] study the Three-Dimensional BPP. Sweeney and Paternoster [55] list the published articles, books and dissertations in Cutting and Packing Problems and their applications from 1940 to 1990.

The applications of the BPP can be found in various problems as follows: i) the Scheduling Problems as discussed in Garey et al. [26] and Coffman et al. [13]; ii) the Vehicle Routing and Scheduling Problems as discussed in Federgruen and Ryzin [22]; iii) the Vehicle Routing Problem as discussed in Anily and Bramel [1]; and iv) the Inventory-Routing Problem as discussed in Chan et al. [9].

Anily et al. [2] and Coffman and Leuker [16] state that the BPP is equivalent to the Vehicle Routing Problem (VRP) as follows: Let $L = (s_1, s_2, ..., s_n)$ be a list of $n$ real numbers where $0 < s_i \leq 1$ is the size of item $i$. The items are allocated in a one unit capacity bin so as to minimize the total cost of all bins. The cost of a bin is the function of the numbers of items allocated with the monotonic increasing and concavity properties. In VRP, the number of vehicles used is equivalent to the number of bins used.

Bramel and Simchi-Levi [8] show the worst-case and average-case analyses of the heuristics
that minimize the number of bins for the BPP. Bramel et al. [7] show that the Capacitated
VRP is a special case of the BPP with a vehicle capacity equal to one and the demand for each
customer is no greater than one. The demand of each customer has to be filled by one vehicle
and cannot be split. This is also known as the Capacitated VRP with Unsplit Demand. Since
the demand cannot be split, we can introduce the BPP to solve this problem. The cost of a
route depends on the length of a tour and the number of customers in each tour. This problem
is more realistic than the VRP with Equal Demand, which described by Anily and Bramel [1]
that it is the problem of determining how many items are delivered to a fixed capacity vehicle
from a warehouse to which set of customers. The demands are assumed to be identical and
equal for each customer. Hence, the demand can be split among the vehicles.

Bramel et al. [7] found that traditional BPP heuristics such as Next-Fit, First-Fit, Best-
Fit, First-Fit Decreasing, Best-Fit Decreasing, Next-Fit Increasing and Next-Fit Decreasing
have the worst-case performance ratios less than two. The average-case analysis of the VRP
is done by solving the bin packing problem such that the vehicle capacity equal to one and the
demand for each customer is less than one. There exists a solution of the capacitated VRP
corresponding to the BPP for every route. Bienstock et al. [6] show that the algorithm for the
VRP with unsplit demand is similar to the Next Fit for the BPP which is not asymptotically
optimal.

Karmarkar [33], Rhee [49] [50], Ong et al. [47], Coffman and Leuker [16], and Coffman et
al. [17] discuss the probabilistic performance of heuristic bin packings. Loulou [40] studies the
probabilistic behavior of an optimal bin packing.

Bramel and Simchi-Levi [8] show that in the BPP, $R_{FDD}$ is no more than $3/2$, while
Johnson et al. [31] show that $R_{FFD}^\infty = 11/9$. Chan et al. [10] show that the optimal solution to the BPP is no more than $4/3$ of the optimal solution value obtained from solving the linear programming relaxation of the set-partitioning formulation.

2.2 Literature on the Open Bin Packing Problem (OBPP)

While there exists abundant research on the BPP, there is much less research on the OBPP. Initially, the OBPP is proposed by Leung et al. [37] who model the ticketing system at the subway station in Hong Kong using the OBPP. They prove that

- i) the OBPP is a strongly NP-hard problem;
- ii) the Next Fit heuristic (NF) has the asymptotic worst-case ratio of two;
- and iii) no online algorithm for OBPP has the asymptotic worst-case ratio less than two.

They claim that the optimal properties for OBPP are such that the largest items in the list are assigned to be the last items in each bin, and the total weight of the items is strictly less than the bin capacity after removing the last item. They also propose an offline algorithm for the OBPP that works as follows: Initially, an upper bound (UB) and a lower bound (LB) on the number of optimal bins are calculated as the total weight and half total weight of items in the list, respectively. The algorithm searches for the smallest number $M \in [LB, UB]$ such that all items can be packed into at most $(1 + \epsilon) \cdot M$ bins, where $\epsilon > 0$ is a small amount. Then, the algorithm removes $M$ items out of the list and packs the remaining items by Karmarkar and Karp [34] algorithm. If it uses no more than $(1 + \epsilon) \cdot M$ bins, then the algorithm terminates. Otherwise, the algorithm increases $M$ by one and repeats the process. The algorithm complexity is polynomial and uses $(1 + \epsilon) \cdot \text{OPT}(L)$ bins at most. However,
Leung et al. [37] do not provide the analytical proof for this algorithm. Finally, they show that there exists a polynomial approximation scheme for the OBPP.

Later on, Zhang [61] extends the work of Leung et al. [37]. He considers the parametric \((m)\) OBPP, where the item sizes are in the interval of \((0,1/m)\) instead of \((0,1)\), where \(m\) is any positive integer. He shows that the Next Fit heuristic has an asymptotic worst-case ratio of \((m+1)/m\) and gives a worst-case example. He also proposes a Harmonic algorithm which separates the large and small items into two sets and applies Next Fit algorithm to each set separately. Then, he proves the asymptotic worst-case ratio of the NF and Harmonic in the parametric OBPP and shows that they are lower bounds of that of any online algorithm.

Recently, Yang and Leung [58] study the Ordered Open Bin Packing Problem which extends the requirement corresponding to the order of passenger’s itinerary in a subway station problem. In their problem, the item sizes are in \((0,1]\). Three online algorithms are proposed: Mixed Fit, Next Fit and Modified Best Fit. They define 1-piece as an item of size equal to one. They show that with 1-piece, the asymptotic worst-case ratio is greater than 1.630297, and without 1-piece is greater than 1.415715. This ratio is 25/13 and 35/18 for the Mixed Fit algorithm with and without 1-piece, respectively. Furthermore, this ratio is greater than 3/2 with 1-piece and falls in the interval of \((27/20,3/2)\) without 1-piece items for the offline algorithm, called Greedy Look-Ahead Next Fit, respectively. Another offline algorithm, called Divide-and-Pack (DP), has an average-case performance equal to one. The result from the asymptotic performance analysis shows that the performance of DP is not better than that of the optimal, but the limit of the ratio approaches one. They also derive a lower bound for any arbitrary algorithm and show that the asymptotic ratio of the expected number of
optimal bins and the number of items equals $2 - \sqrt{3}$. They simulate three online algorithms with $[0,1]$ uniformly distributed item sizes and confirm their analytical results. They also present an average-case analysis of the offline algorithms from simulation without the analytical proof. Their work shows that without 1-pieces, the worst-case ratio is improved. Table 2.2 summarizes the heuristics and their asymptotic worst-case ratios for the OBPP.

Table 2.2: Summary of heuristics for the Open Bin Packing Problem.

<table>
<thead>
<tr>
<th>Type</th>
<th>Algorithm</th>
<th>$\bar{R}_A^\infty$</th>
<th>References</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online</td>
<td>Next Fit</td>
<td>2</td>
<td>Leung et al. [37]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parametric Next Fit (m)</td>
<td>$(m + 1)/m$</td>
<td>Zhang [61]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Any online algorithm</td>
<td>$\geq 1.415715...$</td>
<td>Yang and Leung [58]</td>
<td>with an ordered requirement</td>
</tr>
<tr>
<td></td>
<td>Next Fit</td>
<td>35/18</td>
<td>Yang and Leung [58]</td>
<td>with an ordered requirement</td>
</tr>
<tr>
<td>Offline</td>
<td>Greedy Look-Ahead Next Fit</td>
<td>$(27/20, 3/2)$</td>
<td>Yang and Leung [58]</td>
<td>with an ordered requirement</td>
</tr>
</tbody>
</table>
Chapter 3

Offline Algorithms and Analyses for the Open Bin Packing Problem

3.1 The First Fit Decreasing (FFD) Algorithm

Leung et al. [37] prove that the Open Bin Packing Problem (OBPP) is NP-Hard. Instead of solving the OBPP to optimality, heuristic algorithms can be used as an attractive alternative. In the previous analytical and empirical results, it is suggested that the well-known heuristics designed so far for the Bin Packing Problem (BPP) are the First Fit Decreasing (FFD) and Best Fit Decreasing (BFD). Both algorithms never require more than 22% (2/9) more bins than the number of optimal bins. Moreover, the FFD is more convenient to use than the BFD from an implementation point of view.

In the following section, we discuss the implementation of the FFD, which is an offline algorithm for the OBPP, and prove that its asymptotic worst-case ratio is no more than 3/2.
Note that $3/2$ is more than that ratio of the FFD for the BPP ($11/9$). Since the BPP and OBPP are different, so the FFD that performs well in the BPP does not necessarily perform well in the OBPP.

Given an item size $s_j$ and a list $L$ of item sizes, where $L = \{s_1, s_2, ..., s_n\}$ from the interval $(0, 1)$. We index the items in non-increasing order of their sizes. That is $s_1 \geq s_2 \geq \cdots \geq s_n$. Let $N = \{1, 2, ..., n\}$ be a set of item indices.

**The First Fit Decreasing (FFD) algorithm**

The FFD algorithm consists of three steps, as described below.

Step 1: $i = 1$.

Step 2: Pack item $i$ into the lowest indexed opened bin in which the total size of items already assigned and item $i$ except the largest item in it is strictly less than one. Open a new bin if it cannot be assigned to any existing bin. (Index the bins in the order they are opened)

Step 3: If $i = n$, end; otherwise $i = i + 1$ and go to Step 3.

Next, we give an example for a list $L = \{0.9, 0.9, 0.9, 0.7, 0.6, 0.5, 0.4, 0.2, 0.2\}$. Then, the FFD packs items by using total four bins as shown in Figure 3.1. Let $z^*(L)$ be the minimum number of bins required and $z_{FFD}(L)$ be the number of bins used in the FFD solution to pack all items in list $L$, respectively.

**Lemma 3.1.1**

(i) There exists an optimal solution in which each bin contains one of the $z^*(L)$ largest items.

(ii) $z^*(L) \geq j$, if $\sum_{i=j+1}^{n} s_i \geq j - 1$.

(iii) Let $j = z^*(L) + 1$. If $s_j + s_n \geq 1$, then item $j$ belongs to a bin that contains exactly two
\[ L = \{0.9, 0.9, 0.9, 0.7, 0.6, 0.5, 0.4, 0.2, 0.2\} \]

Figure 3.1: An example of the First Fit Decreasing solution for the OBPP.

\[ L = \{0.9^1, 0.9^2, 0.9^3, 0.7^4, 0.6^5, 0.5^6, 0.4^7, 0.2^8, 0.2^9\} \]

Figure 3.2: An example of the optimal solution for the OBPP.

Note: The superscript indicates the index of item.

\textit{Proof:}

(i) If an optimal solution already consists of bins with one of the \(z^*(L)\) largest items each,
then (i) is proved. Otherwise, we index the bins according to the non-increasing order of the largest item in the bins. Then, if we swap item $j$ with the largest item in bin $j$, then we can get another optimal solution. When we repeat this process until the last bin, we have an optimal solution that satisfies (i).

(ii) Consider some $j$ such that $\sum_{i=j+1}^{n} s_i \geq j - 1$, and suppose $z^*(L) < j$. From (i), items $z^*(L) + 1, z^*(L) + 2, \ldots, n$ are packed into $z^*(L)$ bins without reaching the unit capacity of each one of them. Hence,

$$\sum_{i=z^*(L)+1}^{n} s_i < z^*(L). \quad (3.1)$$

On the other hand,

$$\sum_{i=z^*(L)+1}^{n} s_i > \sum_{i=j+1}^{n} s_i \geq j - 1 \geq z^*(L). \quad (3.2)$$

Because (3.1) contradicts (3.2), we can conclude that $z^*(L) \geq j$.

(iii) Suppose $j$ belongs to the same optimal bin as another item $i > z^*(L)$. Then, according to (i), $s_j + s_i < 1$. Since this contradicts $s_j + s_i \geq s_j + s_n \geq 1$, there are exactly two items in the optimal bin which $j$ belongs to. ■

For the remaining of the dissertation, an optimal solution refer to one that satisfies the condition in Lemma 3.1.1 (i). Next, we use Lemma 3.1.1 to prove the following theorem.

**Theorem 3.1.1** \( \lim_{z^*(L) \to \infty} \frac{z^{FFD}(L)}{z^*(L)} \leq \frac{3}{2}. \)

**Proof:** Let $m = \lfloor \frac{z^{FFD}(L)}{3} \rfloor$, so that $z^{FFD}(L) = 3m + j$, where $j \in \{0, 1, 2\}$. From Lemma 3.1.1(iii), in the optimal solution every bin contains at least two items except the last bin. Thus, there are at least $2m$ items in the first $m$ bins. Since the total size of all items except
the these $2m$ items are at least $2m - 1$. We have $\sum_{i=2m+1}^{n} s_i \geq 2m - 1$. By Lemma 3.1.1(ii), $z^*(L) \geq 2m$. Thus, $\lim_{z^*(L) \to \infty} \frac{z^{FFD}(L)}{z^*(L)} \leq \frac{3m+1}{2m} = \frac{3}{2}$. 

An instance illustrated in Figure 3.3 is the worst-case solution generated by the FFD. This example shows that this bound is tight.

**A worst-case example:** Suppose there are $N$ items of size $1 - \delta$ and $N^2$ items of size $\frac{1}{N} - \delta$, where $\delta$ is a positive amount less than $\frac{1}{N^2}$ and $N$ is any even and positive integer.

**The optimal solution:** The optimal solution requires $N$ bins. Each bin contains one item of size $1 - \delta$ and $N$ items of size $\frac{1}{N} - \delta$.

**The FFD solution:** The FFD solution uses $\frac{3N}{2}$ bins. There are $\frac{N}{2}$ bins each containing two items of size $1 - \delta$, and $\lceil \frac{N^2}{N+1} \rceil$ bins each containing $N + 1$ items of size $\frac{1}{N} - \delta$. Since the number of bins must be integer, i.e., $\lim_{z^*(L) \to \infty} \{ \frac{N}{2} + \frac{N^2}{N+1} \} = \lim_{N \to \infty} \{ \frac{N}{2} + \frac{N^2}{N+1} \} = \frac{N}{2} + N = \frac{3N}{2}$. 

Figure 3.3: A worst-case example of the First Fit Decreasing algorithm for the OBPP.
3.2 The Modified First Fit Decreasing (MFFD) Algorithm

In the previous section, we analyze the asymptotic worst-case performance of the FFD. In an offline algorithm, we can improve the performance ratio provided by Lemma 3.1.1(ii) by removing the largest items from a list \( L \) before applying the FFD to the remaining items in the list \( L \). We call this enhanced version the Modified First Fit Decreasing algorithm. Let \( L_k = \{s_{k+1}, \ldots, s_n\} \) and \( N_k = \{k+1, \ldots, n\} \).

The Modified First Fit Decreasing (MFFD) algorithm

The MFFD algorithm also consists of four steps, as described below.

Step 1: Determine the smallest integer \( k \) such that \( \sum_{j=k+2}^{n} s_j < k \) and set \( i = k + 1 \).

Step 2: Pack the item \( i \) into the lowest indexed opened bin in which the total size of items already assigned to it is strictly less than one. Open a new bin if it cannot be assigned to any existing bin. Bins are indexed according to the order they are opened.

Step 3: If \( i < n \), then set \( i = i + 1 \) and go to Step 3; otherwise go to Step 4.

Step 4: If the number of bins used in Step 4 exceeds \( k + 1 \), then set \( k = k + 1 \), and return to Step 2. Otherwise, assign item \( b \) to the \( b^{th} \) opened bin for \( b = 1, 2, \ldots, k \).

Let \( z^{MFFD}(L) \) be the number of bins used in the MFFD solution to pack all items in list \( L \). The next theorem specifies the asymptotic worst-case ratio of an MFFD algorithm.

Theorem 3.2.1 \[ \lim_{z^*(L) \to \infty} \frac{z^{MFFD}(L)}{z^*(L)} \leq \frac{91}{80} \text{ and this ratio is tight.} \]

Theorem 3.2.1 implies that the total number of bins generated by the MFFD is no more
than 13.75 % more bins than the number of optimal bins for OBPP. The following example illustrates the tightness of this bound.

**A worst-case example:**

Consider the problem where the list of items includes 160N items each of size \( \frac{5}{18} \), 80N items each of size \( \frac{5}{24} \), and 240N items each of size \( \frac{1}{6} \), where N is any positive integer.

**The Optimal solution:** The optimal solution requires 80N bins. Each bin contains two items of size \( \frac{5}{18} \), one item of size \( \frac{5}{24} \), and three items of size \( \frac{1}{6} \).

**The MFFD solution:** First, calculate \( k_1 \) from Step 1, resulting in \( k_1 = 80N \). Second, pack item in \( N_{80N+1} \) and the MFFD uses greater than 80N + 1 bins. Since for \( i < 11N \), \( k_i = 80N + i < \frac{160-(80N+i)}{3} + \frac{80N-3}{4} + \frac{240N-4}{5} \), then the algorithm will continue. When \( i = 11N \), then \( k_i = 91N = \frac{80N-11N}{3} + \frac{80N-3}{4} + \frac{240N-4}{5} = 91N \), then the algorithm stops and the MFFD solution uses 91N bins. There are 23 bins each containing four items of size \( \frac{5}{18} \); 20 bins each containing one item of size \( \frac{5}{18} \) and four items of size \( \frac{5}{24} \); and 48 bins each containing one item of size \( \frac{5}{18} \) and five items of size \( \frac{1}{6} \). This example shows that this bound is tight.

### 3.2.1 Preliminary

In this section, we present properties and lemmas to support the proof of Theorem 3.2.1. In the following discussion, an optimal solution refers to one that satisfies the condition specified in Lemma 3.1.1(i). Furthermore, we refer an MFFD solution to the one that has \( z^{MFFD}(L) - 1 \) largest items packed as the last items and has one item in the last bin. We will prove Theorem 3.2.1 by contradiction. Suppose there exists a list that violates the theorem. Let \( L \) be a minimum list that violates the theorem. That is \( z^{MFFD}(L) > \frac{91}{80} z^*(L) \), but \( z^{MFFD}(\tilde{L}) \leq \)
Figure 3.4: A worst-case example of the Modified First Fit Decreasing algorithm for the OBPP.

\( \frac{91}{80} z^*(\tilde{L}) \) for any \( \tilde{L} \subset L \).

Denote \( k_i \) as the value of \( k \) in the \( i^{th} \) iteration of step 2 and \( k_f \) as the final value of \( k \). Let us first examine the following properties.

**Property 3.2.1**

(i) \( z^*(L) \geq k_1 \).

(ii) \( f > 1 \) and at least \( z^{MFFD}(L) \) bins are opened before Step 4 for list \( L, z^{MFFD}(L) - 1 \).

**Proof:**

(i) The choice of \( k_1 \) implies \( \sum_{j=k_1+1}^{n} s_j \geq k_1 - 1 \), and by Lemma 3.1.1(ii) \( z^*(L) \geq k_1 \). This shows that \( k_1 \) is the lower bound of the number of optimal bins.

(ii) Suppose \( k_f = k_1 \), then \( z^{MFFD}(L) \leq k_1 + 1 \). Together with (i), we have \( z^{MFFD}(L) \leq z^*(L) + 1 \). Since this contradicts with \( z^{MFFD}(L) > \frac{91}{80} z^*(L) + 1 \), thus \( k_f > k_1 \). Hence, either \( k_f = z^{MFFD}(L) - 1 \) with exactly \( z^{MFFD}(L) \) bins opened before Step 4, or at least
If \( k_f \neq z_{MFFD}(L) - 1 \), then the solution from the second last iteration before Step 4 after removing all items from bin \( z_{MFFD}(L) \) to the last bin except the first item of bin \( z_{MFFD}(L) \) has \( z_{MFFD}(L) \) bins and there are \( z_{MFFD}(L) - 1 \) largest items on the top. In addition, the optimal number of bins is not larger, so to assume that \( k_f = z_{MFFD}(L) - 1 \) does not reduce the worst-case ratio.

Then, we can analyze the MFFD performance under the assumption that its solution is \( z_{MFFD}(L) \) bins and there are \( d = z_{MFFD}(L) - 1 \) largest items packed as the last items with only one item in the last bin. After the first item is assigned to the \( z_{MFFD}(L) \) bin, removing the higher indexed items from the list does not change the number of the bins used by MFFD. Consequently, we can assume that item \( n \) is the first item assigned to the \((d + 1)\)th bin. In summary, we can analyze the list of items in the MFFD solution, which has \( d \) largest items on the top and has one item in the last bin and call this new list, \( \tilde{L}, \tilde{L} \subset L \).

**Lemma 3.2.1** For a minimum list \( \tilde{L} \) with \( \tilde{L}_d \) using exactly \( d + 1 \) bins in Step 2 of the MFFD algorithm, then \( z^*(\tilde{L}) < \frac{80}{91}(d + 1) \). Then, for \( \tilde{\tilde{L}} \subset \tilde{L} \) with \( \tilde{\tilde{L}}_d \) using exactly \( \tilde{d} + 1 \) bins in Step 2 of the MFFD algorithm, then \( z^*(\tilde{\tilde{L}}) \geq \frac{80}{91}(\tilde{d} + 1) \).

**Proof:** If for a list \( L, \frac{z_{MFFD}(L)}{z^*(L)} > \frac{91}{80} \). Then, for \( \tilde{L} \subset L \) with \( \tilde{L}_d \) using exactly \( d + 1 \) bins in Step 2 of the MFFD algorithm, then \( z^*(\tilde{L}) < \frac{80}{91}(d + 1) \). Since \( \tilde{\tilde{L}} \subset \tilde{L} \) and \( \tilde{L} \) is a minimum list that violates Theorem 3.2.2, then this implies \( z^*(\tilde{\tilde{L}}) \geq \frac{80}{91}(\tilde{d} + 1) \) with \( \tilde{\tilde{L}}_d \) using exactly \( \tilde{d} + 1 \) bins in Step 2 of the MFFD algorithm.

Next, let \( k = k_f \) be the value of the last iteration of \( k \) in Step 4. Furthermore, let \( J_b \)
\[ \{k+1, \ldots, n\} \] be a set of items assigned to the \( b^{th} \) bin before Step 4 for \( b = 1, 2, \ldots, d + 1 \), and \( I_b = J_b \cup \{b\} \) for \( b = 1, 2, \ldots, d + 1 \). Consider an optimal solution for a list \( L = \{s_1, s_2, \ldots, s_n\} \). Let \( I_b^* \subseteq N = \{1, 2, \ldots, n\} \) be a set of items in optimal bin \( b \) and \( J_b^* = I_b^* \setminus \{b\} \) for \( b = 1, 2, \ldots, z^*(\tilde{L}) \).

We also provide the properties that support the proof as follows.

**Property 3.2.2** \(|J_b| \geq 2\), for any \( b = 1, 2, \ldots, \tilde{d} \).

*Proof:* Consider the list \( \tilde{L} \) with \( \tilde{L}_d \) using exactly \( d + 1 \) bins in Step 2 of the MFFD algorithm. Suppose \( J_b = \{j\} \) for some \( b = 1, 2, \ldots, d \), then \( s_j + s_\alpha \geq 1 \). Lemma 3.1.1(iii) implies \( J_e^* = \{j\} \) for some \( e = 1, 2, \ldots, z^*(\tilde{L}) \). First, remove items \( e \) and \( j \) from the list \( \tilde{L} \). Then, \( z^*(\tilde{L}) = z^*(\tilde{L}) - 1 \).

Removing \( e \) of an optimal bin is equivalent to removing \( b \) of an MFFD bin that contains item \( j \). Repeat the process until \( |J_b| > 1 \), \( \forall b = 1, 2, \ldots, d \). Suppose \( q \) is the number of bins that \( |J_b| = 1 \) in a list \( \tilde{L} \). After the process, we call a new list \( \tilde{L} \) with \( \tilde{L}_d \) using exactly \( \tilde{d} + 1 \) bins in Step 2 of the MFFD algorithm. Thus, \( \tilde{d} + 1 = d + 1 - q + \frac{91}{80} z^*(\tilde{L}) - q \geq \frac{91}{80} (z^*(\tilde{L}) - q) \geq \frac{91}{80} z^*(\tilde{L}) + \frac{11q}{80} \).

By Lemma 3.2.1, \( \tilde{L} \) cannot be a minimum list that violates Theorem 3.2.1, but \( \tilde{L} \). Hence, for \( \tilde{L} \) being a minimum list that violates Theorem 3.2.1, \(|J_b| \geq 2\) for \( b = 1, 2, \ldots, \tilde{d} - 1 \). ■

**Property 3.2.3** \(^1\) For any \( b = 1, 2, \ldots, z^*(\tilde{L}) \), \(|J_b^*| \geq 3\).

*Proof:* Consider the list \( \tilde{L} \) with \( \tilde{L}_d \) using exactly \( d + 1 \) bins in Step 2 of the MFFD algorithm. Suppose \( J_b^* = \{i, j\} \), where \( i < j \) for some \( b^* = 1, 2, \ldots, z^*(\tilde{L}) \). Suppose \( J_b = \{i, k, \ldots\} \) where \( i < k \) for some \( b = 1, 2, \ldots, d \).

First, if \( s_j \leq s_k \), then remove items in bin \( I_b = J_b \cup b \) from a list \( \tilde{L} \). Repeat the process until \(|J_b^*| > 2\), \( \forall b = 1, 2, \ldots, z^*(\tilde{L}) \). Suppose \( r \) is the number of bins that \(|J_b^*| = 2\) in a list \( \tilde{L} \).

\(^{1}\)This proof is similar to Yue [60]’s proof.
After the process, we call a new list \( \tilde{L} \) with \( \tilde{d} + 1 \) bins using exactly \( \tilde{d} + 1 - r \). Now, consider the optimal bins, replace items \( k \) and \( b \) with \( j \) and \( b^* \), respectively, thus, \( z^*(\tilde{L}) \leq z^*(\tilde{L}) - r \). Now, \( \tilde{d} + 1 = d + 1 - r > \frac{61}{80} z^*(\tilde{L}) - r = \frac{61}{80} (z^*(\tilde{L}) + r) - r > \frac{61}{80} z^*(\tilde{L}) + \frac{11r}{80} \). By Lemma 3.2.1, \( \tilde{L} \) cannot be a minimum list that violates Theorem 3.2.1, but \( \tilde{L} \). Hence, for \( \tilde{L} \) being a minimum list that violates Theorem 3.2.1, \( |J_b^*| \geq 3 \) for \( b = 1, 2, ..., z^*(\tilde{L}) \).

Second, if \( s_k < s_j \), by the FFD rule, there exists a bin \( \tilde{b} \) with \( J_{\tilde{b}} = \{ h, j, ... \} \) where \( s_h > s_i \) in the MFFD bins and \( b \) is any item. Remove items in bin \( I_{\tilde{b}} = J_{\tilde{b}} \cup \tilde{b} \) from a list \( \tilde{L} \). Repeat the process until \( |J_b^*| > 2, \forall b = 1, 2, ..., z^*(\tilde{L}) \). After the process, we call a new list \( \tilde{L} \) with \( \tilde{d} + 1 \) bins using exactly \( \tilde{d} + 1 - r \). Now, consider the optimal bins, replace the items \( h \) and \( \tilde{b} \) with \( i \) and \( b^* \), thus, \( z^*(\tilde{L}) \leq z^*(\tilde{L}) - r \). Using a similar argument as the first case, we have for \( \tilde{L} \) being a minimum list that violates Theorem 3.2.1, \( |J_b^*| \geq 3 \) for \( b = 1, 2, ..., z^*(\tilde{L}) \).

For the remaining of this dissertation, we denote \( z^H = \tilde{d} + 1 \) as the number of bins used in the MFFD solution and \( z^* \) as the minimum number of bins required to pack all items in list \( \tilde{L} \). Next, we show two lemmas for the proof of Theorem 3.2.1 as follows.

**Lemma 3.2.2** If \( s_n \geq \frac{1}{3} \) and \( |J_b| \geq 2 \) for \( b = 1, 2, ..., z^H - 1 \), then \( z^H = z^* \).

*Proof:* If \( s_n \geq \frac{1}{3} \), then \( \sum_{j \in J_b^*} s_j < 1 \) implies \( |J_b^*| \leq 2 \) for \( b = 1, 2, ..., z^* \). Thus, \( |J_b| \geq 2 \) for \( b = 1, 2, ..., z^H - 1 \) implies \( z^H \leq z^* \), then \( z^H = z^* \).

**Lemma 3.2.3** If \( s_n < \frac{1}{3} \), then \( \lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{9}{8} \).

*Proof:* Let \( m = \lfloor \frac{z^H}{9} \rfloor \), and set \( z^H = 9m + j \), where \( j = \{0, 1, ..., 8\} \). Consider the total size of
the items except the largest one in each bin. By the FFD rule, the item \( n \) with \( s_n < \frac{1}{8} \) cannot be packed in any bin \( b \) in which \( \sum_{i \in J_b} s_i > \frac{7}{8} \), where \( b \in \{1, \ldots, z^H - 1\} \). Thus, the total size of items in the first \( 8m \) bins excluding the lowest indexed items is \( > \frac{7}{8} \times 8m = 7m \). Next, the last \( m + j \) bins including the largest items has the total size at least \( m - 1 + j \). Thus,

\[
\sum_{i=8m+1}^{n} s_i = \sum_{b=1}^{8m} (\sum_{i \in I_b} s_i - s_b) + \sum_{b=8m+1}^{z^H} \sum_{i \in I_b} s_i \geq 7m + m + j - 1 \geq 8m - 1.
\]

By Lemma 3.1.1(ii), \( z^* \geq 8m \). Thus, \( \lim_{z^* \to \infty} \frac{z^*}{z^-} \leq \frac{9m + j}{8m} = \frac{9}{8} \).

### 3.2.2 Weighting Function

In this section, we present the weighting function that will be used for the rest of the proof. In the literature, Johnson [32], Johnson et al. [31], Baker [3], Frisen and Langston [24] and Yue [60] use the weighting function to prove the FFD worst-case performance of FFD. It shows that the weighting function is an effective method to prove the worst-case performance of an offline algorithm for the bin packing problem. Hence, we use the weighting function in our proof.

In the MFFD packing, the actual size of the item does not indicate the space required for the packing. On the other hand, the weight of the item represents the space required. For example, with \( s_n = \frac{1}{6} \), if there are three items each of size \( \frac{2}{7} \) with the total size of \( \frac{6}{7} \), then we assign the weight of these items to \( \frac{1}{3} \). It shows that each item occupies the equal space of \( \frac{1}{3} \) instead of \( \frac{2}{7} \). Notice that the weight of an item is not smaller than the size of that item.

Let \( W(i) \) be the weighting function of the item type of item indexed \( i \), \( W(L) \) be the total
weight of item $i$, $\forall i \in \tilde{L}$.

In this section, we describe the weighting function to be used to prove Theorem 3.2.1, where $\frac{1}{8} \leq s_n < \frac{1}{3}$.

Next, denote $R_j$ as the range of the item sizes, $G$ as an item of size $\geq \frac{1}{2}$, and non-$G$ items as the items of size less than $\frac{1}{2}$. Moreover, the sizes of items presented in $J$ and $J^*$ are non-increasing, i.e., for $J_b = \{i, j, k\}$, $s_i \geq s_j \geq s_k$. By the FFD rule, we define the types of the MFFD bins as follows:

1. A Pure Bin. It is a bin in which $J$ contains only items of the same range ($R_j$), which occurs only to a pure item ($p_i$-item), where a $p_i$-item is an item that is packed in a bin when all higher indexed bins are empty. There are $i$ items of type $p_i$ in $J$. The size of a $p_i$-item is determined such that MFFD packs $i$ items of $p_i$ into a $p_i$-bin.

2. A Non-Pure Bin. It is a bin in which $J$ contains items of different ranges. There are two types of non-pure bins defined as follows.

   (a) A Fallback Bin. It contains $i$ items of non-pure items ($n_i$-item) and at least one fallback items, where a non-pure item is an item that is packed in a bin with smaller items. A fallback item is an item that is packed in a bin when the higher indexed bin is not empty. There are two types of a fallback bin: an $n_1$ bin containing a $G$ item and smaller items, and an $n_i$ bin, for $i \geq 2$ containing $i$ items of $n_i$ and one or more fallback items.

   (b) A Transition Bin. It is a bin with the highest indexed item of any of item types except type $n_1$. The total number of transition bins is no more than the total
number of the $p_i$ and $n_i$ types of bins.

For the remaining of the dissertation, we consider the MFFD packing before Step 4. Denote a bin by its first item type. For example, $n_1$-bin ($G$ bin), $p_2$-bin, and $n_3$-bin represent the bins that contain $n_1$, $p_2$ and $n_3$ as the first item in the bin, respectively. To avoid the numerous values of the weight of different items, we unify the weight of the item type i.e. the weight of the same item type is unique as the following rules:

1. If item $j$ is of type $p_i$, then $W(j) = \frac{1}{i}$, $\forall i = \{2, \ldots, 7\}$.

2. For the last item ($n$), $W(n) = \frac{1}{m}$, where $m$ is the positive integer such that $\frac{1}{m+1} \leq s_n < \frac{1}{m}$, $m = \{3, \ldots, 7\}$.

3. If item $j$ is of type $n_1$, then $W(j) = \frac{3}{4}$.

4. If item $j$ is of type $n_i$, for $i \geq 2$, then $W(j) = \frac{m-1}{im}$, where $m = \{3, \ldots, i+1\}$.

Next, we define the ranges of item sizes for $\frac{1}{m+1} \leq s_n < \frac{1}{m}$ as follows:

1. To determine the maximum size of an item type $n_1$ or $G$, by Property 3.2.3, we have $|J_b^*| \geq 3$. Thus, $s_{n_1} < 1 - 2 \times s_n$.

2. For a $p_i$ item, $1 - s_n \leq is_{p_i} < 1$, $\forall i < m$. Thus, $\frac{1-s_n}{i} \leq s_{p_i} < \frac{1}{i}$.

3. For an $n_i$ item $s_{p_{i+1}} \leq s_{n_i} < s_{p_i}$, $\forall i = \{2, \ldots, m-1\}$.

4. The last range is $s_n \leq s_{p_i} < s_{n_{i-1}}$, for $i = m$.

Next, we derive the weighting function as the following lemma.
Lemma 3.2.4 \( z^H - \tau \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i) - \sum_{b=1}^{z^H} \left( \sum_{i \in J_b} W(i) - 1 \right) \), where \( \tau \) is the number of transition bins.

Proof: Since \( W(\hat{L}) = \sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) = \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) \), we have

\[
\sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) = \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i).
\]

\[
\sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) - \sum_{i=1}^{z^H-1} W(i) = \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=1}^{z^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i).
\]

\[
\sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) = \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i).
\]

\[
\sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) - \tau \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i).
\]

\[
z^H - \tau \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i) - \sum_{b=1}^{z^H} \left( \sum_{i \in J_b} W(i) - 1 \right).
\]

From now on, we consider the packing of items in \( J^* \) and \( J \), where \( J^* \) and \( J \) is a set of the items in any optimal bin and MFFD bin without their lowest indexed items, respectively.

Next, we determine the maximum value of \( \sum_{i \in J^*} W(i) \) so that we can show that \( \lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{91}{80} \).

If \( \sum_{i \in J} W(i) > 1 \), we need to adjust the weight so that \( \sum_{i \in J} W(i) = 1 \). For example, if \( \sum_{i \in J} W(i) = 1 + a \), we subtract the extra weight \( a \) from the MFFD bin and the optimal bin containing the corresponding item. The explanation of the weight adjustment is in Section 3.2.4.

3.2.3 The Integer Program for the Maximum Weight of the Optimal Bins

In this section, we show how to determine the maximum value of \( \sum_{i \in J} W(i) \) by solving an integer program. The objective is to determine the maximum weight of the optimal packing
so that the total size of the item in a bin is strictly less than one. For \( \frac{1}{m+1} \leq s_n < \frac{1}{m} \), \( m = \{3, \ldots, 7\} \), we formulate the following mathematical program.

Problem P1: max \( \sum_i w(i)x_i \).

\[
\text{s.t. } \sum_i LS_i(m)x_i < 1. \tag{3.3}
\]

\[
x_i \geq 0, \text{ integer } \forall i \in \{n_j, p_{j+1}\}, \forall j = \{1, \ldots, m-1\}. \tag{3.4}
\]

Where \( x_i \) is the number of item type \( i \) in \( J^* \), \( LS_i(m) \in LS(m) \), where \( LS(m) \) is a set of the smallest size of item types, which is a function of \( s_n \), where \( s_n \) is a function of \( m \). Furthermore, \( w(i) \) is the weighting function of the item type \( i \). Constraint 3.3 requires that the total content of items in \( J^* \) must be strictly less than one. Constraint 3.4 requires that the number of items of type \( i \) in \( J^* \) must be a positive integer. The objective is to determine the maximum weight in \( J^* \). There are two modifications to transform the mathematical program to the integer program as follows:

1. The Right Hand Side (RHS) Constraint Modification: We modify the right hand side of Constraint 3.1 to \( \sum_i LS_i(m)x_i \leq 1 - \epsilon \), where \( \epsilon \) is a small number. To ensure that \( \epsilon \) is small enough, let \( \epsilon = \frac{1}{2c} \), where \( c \) is the least common factor of the denominators of \( LS(m) \). For example, for \( s_n = \frac{1}{m+1} = \frac{1}{4} \), \( LS(3) = \{\frac{3}{8}, \frac{1}{3}, \frac{1}{4}\} \), then \( c = \frac{1}{24} \), and \( \epsilon = \frac{1}{2} \left( \frac{1}{24} \right) = \frac{1}{48} \).

2. The Left Hand Side (LHS) Constraint Modification: Since the value of \( LS_i(m) \) depends on \( s_n \in [\frac{1}{m+1}, \frac{1}{m}] \), and let \( LS_i(m) = a_i + b_is_n \). Then, consider the following two cases:

   (a) If \( b \geq 0 \), then we use the lower bound of \( s_n \) because \( \sum_i (a_i + b_i(\frac{1}{m+1})x_i) \leq \sum_i (a_i + \frac{1}{m+1})x_i \).
\( b_is_n)x_i \leq 1 - \epsilon_1 \), where \( \epsilon_1 = \frac{1}{2c_1} \) and \( c_1 \) is the least common factor of the denominators of \( LS(m) \), for \( s_n = \frac{1}{m+1} \).

(b) If \( b < 0 \), then we use the upper bound of \( s_n \) because \( \sum_i (a_i + b_is_n)x_i \leq 1 - \epsilon_2 \). Let \( l \) be the last item type, which \( LS_l(m) = \frac{1}{m} - \delta \). Then, the constraint is \( \sum_{i \neq l} LS_i(m)x_i + (\frac{1}{m} - \delta)x_l < 1 \). Hence, \( \sum_{i \neq l} LS_i(m)x_i < 1 - \frac{m}{m} - x_l \delta \).

Then, \( \delta \leq \frac{1}{2mx_2c_2} \), where \( c_2 \) is the least common factor of the denominators of \( a_i, \forall i \neq l \). Since \( x_l \leq m \), \( \delta \leq \frac{1}{2mx_2c_2} \). Hence, let \( \delta = \frac{1}{2mx_2c_2} \). Similar to the previous case, let \( \epsilon_2 = \frac{1}{2c_3} \), where \( c_3 \) is the least common factor of the denominators of \( LS(m) \), for \( s_n = \frac{1}{m} - \delta \), respectively.

We can use an upper bound and lower bound of the interval of \( s_n \) to be a set of the item sizes in the integer program and choose the maximum solution of the two solutions because this solution already provides the maximum value.

Now, we formulate the integer program as follows.

**Problem P2:** \( \text{max} \sum_i w(i)x_i \).

\[
\begin{align*}
\text{s.t.} & \quad \sum_i LS_i(m)x_i \leq 1 - \epsilon \\
& \quad 0 \leq x_i \leq v_i \ \forall i. \\
& \quad x_i = \text{integer} \ \forall i \in \{n_j, p_j+1\}, \forall j = \{1, \ldots, m-1\}.
\end{align*}
\] (3.5) (3.6) (3.7)

Constraint 3.5 requires that the total content of items in \( J^* \) must be strictly less than one. Constraint 3.6 sets the maximum number of items of type \( i \) in \( J^* \). Constraint 3.7 requires that the number of items of type \( i \) must be an integer. After solving the integer program (we
use Lingo 9.0), we can identify $\sum_{i \in J^*} W(i)$ and item types in $J^*$. The advantage of using the integer program is that we can manipulate the number of items of type $i$ in $J^*$ by modifying constraint 3.6. For example, we can obtain the maximum value of $\sum_{i \in J^*} W(i)$ when there is no $p_2$ item in $J^*$ by adding $x_{p2} = 0$ to the constraint.

Table 3.1: Summary of item sizes and weight for $\frac{1}{4} \leq s_n < \frac{1}{3}$.

<table>
<thead>
<tr>
<th>Items Types</th>
<th>Range of Item Sizes</th>
<th>Item Weight</th>
<th>$\nu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_2$</td>
<td>$\left[ \frac{1-s_n}{2}, \frac{1}{4} \right]$</td>
<td>$\frac{1}{4}$</td>
<td>2</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$\left[ \frac{1}{3}, \frac{1-s_n}{2} \right]$</td>
<td>$\frac{1}{3}$</td>
<td>2</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$\left[ s_n, \frac{1}{3} \right]$</td>
<td>$\frac{1}{3}$</td>
<td>3</td>
</tr>
</tbody>
</table>

An Example of the Integer Program

We give an example of the integer program when $\frac{1}{4} \leq s_n < \frac{1}{3}$. As the item sizes and weight shown in Table 3.1, if $s_n = \frac{1}{4}$, then $LS(3) = \{ \frac{3}{8}, \frac{1}{3}, \frac{1}{4} \}$ and $\epsilon = \frac{1}{48}$. First, we formulate the following integer program.

Problem P3: $\max \frac{1}{2}x_{p2} + \frac{1}{3}x_{n2} + \frac{1}{3}x_{p3}$.

s.t. $\frac{3}{8}x_{p2} + \frac{1}{3}x_{n2} + \frac{1}{4}x_{p3} \leq 1 - \frac{1}{48}$. (3.8)

$0 \leq x_{p2} \leq 2$ (3.9)

$0 \leq x_{n2} \leq 2$ (3.10)

$0 \leq x_{p3} \leq 3$ (3.11)

$x_{p2}, x_{n2}, x_{p3} = \text{integer}$. (3.12)

Second, when $m = 3$, for $s_n = \frac{1}{m} - \delta = \frac{1}{3} - \frac{1}{108} = \frac{35}{108}$, $LS(3) = \{ \frac{73}{216}, \frac{1}{3}, \frac{35}{108} \}$ and $\epsilon = \frac{1}{432}$. Then, modify Constraint 3.8 to $\frac{73}{216}x_{p2} + \frac{1}{3}x_{n2} + \frac{35}{108}x_{p3} \leq 1 - \frac{1}{432} = \frac{431}{432}$. After resolving
the problem, the optimal solution is $J^* = (p_2, n_2, p_3)$ and $\sum_{i \in J^*} W(i) = \frac{7}{6}$. Finally, modify Constraint 3.9 to $x_{p_2} = 0$, then the optimal solutions become $J^* = (2n_2, p_3), (n_2, 2p_3)$ and $(3p_3)$ and $\sum_{i \in J^*} W(i) = 1$.

### 3.2.4 The Proof of Theorem 3.2.1

In this section, we use the weighting function as described in Section 3.2.2 for the proof of Theorem 3.2.1, where $\frac{1}{8} \leq s_n < \frac{1}{3}$. We partition the size of the last item ($s_n$) into five ranges in $[\frac{1}{m+1}, \frac{1}{m})$, where $m = \{3, ..., 7\}$. In each range, we know the maximum number of items in $J^*$ or $v_i$. For example, if $\frac{1}{4} \leq s_n < \frac{1}{3}$, then $v_i \leq 3$. Then, we combine the integer program and the weighting function to complete the proof with the following lemmas.

**Lemma 3.2.5** If $\frac{1}{8} \leq s_n < \frac{1}{3}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{91}{80}$.

**Proof:** We show the proof of five intervals in the following sections:

#### 3.2.5 If $\frac{1}{4} \leq s_n < \frac{1}{3}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{10}{9}$.

**Proof:** If $s_n \geq \frac{1}{4}$ and $\sum_{j \in J^*} s_j < 1$, then we have $|J^*| \leq 3$. Furthermore, together with Property 3.2.3, we have $|J^*| = 3$. Since $s_n + 2s_n \geq \frac{1}{2} + 2 \cdot \frac{1}{4} = 1$, $n_1 \notin J^*$. Table 3.1 shows the item sizes and weight for $\frac{1}{4} \leq s_n < \frac{1}{3}$. Note that we assign the weight of items such that $\sum_{i \in J} W(i) = 1$. Figure 3.5 shows an example of the MFFD packing.

According to the FFD rule and discounting the large items that are assigned to the bins in Step 4, the MFFD algorithm will pack two items of type $p_2$, two items of type $n_2$ with an item of type $p_3$, or three items of type $p_3$; except the bins with the highest indexed item of
Figure 3.5: An example of the MFFD packing that contains a $p_2$, transition (t), $n_2$, $p_3$, and the last bins, respectively.

any of three types called the transition bin, which has total weight $\leq 3$. Other MFFD bins have $\sum_{i \in J} W(i) = 1$. From the integer program in Section 3.2.3, we have $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$ if there is at most one item of type $p_2$ in $J^*$ and $\sum_{i \in J^*} W(i) \leq 1$ if there is no item of type $p_2$ in $J^*$. By Lemma 3.2.4, we have

$$z^H - 3 \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i = z^* + 1}^{z^H - 1} W(i) - \sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) - 1.$$  

$$\leq \frac{7}{6} z^* - \frac{1}{2} (z^H - 1 - z^*).$$  

$$\frac{3}{2} z^H \leq \frac{5}{3} z^* + \frac{7}{2}.$$  

Then, $\frac{z^H}{z^*} \leq \frac{10}{9} + \frac{7}{2z^*}$ and $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{10}{9} < \frac{91}{80}$. □
3.2.6 If $\frac{1}{5} \leq s_n < \frac{1}{4}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{91}{80}$.

Proof: According to the FFD rule and discounting the large items that are assigned to the bins in Step 4, the MFFD algorithm will pack an item of type $G$ with the other one or two of the smaller items, two items of type $p_2$, two items of type $n_2$ with a smaller item, three items of type $p_3$, three items of type $n_3$ with a smaller item or four items of type $p_4$; except the five transition bins, which has total weight less than five, other MFFD bins have total weight equal to one. Let $G$ bin be a bin that includes an item of type $n_1$ in $J^*$, non-$G$ bin be a bin that does not include an item of type $n_1$ in $J^*$ and $\alpha$ be the number of $G$ bins in the optimal solution. Furthermore, define a non-$G$ item of size $\geq \frac{1-s_n}{3}$ as an item of type $m$ (that is an item of type $p_2$, $n_2$ or $p_3$). Also, define a non-$G$ item of size $< \frac{1-s_n}{3}$ as an item of type $t$ (that is an item of type $n_3$ or $p_4$). Table 3.2 summarizes item sizes and weight for $\frac{1}{5} \leq s_n < \frac{1}{4}$.

<table>
<thead>
<tr>
<th>Items Types</th>
<th>Range of Item Sizes</th>
<th>Item Weight</th>
<th>$v_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$[\frac{1}{2}, \frac{3}{5})$</td>
<td>$\frac{3}{4}$</td>
<td>1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$[\frac{1-s_n}{2}, \frac{1}{2})$</td>
<td>$\frac{1}{2}$</td>
<td>2</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$[\frac{1}{3}, \frac{1-s_n}{3})$</td>
<td>$\frac{3}{8}$</td>
<td>2</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$[\frac{1-s_n}{3}, \frac{1}{3})$</td>
<td>$\frac{1}{3}$</td>
<td>3</td>
</tr>
<tr>
<td>$n_3$</td>
<td>$[\frac{1}{4}, \frac{1-s_n}{4})$</td>
<td>$\frac{1}{4}$</td>
<td>3</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$[s_n, \frac{1}{4})$</td>
<td>$\frac{1}{4}$</td>
<td>4</td>
</tr>
</tbody>
</table>

Let $W$ be the total weight of items in $J^*$ from the integer program, $W'$ be the total weight of items in $J^*$ after the weight adjustment and $W''$ is the average weight of items in $J^*$ after the weight adjustment and matching. Then, consider two cases as illustrated in Figure 3.6.

Case 1: $\alpha \leq z^H - 1 - z^*$
Figure 3.6: Summary of the weight adjustment when $\frac{1}{5} \leq s_n < \frac{1}{4}$.

In this case, there is no $G$ bin in the MFFD solution. We can partition the cases as shown in Figure 3.6. There is the weight adjustment as follows: If there are one item of type $n_2$, one item of type $p_3$ and one item of size $\geq \frac{1-s_n}{2}$ in $J^*$, then $\sum_{i \in J^*} W(i) \leq \frac{20}{24}$. Since $s_{n_2} < \frac{1-s_n}{2}$, in the MFFD solution, two of $n_2$ can be packed with $p_3$, then $\sum_{i \in J} W(i) = 2(\frac{3}{8}) + \frac{1}{3} = 1 + \frac{1}{12}$. By Lemma 3.2.4, we can adjust the weight so that $\sum W(i) = 1$. Since each optimal bin has one of $n_2$, then we can adjust half of the extra weight that the MFFD bin with two of $n_2$ has. Hence, we adjust $\frac{1}{2} \left( \frac{1}{12} \right) = \frac{1}{24}$ from the maximum weight. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{20}{24} - \frac{1}{24} = \frac{7}{6}$.

In summary, there are at most $\alpha$ bins that $\sum_{i \in J^*} W(i) \leq \frac{4}{3}$ and $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$ without an item.
of type $G$. By Lemma 3.2.4, we have

$$z^H - 5 \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i = z^*+1}^{z^H-1} \sum_{b=1}^{i \in J_b} W(i) - \sum_{b=1}^{z^H} (\sum_{i \in J_b} W(i) - 1).$$

$$\leq \alpha \left(\frac{4}{3} - \frac{3}{4}\right) + \frac{7}{6} (2z^* - z^H + 1) + \left(\frac{29}{24} - \frac{3}{8}\right)(z^H - z^* - \alpha - 1).$$

$$\leq \frac{7}{6} (2z^* - z^H) + \frac{5}{6} (z^H - z^*) + \frac{1}{3}.$$

$$\frac{8}{6} z^H \leq \frac{9}{6} z^* + \frac{16}{3}.$$

Then, $\frac{z^H}{z^*} \leq \frac{9}{8} + \frac{16}{3z^*}$ and $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{9}{8}.$

**Corollary 3.2.1** If $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{9}{8}$.

**Case 2:** $\alpha > z^H - 1 - z^*$

In this case, we present a weight adjustment of according to Lemma 3.2.3 for the $G$ bin. Let $G^X_Y$ be a set of items of type $G$ packed with items of set $X$ in $J$, but packed with items of set $Y$ in $J^*$. For example, any item $i \in G^m_{mt}$ is packed with an item of type $m$ only in $J$, but packed with an item of type $m$ and $t$ in $J^*$. Since an item of type $m$ is larger than that of type $t$, by the FFD rule, $G^t_{mt} = \emptyset$. For any item $i$, let $u(i)$ be the bin that $i$ is assigned in an MFFD solution and $u^*(i)$ be the bin that $i$ is assigned in an optimal solution. Next, consider the following weight adjustments:

1. If a $G$ item is packed with an item of type $m$ and $t$ in $J^*$, then $\sum_{i \in J^*} W(i) \leq \frac{4}{3}$. Then, consider the MFFD solution as the following possibilities:

   (a) If $G$ is packed with an item of type $m$ and $t$ in $J$, then $\sum_{i \in J^*} W(i) \leq \frac{4}{3}$ and $\sum_{i \in J} W(i) \geq \frac{4}{3} = 1 + \frac{1}{3}$. We adjust the weight of the optimal bin by $\frac{1}{3}$. After the adjustment,

   $$\sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{1}{3} = 1.$$

   Hence, for any $i \in G^m_{mt}$, $\sum_{i \in J^*} W(i) \leq 1.$
(b) If $G$ is packed with an item of type $m$ in $J$, then consider the following cases:

i. If there exists $J^*$ with an item of type $n_2$, then the MFFD can pack an item of type $G$ with $n_2$, and $\sum_{i \in J} W(i) = \frac{3}{4} + \frac{3}{8} = 1 + \frac{1}{8} = 1 + \frac{1}{12} + \frac{1}{24}$. In Case 1, we adjust the weight of the item of type $n_2$ in the non-$G$ bin by $\frac{1}{24}$, then we adjust $\frac{1}{12}$ for the $G$ bin. Hence, we subtract $\frac{1}{12}$ from the maximum weight. After the adjustment, $\sum_{i \in J^*} W(i) \leq 4 - \frac{1}{12} = \frac{5}{4}$.

ii. If there does not exist $J^*$ with one item of type $n_2$ in the optimal solution, then there are two cases as follows:

- If there does not exist $J^*$ with an item of type $p_3$, then $\sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{1}{12} = \frac{5}{4}$.
- If there exists $J^*$ with an item of type $p_3$, then the MFFD can pack an item of type $G$ with $p_3$, and $\sum_{i \in J} W(i) = \frac{3}{4} + \frac{1}{3} = 1 + \frac{1}{12}$. Hence, we subtract $\frac{1}{12}$ from the maximum weight. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{1}{12} = \frac{5}{4}$.

Hence, for any $i \in G_{mt}^m$, $\sum_{i \in J^*} W(i) \leq \frac{5}{4}$.

(c) If $G$ is packed with two items of type $t$ in $J$, then $\sum_{i \in J} W(i) \geq \frac{5}{4} = 1 + \frac{1}{4}$. We adjust the weight of the optimal bin by $\frac{1}{4}$. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{1}{4} = \frac{13}{12}$.

Hence, for any $i \in G_{mt}^u$, $\sum_{i \in J^*} W(i) \leq \frac{13}{12}$.

(d) If $G$ is packed with one item of type $t$ in $J$, then by the FFD rule, a $G$ item must be packed with an item of type $m$ before an item of type $t$. Thus, this case does not exist.

2. If a $G$ item is packed with two items of type $t$ in $J^*$, then $\sum_{i \in J^*} W(i) \leq \frac{5}{4}$. Then, consider the MFFD solution as the following possibilities:
If $G$ is packed with an item of type $m$ and $t$ in $J$, then $\sum_{i \in J} W(i) \geq \frac{4}{3} = 1 + \frac{1}{3}$.

We adjust the weight of the optimal bin by $\frac{1}{3}$. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{5}{4} - \frac{1}{3} = \frac{11}{12}$. Hence, for any $i \in G_{tt}^m$, $\sum_{i \in J^*} W(i) \leq \frac{11}{12}$.

(b) If $G$ is packed with an item of type $m$ in $J$, then $\sum_{i \in J} W(i) \geq \frac{13}{12} = 1 + \frac{1}{12}$. We adjust the weight of the optimal bin by $\frac{1}{12}$. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{5}{4} - \frac{1}{12} = \frac{7}{6}$.

Hence, for any $i \in G_{tt}^m$, $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$.

(c) If $G$ is packed with two items of type $t$ in $J$, then $\sum_{i \in J} W(i) \geq \frac{5}{4} = 1 + \frac{1}{4}$. We adjust the weight of the optimal bin by $\frac{1}{4}$. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{5}{4} - \frac{1}{4} = 1$.

Hence, for any $i \in G_{tt}^m$, $\sum_{i \in J^*} W(i) \leq 1$.

(d) If $G$ is packed with an item of type $t$ in $J$, then $\sum_{i \in J} W(i) \geq 1$. Hence, for any $i \in G_{tt}^t$, $\sum_{i \in J^*} W(i) \leq \frac{5}{4}$.

After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{5}{4}$ with an item of type $G$ and $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$ without an item of type $G$. However, the proof is not completed without the matching of the $G$ bins in the optimal and MFFD solutions. When $i \in G_{mt}^m$ or $G_{tt}^t$, the weight of $J^*$ is maximized.

Next, consider the following property.

**Property 3.2.4** There does not exist an item of type $t$ belonging to both $\{j \in J_{u(i)}^*: i \in G_{tt}^t\}$ and $\{j \in J_{u(i)}: i \in G_{tt}^t\}$.

**Proof:** Recall that $J_b^*$ is a set of items in an optimal bin $b$. Now, let $J_b^*$ represent the type of items in it. For example, $J_1^* = \{G_1, t'_1, t''_1\}$ and $J_2^* = \{G_2, t'_2, t''_2\}$, where the items in $J^*$ indicates an item type, and a bin index. For example $G_1$ is the item of type $G$, $t'_1$ and $t''_1$ are the first and second item of the item of type $t$ of the first bin, respectively. Suppose $t'_2$ belongs
to both \( \{ j \in J_{u(i)}^* : i \in G_t^i \} \) and \( \{ j \in J_{u(i)} : i \in G_t^i \} \). Then, \( J_1 = \{ G_1, t'_2 \} \). Since \( t'_2 \) is packed with \( G_1 \) only in \( J \) but with \( G_2 \) and \( t''_2 \) in \( J^* \), \( s_{G_1} > s_{G_2} \). By the FFD rule, an item of type \( t \) packed with \( G_2 \) in \( J \) must be too large to be packed with \( G_1 \), then \( s_{G_1} + s_t \geq 1 \). In addition, since \( s_{G_1} < 1 - 2s_n \), then \( s_t \geq 1 - s_{G_1} = 2s_n \). For \( s_n \leq \frac{1}{6}, s_t \geq \frac{2}{6} \). However, the size of \( t \) is \( < \frac{1 - s_n}{3} = \frac{5}{18} < \frac{1}{3} \), then there is a contradiction. 

This property shows that the item of type \( t \), which is packed with \( G \) in the MFFD solution, is not from the bin with \( i \in G_t^i \) in the optimal solutions. Next, consider the following property.

**Property 3.2.5** For any item \( i \in G_t^i \) and \( j \in G_{m_t}^m \), \( s_i < s_j \).

**Proof:** Since item \( i \) is packed with an item of type \( t \) in \( J \), then \( s_i \geq 1 - \frac{1 - s_n}{3} - s_n \), but item \( j \) is packed with one item of type \( m \) and another item of type \( t \) in \( J^* \), then \( s_j < 1 - \frac{1 - s_n}{3} - s_n \leq s_i \).

Next, consider the matching as illustrated in Figure 3.7. Next, we calculate the average weight of the matching as described in following cases:

**Case 2.1:** \( G_{m_t}^m = \emptyset \) and \( G_t^i \neq \emptyset \)

Let \( \gamma_i \) be the number of optimal bins that \( J^* \) contains at most \( i \) items of type \( t \). By Property 3.2.4, \( t \) is not packed with an item of type \( G_t^i \), then it must be packed with an item of type \( t \) from either \( G \) bin with \( \sum_{i \in J^*} W(i) \leq \frac{7}{6} \) or non-\( G \) bin with \( \sum_{i \in J^*} W(i) \leq \frac{7}{6} \).

Consider the matching, since an item of type \( t \) in \( J \) can come from two types of optimal bins. First, if it is from the bin with at most two items of type \( t \) in \( J^* \) with \( \sum_{i \in J^*} W(i) \leq \frac{7}{6} \), then at most two \( G \) bins can be packed with these items. Thus, the average weight is \( \leq \frac{5}{4} \left( \frac{2}{3} \right) + \frac{7}{6} \left( \frac{1}{3} \right) = \frac{11}{9} \). Similarly, if an item of type \( t \) in \( J \) is from the bin with at least three items of type \( t \) in \( J^* \) with \( \sum_{i \in J^*} W(i) \leq \frac{9}{8} \), then the average weight is \( \leq \frac{5}{4} \left( \frac{3}{4} \right) + \frac{9}{8} \left( \frac{1}{4} \right) = \frac{39}{32} \). In each
Figure 3.7: Summary of the matching when \( \frac{1}{5} \leq s_n < \frac{1}{4} \).

case, we can add the constraint in the integer program. Since \( \frac{11}{9} > \frac{39}{32} \), then the average weight is \( \leq \frac{11}{9} \). In summary, after the weight adjustment and matching as illustrated in Figure 3.7, the average weight is \( \leq \frac{11}{9} \). By Lemma 3.2.4, we have

\[
z^H - 5 \leq \sum_{b=1}^{z^*} \sum_{i \in J_b} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i) - \sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) - 1.
\]

\[
\leq \frac{5}{4}(\alpha - (z^H - z^* - 1)) + \frac{7}{6}(z^* - \alpha) + \left(\frac{4}{3} - \frac{3}{4}\right)(z^H - z^* - 1).
\]

\[
\leq \frac{5}{4}|G_{tt}| + \frac{8}{7} \gamma_1 + \frac{7}{6} \gamma_2 + \frac{9}{8} \gamma_3 + \frac{7}{6}(z^* - |G_{tt}|) - \gamma_1 - \gamma_2 - \gamma_3 - \gamma_4 + z^* - z^H
\]

\[
+ \left(\frac{4}{3} - \frac{3}{4}\right)(z^H - z^*) + \frac{2}{3},
\]

with \( \gamma_1 + 2\gamma_2 + 3\gamma_3 + 4\gamma_4 \geq |G_{tt}| \) and \( 2z^* - z^H - |G_{tt}| - \gamma_1 - \gamma_2 - \gamma_3 - \gamma_4 \geq 0 \).
with $\gamma_1 + 2\gamma_2 + 3\gamma_3 + 4\gamma_4 \geq |G_{tt}^l|$ and $|G_{tt}^l| - \gamma_1 - \gamma_2 - \gamma_3 - \gamma_4 = 2z^* - z^H$.

\[
\leq \frac{5}{4}|G_{tt}^l| + \frac{7}{6}\gamma_2 + \frac{7}{12}(z^H - z^*) + \frac{2}{3},
\]

with $2\gamma_2 \geq |G_{tt}^l|$ and $|G_{tt}^l| + \gamma_2 = 2z^* - z^H$.

\[
\leq \frac{5}{4}\left(\frac{2(2z^* - z^H)}{3}\right) + \frac{7}{6}\left(\frac{2z^* - z^H}{3}\right) + \frac{7}{12}(z^H - z^*) + \frac{2}{3},
\]

the RHS is maximized when $\gamma_1 = \gamma_3 = \gamma_4 = 0$.

\[
\leq \frac{11}{9}(2z^* - z^H) + \frac{7}{12}(z^H - z^*) + \frac{2}{3},
\]

the maximum average weight is $\frac{11}{9}$.

\[
\leq \frac{67}{36}z^* - \frac{23}{36}z^H + \frac{2}{3}.
\]

Then, $\frac{z^H}{z^*} \leq \frac{67}{59} + \frac{17}{352}$ and $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{67}{59} < \frac{91}{80}$.

**Corollary 3.2.2** If $\sum_{i \in J^*} W(i) \leq \frac{11}{9}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{67}{59}$.

**Case 2.2:** $G_{mt}^m \neq \emptyset$ and $G_{tt}^l = \emptyset$

Let $\beta$ be the number of items of type $m$ belonging to both $j \in J_{u*(i)}^* : i \in G_{mt}^m$ and $j \in J_{u(i)} : i \in G_{mt}^m$. Since $G$ is not packed with an item of type $t$ in the MFFD solution, then it must be packed with an item of type $m$ only. There are two possibilities as follows:

A. If $\beta = 0$, then there is no item of type $m$ belonging to both $\{j \in J_{u*(i)}^* : i \in G_{mt}^m\}$ and $\{j \in J_{u(i)} : i \in G_{mt}^m\}$. Since $G$ is not packed with an item of type $t$ in the MFFD solution, then it must be packed with an item of type $m$ only. Since an item of type $m$ in $J$ can come from two types of optimal bins. First, if the bin has at most two items of type $m$ in $J^*$, then at most two $G$ bins can be packed with these items. Thus, the average weight is $\leq \frac{11}{9}$. Second, if the bin has at least three items of type $m$ in $J^*$, then the average weight is $\leq \frac{10}{16}$. Since $\frac{11}{9} > \frac{10}{16}$ By Corollary 3.2.2, $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{67}{59} < \frac{91}{80}$.

B. If $\beta \neq 0$, then there exists an item $k$ of type $m$ belonging to both $j \in J_{u*(i)}^* : i \in G_{mt}^m$ and $j \in J_{u(i)} : i \in G_{mt}^m$. 
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Thus, there must exist at least two sets of $G_{mt}$ bin and one of them contains an item $k$. Let $J^*_1 = \{G_1, m_1, t_1\}$ and $J^*_2 = \{G_2, k, t_2\}$. Then, $J_1 = \{G_1, k\}$. Since $k$ is packed with $G_1$ only in the MFFD solution but with $G_2$ and $t_2$ in the optimal solution, $s_{G_1} > s_{G_2}$. For $J_2 = \{G_2, m_2\}$, by the FFD rule, $m_2$ must be too large to be packed with $G_1$, $s_{G_1} + s_{m_2} > 1$.

In addition, $s_{G_1} < 1 - s_{m_1} - s_{t_1} < 1 - \frac{1-s_n}{3} - s_n$, then $s_{m_2} \geq 1 - s_{G_1} = \frac{1-s_n}{3} + s_n = \frac{4}{15} + \frac{1}{5} = \frac{7}{15}$. Thus, $m_2$ is not from the $G$ bin because $s_G + s_{m_2} + s_t \geq \frac{1}{2} + \frac{7}{15} + \frac{1}{5} > 1$. There are at most two items of type $m$ of size $\geq \frac{7}{15}$ in $J^*$.

An item of type $m$ can come from two types of optimal bins. First, if the bin has two items of type $m$ of size $\geq \frac{7}{15}$ in $J^*$. Then, there are at most two portions of $G_{mt}$ with an item $k$ and two portions of $G_{mt}$ without an item $k$ and one non-$G$ bin. Thus, the average weight is $\leq \frac{6}{5}$. Second, if an item of type $m$ is from the bin with at most one item of type $m$ of size $\geq \frac{7}{15}$ in $J^*$, then there are at most one portion of $G_{mt}$ with an item $k$ and one portion of $G_{mt}$ without an item $k$ and one non-$G$ bin. Since $\frac{11}{9} > \frac{6}{5}$, the average weight is $\leq \frac{11}{9}$. By Corollary 3.2.2, $\lim_{z^* \to \infty} \frac{z^*_U}{z^*} \leq \frac{67}{59} < \frac{91}{80}$.

**Case 2.3: $G_{mt}^m \neq \emptyset$ and $G_{tt}^t \neq \emptyset$**

In Case 2.1 and 2.2, we show that if there is no matching of items in a $G_{mt}^m$ bin and $G_{tt}^t$ bin, then $\lim_{z^* \to \infty} \frac{z^*_U}{z^*} \leq \frac{67}{59}$. In this case, we consider when there is a matching of items in these sets i.e. in the MFFD bin, an item of type $t$ in a $G_{tt}^t$ bin comes from the optimal $G_{mt}^m$ bin.

When $G_{mt}^m \neq \emptyset$ and $G_{tt}^t \neq \emptyset$, let $J'_1 = \{G_1, t_1', t_1'\}$, $J'_2 = \{G_2, m_2, t_2\}$. By Property 3.2.5, $s_{G_1} > s_{G_2}$, by the FFD rule, $G_1$ must be packed with $m_2$ before an item of type $t$. If $G_{tt}^t = \emptyset$, then $G_1$ is not packed with $m_2$ in the MFFD solution. This implies $s_{G_1} + s_{m_2} \geq 1$, $s_{G_1} \geq 1 - s_{m_2} = 1 - \frac{1-s_n}{3} = \frac{2+s_n}{3}$. This is a contradiction to the size of an item of type $G$. 47
Thus, $s_{G_1} + s_{m_2} < 1$ and $G_{mt}^m \neq \emptyset$. This implies that one portion of $G_{mt}^m$ matches with one portion of $G_{tt}^m$. Furthermore, one portion of $G_{tt}^t$ matches with one portion of $G_{mt}^m$.

Consider one portion of a set of $G_{tt}^m, G_{tt}^t$ and $G_{mt}^m$. Let $G_1 \in G_{tt}^m, G_2 \in G_{tt}^t$ and $G_3 \in G_{mt}^m$, respectively. Hence, $J_1^* = \{G_1, t_1', t_1''\}, J_2^* = \{G_2, t_2', t_2''\}, J_3^* = \{G_3, m_3, t_3\}$. By Property 3.2.5 and the FFD rule, $G_1$ must be packed with an item of type $m$ before $G_3$. Since $s_{m_3} < 1 - s_{G_3} - s_{t_3} \leq \frac{1}{2} - \frac{1}{5} = \frac{3}{10} < 2s_n$, $m_3$ can be packed with $G_1$ in the MFFD solution and $J_1 = \{G_1, m_3\}$. Next, $G_2$ must be packed with an item of type $t$ in $J$ instead of an item of type $m$, then $s_{G_2} + s_m \geq 1$, $s_n \geq 1 - s_{G_2}$. Since $G_2$ is packed with two items of type $t$ in $J^*$, $s_{G_2} < 1 - 2s_n$ and hence $s_m \geq 2s_n$. Thus, an item of type $m$ must be packed with $G_3$ in the MFFD solution, $J_3 = \{G_3, m_3\}$ and there exists a bin with $m_3$ in $J^*$ in which no item of type $G$ in it (because $s_m + s_t + s_G \geq 2s_n + s_n + \frac{1}{2} > 1$). In addition, since $s_m + 3s_t \geq 2s_n + 3s_n \geq 1$, there are at most two items of type $t$ in the bin containing an item of type $m$ of size $\geq 2s_n$. Furthermore, in the MFFD solution, these $t$ items from a non-$G$ bin and a $t$ item from $G_{mt}^m$ can be packed with $i \in G_{tt}^t$. Since $m$ is packed with $i \in G_{tt}^m$ before $j \in G_{tt}^t$, by the FFD rule, $s_i > s_j$, and hence an item of type $t$, which is packed with $i \in G_{tt}^t$ in the MFFD solution, cannot come from the optimal bin with $i \in G_{tt}^m$.

Consider three cases: First, if there are two items of type $t$ and one item of type $m$ of size $\geq 2s_n$ in $J^*$, then there are at most three portions of $G_{tt}^t$ (one from the bin containing $G_{mt}^m$ and two from the non-$G$ bins) with $\sum_{i \in J^*} W(i) \leq \frac{5}{4}$, one of $G_{mt}^m$ with $\sum_{i \in J^*} W(i) \leq \frac{5}{4}$, one of $G_{tt}^m$ with $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$ and one non-$G$ bin with $\sum_{i \in J^*} W(i) \leq 1$. Thus, the average weight is $\leq \frac{43}{36}$. Second, if there is at most one item of type $t$ and one item of type $m$ of size $\geq 2s_n$ in $J^*$, then there are at most two portions of $G_{tt}^t$ (one from the bin containing $G_{mt}^m$ and one from the
non-\(G\) bin) with \(\sum_{i \in J^*} W(i) \leq \frac{5}{4}\), one of \(G_{mt}^m\) with \(\sum_{i \in J^*} W(i) \leq \frac{5}{4}\), one of \(G_{tt}^m\) with \(\sum_{i \in J^*} W(i) \leq \frac{7}{6}\) and one non-\(G\) bin with \(\sum_{i \in J^*} W(i) \leq \frac{7}{6}\). Hence, the average weight is \(\leq \frac{73}{60}\). Finally, if there are two items of type \(m\) of size \(\geq 2s_n\) in \(J^*\), then there are at most two portions of \(G_{tt}^l\) from the bin containing \(G_{mt}^m\) with \(\sum_{i \in J^*} W(i) \leq \frac{5}{4}\), two of \(G_{mt}^m\) with \(\sum_{i \in J^*} W(i) \leq \frac{5}{4}\), two of \(G_{tt}^m\) with \(\sum_{i \in J^*} W(i) \leq \frac{7}{6}\) and one non-\(G\) bin with \(\sum_{i \in J^*} W(i) \leq 1\). Thus, the average weight is \(\leq \frac{25}{21}\).

Since \(\frac{11}{9} > \frac{73}{60} > \frac{43}{59} > \frac{25}{21}\), by Corollary 3.2.2, \(\lim_{z^* \to \infty} \frac{z^*}{z^*} \leq \frac{67}{59} < \frac{91}{80}\).

**Case 2.4:** If \(G_{tt}^l = \emptyset\) and \(G_{mt}^m = \emptyset\), then \(\sum_{i \in J^*} W(i) \leq \frac{7}{6}\). By Corollary 3.2.1, \(\lim_{z^* \to \infty} \frac{z^*}{z^*} < \frac{67}{59}\). \(\blacksquare\)

### 3.2.7 If \(\frac{1}{6} \leq s_n < \frac{1}{5}\), then \(\lim_{z^* \to \infty} \frac{z^*}{z^*} \leq \frac{91}{80}\).

**Proof:** According to the FFD rule and discounting the large items that are assigned to the bins in Step 4, the MFFD algorithm will pack an item of type \(G\) with the other one or two smaller items, two items of type \(p_2\), two items of type \(n_2\) with an item of type \(p_3\) or smaller, three items of type \(p_3\), three items of type \(n_3\) with an item of type \(p_4\) or smaller, four items of type \(p_4\), four items of type \(n_4\) with an item of type \(p_5\), or five items of type \(p_5\); except the seven transition bins, which has total weight less than seven, other MFFD bins have total weight equal to one before Step 4. Recall that \(\alpha\) is the number of \(G\) bins in the optimal packing. Define an item of type non-\(G\) bins of size \(\geq \frac{1-s_n}{3}\) as an item of type \(m\) (that is an item of type \(p_2, n_2\) or \(p_3\)). Furthermore, define an item of type non-\(G\) bins of size \(< \frac{1-s_n}{3}\) as an item of type \(t\) (that is an item of type \(n_3, p_4, n_4\) or \(p_5\)). Table 3.3 summarizes item sizes and weight for \(\frac{1}{6} \leq s_n < \frac{1}{5}\).

Recall that \(W\) is the total weight of items in \(J^*\) from the integer program, \(W'\) is the total weight of items in \(J^*\) after the weight adjustment and \(W''\) is the average weight of items in
Table 3.3: Summary of item sizes and weight for $\frac{1}{6} \leq s_n < \frac{1}{5}$.

<table>
<thead>
<tr>
<th>Items Types</th>
<th>Range of Item Sizes</th>
<th>Item Weight</th>
<th>$v_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$\left[\frac{1}{2}, \frac{2}{3}\right)$</td>
<td>$\frac{3}{4}$</td>
<td>1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$\left[\frac{1-s_n}{3}, \frac{1}{2}\right)$</td>
<td>$\frac{1}{2}$</td>
<td>2</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$\left[\frac{1}{3}, \frac{1-s_n}{2}\right)$</td>
<td>$\frac{2}{3}$</td>
<td>2</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$\left[\frac{1-s_n}{3}, \frac{1}{3}\right)$</td>
<td>$\frac{1}{3}$</td>
<td>3</td>
</tr>
<tr>
<td>$n_3$</td>
<td>$\left[\frac{1}{3}, \frac{1-s_n}{3}\right)$</td>
<td>$\frac{4}{15}$</td>
<td>3</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$\left[\frac{1-s_n}{4}, \frac{1}{4}\right)$</td>
<td>$\frac{1}{4}$</td>
<td>4</td>
</tr>
<tr>
<td>$n_4$</td>
<td>$\left[\frac{1}{4}, \frac{1-s_n}{4}\right)$</td>
<td>$\frac{1}{4}$</td>
<td>4</td>
</tr>
<tr>
<td>$p_5$</td>
<td>$\left[s_n, \frac{1}{5}\right)$</td>
<td>$\frac{1}{5}$</td>
<td>5</td>
</tr>
</tbody>
</table>

$J^*$ after the weight adjustment and matching. Then, consider the two cases as illustrated in Figure 3.8.

![Figure 3.8: Summary of the weight adjustment when $\frac{1}{6} \leq s_n < \frac{1}{5}$](image-url)
Case 1: $\alpha \leq z^H - 1 - z^*$

In this case, there is no $G$ bin in the MFFD solution. We can partition the cases as shown in Figure 3.8. There is the weight adjustment as follows: If there exists $J^*$ with one item of type $n_2$, one of type $p_3$, and one of type $p_4$, then $\sum_{i \in J^*} W(i) \leq \frac{71}{60}$. Since $s_{p_3} + s_n \geq \frac{1-s_n}{3} + s_n > \frac{1-s_n}{2} = s_{n_2}$, in the MFFD solution, two of smaller size of $n_2$ can be packed with an item of type $p_4$. Thus, the total weight is $2(\frac{2}{3}) + \frac{1}{4} = 1 + \frac{1}{20}$. We can adjust the weight with $\frac{1}{2}(\frac{1}{50}) = \frac{1}{100}$.

After adjustment, $\sum_{i \in J^*} W(i) \leq \frac{71}{60} - \frac{1}{40} = \frac{139}{120}$. Hence, $\sum_{i \in J^*} W(i) \leq \frac{71}{60}$ without an item of type $G$. By Lemma 3.2.4, we have

$$z^H - 7 \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i) - \sum_{b=1}^{z^*} (\sum_{i \in J_b^*} W(i) - 1),$$

$$\leq \alpha \left( \frac{4}{3} - \frac{3}{4} \right) + \frac{71}{60} (2z^* - z^H + 1) + \left( \frac{71}{60} - \frac{1}{3} \right) (z^H - z^* - \alpha - 1),$$

$$\leq \frac{71}{12} \alpha + \frac{71}{60} (2z^* - z^H) + \frac{51}{60} (z^H - z^* - \alpha) + \frac{1}{3},$$

$$\leq \frac{71}{60} (2z^* - z^H) + \frac{51}{60} (z^H - z^*) + \frac{1}{3}.$$

$$\frac{80}{60} z^H \leq \frac{91}{60} z^* + \frac{22}{3}.$$

Then, $\frac{z^H}{z^*} \leq \frac{91}{80} + \frac{22}{3z^*}$ and $\lim_{z^* \to \infty} \frac{z^H}{z} \leq \frac{91}{80}$. Note that the asymptotic worst-case ratio is tight.

Case 2: $\alpha > z^H - 1 - z^*$

According to the definition of $G_X^Y$ as specified in a previous lemma. Then, consider the following matching:

1. If a $G$ item is packed with an item of type $m$ and $t$ in $J^*$, then $\sum_{i \in J^*} W(i) \leq \frac{4}{3}$. Then, consider the MFFD solution as the following possibilities:

   (a) If $G$ is packed with an item of type $m$ and $t$ in $J$, then $\sum_{i \in J^*} W(i) \leq \frac{4}{3}$ and $\sum_{i \in J} W(i) \geq ...$
\[
\frac{77}{60} = 1 + \frac{17}{60}. \text{ We adjust the weight of the optimal bin by } \frac{17}{60}. \text{ After the adjustment, } \\
\sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{17}{60} = \frac{21}{20}. \text{ Hence, for any } i \in G_{mt}^*, \sum_{i \in J^*} W(i) \leq \frac{21}{20}.
\]

(b) If \( G \) is packed with an item of type \( m \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{13}{12} = 1 + \frac{1}{12}. \text{ We adjust the weight of the optimal bin by } \frac{1}{12}. \text{ After the adjustment, } \sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{1}{12} = \frac{5}{4}. \text{ Hence, for any } i \in G_{mt}^*, \sum_{i \in J^*} W(i) \leq \frac{5}{4}.
\]

(c) If \( G \) is packed with two items of type \( t \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{23}{20} = 1 + \frac{3}{20}. \text{ We adjust the weight of the optimal bin by } \frac{3}{20}. \text{ After the adjustment, } \sum_{i \in J^*} W(i) \leq \frac{4}{3} - \frac{3}{20} = \frac{71}{60}. \text{ Hence, for any } i \in G_{mt}^*, \sum_{i \in J^*} W(i) \leq \frac{71}{60}.
\]

(d) If \( G \) is packed with one item of type \( t \) in \( J \). Similar to previous section. This case does not exist. Thus, \( G_{mt}^* = \emptyset \)

2. If a \( G \) item is packed with two items of type \( t \) in \( J^* \), then \( \sum_{i \in J^*} W(i) \leq \frac{10}{15} \). Then, consider the MFFD solution as the following possibilities:

(a) If there is an item of type \( n_3 \) in \( J^* \), then consider the following cases:

i. If \( G \) is packed with an item of type \( m \) and \( t \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{77}{60} = 1 + \frac{17}{60}. \text{ After the adjustment, } \sum_{i \in J^*} W(i) \leq \frac{10}{15} - \frac{17}{60} = \frac{59}{60}.
\]

ii. If \( G \) is packed with an item of type \( m \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{4}{3} + \frac{1}{3} = 1 + \frac{1}{12}. \text{ Then, we can adjust } \frac{1}{12} \text{ from } \frac{10}{15}. \text{ After the adjustment, } \sum_{i \in J^*} W(i) \leq \frac{10}{15} - \frac{1}{12} = \frac{71}{60},
\]

iii. If \( G \) is packed with two items of type \( t \) in \( J \), then \( \sum_{i \in J} W(i) \leq \frac{23}{20} = 1 + \frac{3}{20}. \text{ After the adjustment, } \sum_{i \in J^*} W(i) \leq \frac{19}{15} - \frac{3}{20} = \frac{67}{60}.
\]

iv. If \( G \) is packed with an item of type \( t \) in \( J \), then \( \sum_{i \in J} W(i) \leq \frac{61}{60} = 1 + \frac{1}{60}. \text{ After}
the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{19}{13} - \frac{1}{60} = \frac{5}{4} \).

(b) If there is no item of type \( n_3 \) in \( J^* \), then \( \sum_{i \in J^*} W(i) \leq \frac{5}{4} \). Next, consider the following cases:

i. If \( G \) is packed with an item of type \( m \) and \( t \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{77}{60} = 1 + \frac{17}{60} \).

After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{5}{4} - \frac{17}{60} = \frac{58}{60} \).

ii. If \( G \) is packed with two items of type \( m \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{13}{12} \). Then, after the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{5}{4} - \frac{17}{60} = \frac{7}{6} \).

iii. If \( G \) is packed with two items of type \( t \) in \( J \), then \( \sum_{i \in J} W(i) \geq \frac{23}{20} = 1 + \frac{3}{20} \). After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{5}{4} - \frac{1}{20} = \frac{11}{10} \).

iv. If \( G \) is packed with an item of type \( t \) in \( J \), then there are two cases: First, if there exists an item of type \( p_4 \) in \( J^* \), then \( \sum_{i \in J^*} W(i) \leq \frac{5}{4} \). Second, if there does not exist an item of type \( p_4 \) in \( J^* \), then \( \sum_{i \in J} W(i) \leq \frac{6}{5} \) and \( \sum_{i \in J} W(i) \geq \frac{19}{20} = 1 - \frac{1}{20} \).

After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{6}{5} - \left(-\frac{1}{20}\right) = \frac{5}{4} \).

The summary of the weight adjustment is illustrated in Figure 3.9. After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{5}{4} \) with an item of type \( G \) and \( \sum_{i \in J^*} W(i) \leq \frac{71}{60} \) without an item of type \( G \).

Then, consider the matching as illustrated in Figure 3.10. Similar to previous lemma, we consider the following cases:

**Case 2.1:** \( G'_{it} \neq \emptyset \) and \( G^m_{mt} = \emptyset \)

Similar to Case 2.1 of Section 3.2.6, there are two cases: First, if an item of type \( t \) in \( J \) is from the bin with at most two \( t \) in \( J^* \), then at most two \( G \) bins can be packed with these items. Thus, the average weight is \( \leq \frac{11}{9} \). Second, if an item of type \( t \) in \( J \) is from the bin with
more than two items of type $t$ in $J^*$, then the average weight is $\leq \frac{49}{40}$. Since, $\frac{49}{40} > \frac{11}{9}$, then $\sum_{i \in J^*} W(i) \leq \frac{49}{40}$. By Lemma 3.2.4, we have

$$z^H - 7 \leq \sum_{b=1}^{z^*} \sum_{i \in J^*_b} W(i) - \sum_{i = z^*+1}^{z^H-1} W(i) - \sum_{b=1}^{z^H} (\sum_{i \in J^*_b} W(i) - 1).$$

$$\leq 5 \left( \alpha - (z^H - z^* - 1) \right) + \frac{7}{60} (z^* - \alpha) + \frac{4}{3} \left( \frac{3}{4} (z^H - z^* - 1) \right),$$

$$\leq \frac{49}{40} (2z^* - z^H) + \frac{7}{12} (z^H - z^*) + \frac{2}{3}.$$

$$\leq \frac{224}{120} z^* - \frac{57}{120} z^H + \frac{2}{3}.$$  

Then, $\frac{z^H}{z^*} \leq \frac{224}{197} + \frac{23}{120} z^*$ and $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{224}{197} < \frac{91}{80}.$

**Corollary 3.2.3** If $\sum_{i \in J^*} W(i) \leq \frac{49}{40}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{224}{197} < \frac{91}{80}.$

Figure 3.9: Summary of the weight adjustment when $\frac{1}{6} \leq s_n < \frac{1}{5}$. 
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**Figure 3.9:** Summary of the weight adjustment when $\frac{1}{6} \leq s_n < \frac{1}{5}$. 
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\[ \alpha > z^{1-1} \]

- **Case 2.2:**  \( G_{mt} \neq \emptyset \) and \( G_{tt} = \emptyset \)

Recall that \( \beta \) is the number of items of type \( m \) belonging to both \( j \in J_{u(i)} : i \in G_{mt}^m \) and \( j \in J_{u(i)} : i \in G_{mt}^m \). Since \( G \) is not packed with an item of type \( t \) in the MFFD solution, then it must be packed with an item of type \( m \) only. Consider the following cases:

A. If \( \beta = 0 \), then there is no item of type \( m \) belonging to both \( \{ j \in J_{u(i)}^* : i \in G_{mt}^m \} \) and \( \{ j \in J_{u(i)} : i \in G_{mt}^m \} \). By the integer program, we have \[ \sum_{i \in J^*} W(i) \leq \frac{71}{60} \] if there is no item of type \( G \) but at most one item of type \( m \) in \( J^* \), \[ \sum_{i \in J^*} W(i) \leq \frac{7}{6} \] if there is no item of type \( G \) but at most two items of type \( m \) in \( J^* \), and \[ \sum_{i \in J^*} W(i) \leq 1 \] if there are three items of type \( m \) in \( J^* \). If there are two items of type \( m \) in \( J^* \), then \[ \sum_{i \in J^*} W(i) \leq \frac{7}{6} \].

Consider two cases: First, if an item of type \( m \) in \( J \) is from the bin with at least two items
of type $m$ in $J^*$, then the average weight is $\leq \frac{11}{9}$. Second, if an item of type $m$ in $J$ is from the bin with one item of type $m$ in $J^*$, then the average weight is at most $\frac{73}{60}$. Since $\frac{49}{50} > \frac{11}{9} > \frac{73}{60}$, by Corollary 3.2.3, $\lim_{z^* \to -\infty} \frac{z^*}{z^*} < \frac{91}{80}$.

B. If $\beta \neq 0$, then there must exist at least two sets of $G_{mt}^m$ bin and one of them contains an item $k$. Let $J_1^* = \{G_1, m_1, t_1\}$ and $J_2^* = \{G_2, k, t_2\}$. Then, $J_1 = \{G_1, k\}$. Since $k$ is packed with $G_1$ only in the MFFD solution but with $G_2$ and $t_2$ in the optimal solution, $s_{G_1} > s_{G_2}$. For $J_2 = \{G_2, m_2\}$, by the FFD rule, $m_2$ must be too large to be packed with $G_1$, $s_{G_1} + s_{m_2} \geq 1$. In addition, $s_{G_1} < 1 - s_{m_1} - s_{t_1} < 1 - \frac{1-s_n}{3} - s_n$, then $s_{m_2} \geq 1 - s_{G_1} = \frac{1-s_n}{3} + s_n = \frac{5}{18} + \frac{1}{6} = \frac{4}{9}$.

Thus, $m_2$ is not from the $G$ bin because $s_{G} + s_{m_2} + s_t \geq \frac{1}{2} + \frac{4}{9} + \frac{1}{6} > 1$. There are at most two items of type $m$ of size $\geq \frac{4}{9}$ in $J^*$.

Hence, there are two cases: First, if an item of type $m$ in $J$ is from the bin with two items of type $m$ of size $\geq \frac{4}{9}$ in the non-$G$ bin in $J^*$, then there are at most two portions of $G_{mt}^m$ with an item $k$ and two portions of $G_{mt}^m$ without an item $k$ and one non-$G$ bin. Thus, the average weight is $\leq \frac{6}{5}$. Second, if an item of type $m$ in $J$ is from the bin with at most one item of type $m$ of size $\geq \frac{4}{9}$ in the non-$G$ bin in $J^*$, then there are at most one portion of $G_{mt}^m$ with an item $k$ and one portion of $G_{mt}^m$ without an item $k$ and one non-$G$ bin. Thus, the average weight is $\leq \frac{11}{9}$. Since $\frac{49}{50} > \frac{11}{9} > \frac{6}{5}$, by Corollary 3.2.3, $\lim_{z^* \to -\infty} \frac{z^*}{z^*} < \frac{91}{80}$.

**Case 2.3:** $G_{mt}^m \neq \emptyset$ and $G_{tt}^t \neq \emptyset$

Similar to Case 2.3 in Section 3.2.6, consider one portion of a set of $G_{tt}^t$, $G_{tt}^t$ and $G_{mt}^m$. Let $G_1 \in G_{tt}^m$, $G_2 \in G_{tt}^t$ and $G_3 \in G_{mt}^m$, respectively. Hence, $J_1^* = \{G_1, t_1', t_1''\}$, $J_2^* = \{G_2, t_2', t_2''\}$, $J_3^* = \{G_3, m_3, t_3\}$. By Property 3.2.5 and the FFD rule, $G_1$ must be packed with an item of type $m$ before $G_3$. Since $s_{m_3} < 1 - s_{G_3} - s_{t_3} = 1 - \frac{1}{2} - \frac{1}{6} = \frac{1}{3} \leq 2s_n$, $m_3$ can be packed with
$G_1$ in the MFFD solution and $J_1 = \{G_1, m_3\}$. Next, $G_2$ must be packed with an item of type $t$ in $J$ instead of an item of type $m$, then $s_{G_2} + s_m \geq 1$, $s_m \geq 1 - s_{G_2}$. Since $G_2$ is packed with two items of type $t$ in $J^*$, $s_{G_2} < 1 - 2s_n$ and hence $s_m \geq 2s_n$. Thus, an item of type $m$ must be packed with $G_3$ in the MFFD solution, $J_3 = \{G_3, m_3\}$ and there exists a bin with $m_3$ in $J^*$ in which no item of type $G$ in it (because $s_m + s_t + s_G \geq 2s_n + s_n + \frac{1}{2} > 1$). In addition, since $s_m + 4s_t \geq 2s_n + 4s_n \geq 1$, there are at most three items of type $t$ in the bin containing an item of type $m$ of size $\geq 2s_n$. Furthermore, these $t$ items from a non-$G$ bin and a $t$ item from $J^*_3$ can be packed with $i \in G_{tt}^t$. Similarly, if there are two items of type $m$ of size $> 2s_n$, then at most one item of type $t$ can be in the bin.

Hence, there are three cases: First, if there are three items of type $t$ and one item of type $m$ of size $\geq 2s_n$ in $J^*$, then at most four portions of $G_{tt}^t$ (one from a $G_{mt}^m$ and three from the non-$G$ bin), one of $G_{mt}^m$, one of $G_{tt}^m$ and one non-$G$ bin containing three items of type $t$ and an item of type $m$. Thus, the average weight is $\leq \frac{257}{210}$. Second, if there are at most two items of type $t$ and one item of type $m$ of size $\geq 2s_n$ in $J^*$, then at most three portions of $G_{tt}^t$ (one from a $G_{mt}^m$ and two from the non-$G$ bins), one of $G_{mt}^m$, one of $G_{tt}^m$ and one non-$G$ bin containing two items of type $t$ and an item of type $m$ of size $\geq 2s_n$. Thus, the average weight is at most $\frac{11}{9}$. Finally, if there are two items of type $m$ of size $\geq 2s_n$ and one item of type $t$ in $J^*$, then at most three portions of $G_{tt}^t$ (two from a $G_{mt}^m$ and one from the non-$G$ bin), two of $G_{mt}^m$, two of $G_{tt}^m$ and one non-$G$ bin containing an item of type $t$ and two items of type $m$ of size $\geq 2s_n$. Thus, the average weight is $\leq \frac{117}{96}$. 
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Since $\frac{257}{210} > \frac{11}{9} > \frac{117}{96}$, then the average weight is $\leq \frac{257}{210}$. By Lemma 3.2.4, we have

$$z^H - 7 \leq \sum_{b=1}^{z^*} \sum_{i \in J_b} W(i) - \sum_{i = z^* + 1}^{z^H - 1} W(i) - \sum_{b=1}^{z^*} \left( \sum_{i \in J_b} W(i) - 1 \right).$$

$$\leq \frac{257}{210} (2z^* - z^H) + \frac{7}{12}(z^H - z^*) + \frac{2}{3}$$

$$\leq \frac{783}{420} z^* - \frac{269}{420} z^H + \frac{2}{3}.$$ 

Then, $\frac{z^H}{z^*} \leq \frac{783}{689} + \frac{23}{352}$ and $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{783}{689} < \frac{91}{80}$.

**Case 2.4:** If $G^t_{mt} = \emptyset$ and $G^m_{mt} = \emptyset$, then $\sum_{i \in J^*} W(i) \leq \frac{71}{60}$. Since $\frac{49}{40} > \frac{71}{60}$, by Corollary 3.2.3,

$$\lim_{z^* \to \infty} \frac{z^H}{z^*} < \frac{91}{80}. \quad \blacksquare$$

### 3.2.8 If $\frac{1}{7} \leq s_n < \frac{1}{6}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{91}{80}$.

**Proof:** According to the FFD rule and discounting the large items that are assigned to the bins in Step 4, the MFFD algorithm will pack two items of type $p_2$, two items of type $n_2$ with a smaller item, three items of type $p_3$, three items of type $n_3$ with a smaller item, four items of type $p_4$, four items of type $n_4$ with a smaller item, five items of type $p_5$, five items of item type $n_5$ with a smaller item, or six items of type $p_6$; except the nine transition bins.

Hence, by the weight assigned in Table 3.4, $\sum_{i \in J} W(i) \geq 1$. From the integer program, we have $\sum_{i \in J^*} W(i) \leq \frac{4}{3}$, $\sum_{i \in J^*} W(i) \leq \frac{6}{5}$ without an item of type $G$, $\sum_{i \in J^*} W(i) \leq \frac{71}{60}$ without an item of type $G$ or $n_2$, and $\sum_{i \in J^*} W(i) \leq \frac{7}{6}$ without an item of type $G$ or $p_5$. Recall that $W$ is the total weight of items in $J^*$ from the integer program and $W'$ is the total weight of items in $J^*$ after the weight adjustment. Then, consider the weight adjustment as illustrated in Figure 3.11.

Then, consider the following cases:

**Case 1:** $\alpha \leq z^H - 1 - z^*$
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Table 3.4: Summary of item sizes and weight for \( \frac{1}{7} \leq s_n < \frac{1}{6} \).

<table>
<thead>
<tr>
<th>Items Types</th>
<th>Range of Item Sizes</th>
<th>Item Weight</th>
<th>( n_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_1 )</td>
<td>( \left[ \frac{1}{2}, \frac{5}{7} \right) )</td>
<td>( \frac{3}{4} )</td>
<td>1</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>( \left[ \frac{1}{4}, \frac{1}{2} \right) )</td>
<td>( \frac{1}{2} )</td>
<td>2</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>( \left[ \frac{1}{4}, \frac{1}{2} \right) )</td>
<td>( \frac{5}{12} )</td>
<td>2</td>
</tr>
<tr>
<td>( p_3 )</td>
<td>( \left[ \frac{1}{6}, \frac{1}{4} \right) )</td>
<td>( \frac{1}{6} )</td>
<td>3</td>
</tr>
<tr>
<td>( n_3 )</td>
<td>( \left[ \frac{1}{3}, \frac{1}{2} \right) )</td>
<td>( \frac{5}{18} )</td>
<td>3</td>
</tr>
<tr>
<td>( p_4 )</td>
<td>( \left[ \frac{1}{4}, \frac{1}{2} \right) )</td>
<td>( \frac{1}{4} )</td>
<td>4</td>
</tr>
<tr>
<td>( n_4 )</td>
<td>( \left[ \frac{1}{5}, \frac{1}{4} \right) )</td>
<td>( \frac{5}{24} )</td>
<td>4</td>
</tr>
<tr>
<td>( p_5 )</td>
<td>( \left[ \frac{1}{5}, \frac{1}{4} \right) )</td>
<td>( \frac{1}{5} )</td>
<td>5</td>
</tr>
<tr>
<td>( n_5 )</td>
<td>( \left[ \frac{1}{6}, \frac{1}{5} \right) )</td>
<td>( \frac{1}{6} )</td>
<td>5</td>
</tr>
<tr>
<td>( p_6 )</td>
<td>( \left[ s_n, \frac{1}{5} \right) )</td>
<td>( \frac{1}{6} )</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 3.11: Summary of the weight adjustment when \( \frac{1}{7} \leq s_n < \frac{1}{6} \).

Consider the following adjustments: First, if there are two items of type \( n_2 \) and one item of type \( p_5 \) in \( J^* \), then \( \sum_{i \in J^*} W(i) \leq \frac{6}{5} \). Since in the MFFD solution, the MFFD can pack two items
of a smaller size of type $n_2$ with $p_5$, then $\sum_{i \in J} W(i) = 2(\frac{5}{12}) + \frac{1}{5} = 1 + \frac{1}{30}$. By Lemma 3.2.4, we can adjust the weight so that $\sum_{i \in J} W(i) = 1$. Then, we adjust the weight of the smaller size of type $n_2$ in $J^*$. Since each optimal bin has one item of a smaller size of $n_2$, we adjust half of the number of items of type $n_2$ with $\frac{1}{30}$. Hence, we subtract $\frac{1}{2}(\frac{1}{30})$ from the maximum weight. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{6}{5} - \frac{1}{60} = \frac{71}{60}$.

Second, if there are four items in $J^*$ with one item of type $n_2$, one of type $p_5$ and the remaining items are of size $\geq \frac{1-s_n}{4}$, then $\sum_{i \in J^*} W(i) \leq \frac{6}{5}$. Since the total space of the remaining two items is at least $2(\frac{1-s_n}{4}) = \frac{1-s_n}{2}$, then the space of a bin is greater than the size of an item of type $n_2$, this implies that two items of type $n_2$ and one item of type $p_5$ can be packed in the same bin. Hence, in the MFFD solution, two items of a smaller size of type $n_2$ can be packed with an item of type $p_5$. Then, $\sum_{i \in J} W(i) = 2(\frac{5}{12}) + \frac{1}{5} = 1 + \frac{1}{30}$. In addition, because each optimal bin has one item of type $n_2$, we adjust half of the number of items of type $n_2$ with $\frac{1}{30}$. Hence, we subtract $\frac{1}{2}(\frac{1}{30})$ from the maximum weight. After adjustment, $\sum_{i \in J^*} W(i) \leq \frac{6}{5} - \frac{1}{60} = \frac{71}{60}$.

Let $\kappa_1$ be the number of the optimal bins with two items of type $n_2$, one item of type $p_5$ and one more item, $\kappa_2$ be the number of the optimal bins with one item of type $n_2$, one of type $p_5$ and the remaining items are of size $\geq \frac{1-s_n}{4}$. If $\kappa_1 > 0$ and $\kappa_2 > 0$, then the number of the MFFD bins with two items of type $n_2$ and one item of type $p_5$ is $\frac{\kappa_1 + \kappa_2}{2}$. This does not affect the weight adjustment. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{71}{60}$ without an item of type $G$. By Lemma 3.2.4, we have

$$z^H - 9 \leq \sum_{b=1}^{z^*} \sum_{i \in J_b^*} W(i) - \sum_{i=z^*+1}^{z^H-1} W(i) - \sum_{b=1}^{z^H} \sum_{i \in J_b} W(i) - 1),$$

$$\leq \alpha \left(\frac{4}{3} - \frac{3}{4}\right) + \frac{71}{60} (2z^* - z^H + 1) + \left(\frac{71}{60} - \frac{1}{3}\right)(z^H - 1 - z^* - \alpha).$$
≤ \frac{7}{12} \alpha + \frac{71}{60} (2z^* - z^H) + \frac{51}{60} (z^H - z^*) + \frac{1}{3}.
\leq \frac{71}{60} (2z^* - z^H) + \frac{51}{60} (z^H - z^*) + \frac{1}{3}.$

\[ \frac{4}{3} z^H - 9 \leq \frac{91}{60} z^* \frac{1}{3}. \]

Note that \[ \frac{71}{60} (2z^* - z^H) + \left( \frac{71}{60} - \frac{1}{3} \right) (z^H - z^*) \geq \frac{23}{20} (2z^* - z^H) + \left( \frac{23}{20} - \frac{1}{4} \right) (z^H - z^*). \] Hence,

\[ \frac{z^H}{z^*} \leq \frac{91}{80} + \frac{28}{3z^*} \quad \text{and} \quad \lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{91}{80}. \]

**Case 2: \( \alpha > z^H - 1 - z^* \)**

In this case, we can apply Lemma 3.1.1 (ii) instead of using the weighting function like previous lemmas. Let \( m = \lfloor \frac{z^H}{z^*} \rfloor \), and set \( z^H = 9m + j \), where \( j = \{0, 1, ..., 8\} \). The idea is that if \( \alpha > z^H - 1 - z^* \) and \( \frac{1}{7} \leq s_n < \frac{1}{6} \), then the total size of the last \( m \) bin is large enough to fill the space of the first \( 8m \) bins.

Consider the total size of bins except the largest items. By the FFD rule, for \( s_n < \frac{1}{6} \), it implies that the last item cannot be packed in any previous bin in which \( \sum_{i \in I_b} s_i > \frac{5}{6} \). If the total size of the items excluding the first \( 8m \) items is at least \( 8m - 2 \), then by Lemma 3.1.1 (ii), the number of bins required is at least \( 8m - 1 \). The detail is as follows.

\[
\sum_{i=8m+1}^{n} s_i = \sum_{b=1}^{8m} (\sum_{i \in I_b} s_i - s_b) + \sum_{b=8m+1}^{n} \sum_{i \in I_b} s_i.
\]

\[> 8m(1 - s_n) + (z^H - 1 - 8m)(1 - s_n + \frac{1}{2}).\]

\[> 8m(1 - \frac{1}{6}) + (m - 1)(\frac{3}{2} - \frac{1}{6}).\]

\[= 8m - \frac{4}{3} \geq 8m - 2.\]

By Lemma 3.1.1(ii), \( z^* \geq 8m - 1 \). Thus, \( \lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{9m + j}{8m - 1} = \frac{9}{8} \).
3.2.9 If $\frac{1}{8} \leq s_n < \frac{1}{7}$, then $\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{91}{80}$.

Proof: According to the FFD rule and discounting the large items that are assigned to the bins in Step 4, the MFFD algorithm will pack two items of type $p_2$, two items of type $n_2$ with a smaller item, three items of type $p_3$, three items of type $n_3$ with a smaller item, four items of type $p_4$, four items of type $n_4$ with a smaller item, five items of type $p_5$, five items of type $n_5$ with a smaller item, six items of type $p_6$, six items of type $n_6$ with a smaller item, or seven items of type $p_7$; except eleven transition bins. Hence, by the weight assigned in Table 3.5, $\sum_{i \in J} W(i) \geq 1$. From the integer program, we have $\sum_{i \in J^*} W(i) \leq \frac{113}{34}$ with an item of type $G$ in $J^*$, $\sum_{i \in J^*} W(i) \leq \frac{237}{210}$ without an item of type $G$, but two items of type $n_2$ in $J^*$, $\sum_{i \in J^*} W(i) \leq \frac{251}{210}$ without an item of type $G$ and at most one item of type $n_2$ in $J^*$, and $\sum_{i \in J^*} W(i) \leq \frac{23}{20}$ without an item of type $G$ or $p_5$ in $J^*$. Recall that $W$ is the total weight of items in $J^*$ from the

Table 3.5: Summary of item sizes and weight for $\frac{1}{8} \leq s_n < \frac{1}{7}$.

<table>
<thead>
<tr>
<th>Items Types</th>
<th>Range of Item Sizes</th>
<th>Item Weight</th>
<th>$v_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$[\frac{1}{2}, \frac{3}{4})$</td>
<td>$\frac{3}{4}$</td>
<td>1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$[\frac{1}{2}-s_n, \frac{1}{2})$</td>
<td>$\frac{1}{2}$</td>
<td>2</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$[\frac{1}{2}, \frac{3}{4})$</td>
<td>$\frac{6}{14}$</td>
<td>2</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$[\frac{1}{2}-s_n, \frac{1}{3})$</td>
<td>$\frac{1}{3}$</td>
<td>3</td>
</tr>
<tr>
<td>$n_3$</td>
<td>$[\frac{1}{2}, \frac{3}{4})$</td>
<td>$\frac{6}{14}$</td>
<td>3</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$[\frac{1}{2}-s_n, \frac{1}{3})$</td>
<td>$\frac{1}{4}$</td>
<td>4</td>
</tr>
<tr>
<td>$n_4$</td>
<td>$[\frac{1}{2}, \frac{3}{4})$</td>
<td>$\frac{6}{28}$</td>
<td>4</td>
</tr>
<tr>
<td>$p_5$</td>
<td>$[\frac{1}{2}-s_n, \frac{1}{3})$</td>
<td>$\frac{1}{8}$</td>
<td>5</td>
</tr>
<tr>
<td>$n_5$</td>
<td>$[\frac{1}{2}, \frac{3}{4})$</td>
<td>$\frac{6}{14}$</td>
<td>5</td>
</tr>
<tr>
<td>$p_6$</td>
<td>$[\frac{1}{2}-s_n, \frac{1}{3})$</td>
<td>$\frac{1}{6}$</td>
<td>6</td>
</tr>
<tr>
<td>$n_6$</td>
<td>$[\frac{1}{2}, \frac{3}{4})$</td>
<td>$\frac{1}{8}$</td>
<td>6</td>
</tr>
<tr>
<td>$p_7$</td>
<td>$(s_n, \frac{1}{2})$</td>
<td>$\frac{1}{7}$</td>
<td>7</td>
</tr>
</tbody>
</table>
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integer program and $W'$ is the total weight of items in $J^*$ after the weight adjustment. Then, we consider the weight adjustment as illustrated in Figure 3.12. Let $\lambda$ be the number of items of size $\geq \frac{1 - s_n}{2}$. Consider the following cases:

**Case 1:** $\lambda \leq z^H - 1 - z^*$

![Diagram](image)  

Figure 3.12: Summary of the weight adjustment when $\frac{1}{8} \leq s_n < \frac{1}{7}$.

Consider the following adjustments: First, if there are at most three items in $J^*$ with two items of type $n_2$ and one of type $p_3$, then $\sum_{i \in J^*} W(i) \leq \frac{25}{21}$. Hence, in the MFFD solution, two items of a smaller size of type $n_2$ can be packed with an item of type $p_3$. Then, $\sum_{i \in J^*} W(i) = 2\left(\frac{6}{21}\right) + \frac{1}{3} = 1 + \frac{4}{21}$. Since each optimal bin has one item of a smaller size of $n_2$, we adjust half of the number of items of type $n_2$ with $\frac{4}{21}$. Hence, we subtract $\frac{1}{2}(\frac{4}{21})$ from the maximum weight. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{25}{21} - \frac{1}{2}(\frac{4}{21}) = \frac{23}{21}$.
Second, if there are four items in \( J^* \) with two items of type \( n_2 \), one item of type \( p_5 \) and one item of type \( p_6 \), then \( \sum_{i \in J^*} W(i) \leq \frac{257}{210} \). We calculate the maximum size of \( n_2 \), \( s_{n_2} \leq 1 - s_{n_2} - s_{p_5} - s_n = 1 - \frac{1}{3} \cdot \frac{1 - s_n}{5} - s_n = \frac{7}{15} - \frac{4s_n}{5} \). Since the space after packing two items of the largest size of item of type \( n_2 \) is at least \( 1 - 2(\frac{7}{15} - \frac{4s_n}{5}) = \frac{1}{15} + \frac{8s_n}{5} = \frac{1}{15} + \frac{8(\frac{4}{5})}{5} = \frac{4}{15} > s_{p_5} \). This implies that in the MFFD solution, two items of the largest size of an item type \( n_2 \) and one item of type \( p_5 \) can be packed in the same bin. Then, \( \sum_{i \in J} W(i) = 2(\frac{6}{15}) + \frac{1}{5} = 1 + \frac{2}{35} \). Hence, we subtract \( \frac{2}{35} \) from the weight. After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{257}{210} - \frac{2}{35} = \frac{7}{6} \).

Third, if there are four items in \( J^* \) with two items of type \( n_2 \), one item of type \( p_6 \), but no item of type \( p_5 \), then \( \sum_{i \in J^*} W(i) \leq \frac{251}{210} \). We calculate the maximum size of \( n_2 \), \( s_{n_2} \leq 1 - s_{n_2} - s_{p_6} - s_n = 1 - \frac{1}{3} \cdot \frac{1 - s_n}{6} - s_n \geq 1 - \frac{1}{3} - \frac{1}{6} - \frac{1}{8} = \frac{10}{48} \). Since the space after packing two items of the largest size of item of type \( n_2 \) is at least \( 1 - 2(\frac{10}{48}) = \frac{5}{24} > s_{p_6} \). This implies that in the MFFD solution, two items of the largest size of an item type \( n_2 \) and one item of type \( p_6 \) can be packed in the same bin. Then, \( \sum_{i \in J} W(i) = 2(\frac{6}{14}) + \frac{1}{5} = 1 + \frac{1}{35} \). Hence, we subtract \( \frac{1}{42} \) from the maximum weight. After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{251}{210} - \frac{1}{42} = \frac{41}{35} \).

Next, if there are five items in \( J^* \) with one item of type \( n_2 \), \( p_5 \), \( p_6 \) and the remaining items are of size \( \geq \frac{1 - s_n}{5} \), then \( \sum_{i \in J^*} W(i) \leq \frac{251}{210} \). Since the total space of \( p_6 \) and the remaining two items is at least \( \frac{1 - s_n}{6} + 2(\frac{1 - s_n}{5}) > \frac{1 - s_n}{2} \). Then, the space of a bin is greater than the size of item type \( n_2 \), this implies that two items of type \( n_2 \) and one item of type \( p_5 \) can be packed in the same bin. Hence, in the MFFD solution, two items of a smaller size of type \( n_2 \) can be packed with an item of type \( p_5 \). Then, \( \sum_{i \in J} W(i) = 2(\frac{6}{14}) + \frac{1}{5} = 1 + \frac{2}{35} \). Since each optimal bin has one item of a smaller size of \( n_2 \), we adjust half of the number of item type \( n_2 \) with \( \frac{2}{35} \). Hence, we subtract \( \frac{1}{2}(\frac{2}{35}) \) from the maximum weight. After the adjustment, \( \sum_{i \in J^*} W(i) \leq \frac{251}{210} - \frac{1}{2}(\frac{2}{35}) = \frac{7}{6} \)
Finally, if there are five items in $J^*$ with one item of type $n_2$, $p_5$, $p_6$ and at most one of the remaining items is of size $\geq \frac{1-s_n}{4}$, then $\sum_{i \in J^*} W(i) \leq \frac{499}{420}$. Since the total space of $p_6$ and the remaining items is at least $\frac{1-s_n}{4} + \frac{1-s_n}{6} + s_n > \frac{1-s_n}{2}$. Then, the space of a bin is greater than the size of an item of type $n_2$, this implies that two items of type $n_2$ and one item of type $p_5$ can be packed in the same bin. Hence, in the MFFD solution, two items of a smaller size of type $n_2$ can be packed with an item of type $p_5$. Then, $\sum_{i \in J} W(i) = 2(\frac{6}{14}) + \frac{1}{5} = 1 + \frac{2}{35}$. Since each optimal bin has one item of a smaller size of $n_2$, we adjust half of the number of item type $n_2$ with $\frac{2}{35}$. Hence, we subtract $\frac{1}{2}(\frac{2}{35})$ from the maximum weight. After the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{499}{420} - \frac{1}{2}(\frac{2}{35}) = \frac{487}{420}$.

Let $\kappa_1$ be the number of the optimal bins with two items of type $n_2$, one item of type $p_5$ and one more item, $\kappa_2$ be the number of the optimal bins with two items of type $n_2$, one item of type $n_5$ and one more item, $\kappa_3$ be the number of the optimal bins with one item of type $n_2$, one of type $p_5$, one of type $p_6$ and the rest items are of size $\geq \frac{1-s_n}{3}$. If $\kappa_i > 0$, for $i = \{1, 2, 3\}$, then the number of the MFFD bins with two items of type $n_2$ and one item of type $p_5$ is $\frac{\kappa_1 + \kappa_3}{2}$, and the number of the MFFD bins with two items of type $n_2$ and one item of type $n_5$ is $\frac{\kappa_2}{2}$. This does not affect the weight adjustment. In summary, after the adjustment, $\sum_{i \in J^*} W(i) \leq \frac{71}{60}$ without an item of type $G$. By Lemma 3.2.4, we have

$$z^H - 11 \leq \sum_{b=1}^{z^*} \sum_{i \in J^*_b} W(i) - \sum_{i=z^*+1}^{z^*-1} W(i) - \sum_{b=1}^{z^*} (\sum_{i \in J^*_b} W(i) - 1).$$

$$\leq \lambda(\frac{113}{84} - \frac{3}{4}) + \frac{71}{60}(2z^* - z^H + 1) + \frac{257}{210} - \frac{6}{14} (z^H - 1 - z^* - \lambda).$$

$$\leq \frac{50}{84} \lambda + \frac{71}{60}(2z^* - z^H - \lambda) + \frac{167}{210}(z^H - 1 - z^*) + \frac{163}{420}.$$ 

$$\leq \frac{167}{210} - \frac{71}{60})z^H + \frac{(142}{210} - \frac{167}{210})z^* + \frac{163}{420}.$$
Note that \( \frac{71}{60} (2z^* - z^H) + \left( \frac{257}{210} - \frac{6}{11} \right) (z^H - z^*) \geq \frac{23}{20} (2z^* - z^H) + \left( \frac{23}{20} - \frac{1}{4} \right) (z^H - z^*) \). Hence, 
\[
\frac{z^H}{z^*} \leq \frac{660}{583} + \frac{4783}{420z^*}
\]
and 
\[
\lim_{z^* \to \infty} z^H/z^* \leq \frac{660}{583} < \frac{91}{80}.
\]

**Case 2: \( \lambda > z^H - 1 - z^* \)**

This case is similar to Case 2 of Section 3.2.8, except that the size of the largest item is at least \( \frac{1-s_{n}}{2} \) instead of \( \frac{1}{2} \). Recall \( m = \lfloor \frac{z^H}{9} \rfloor \), and set \( z^H = 9m + j \), where \( j = \{0, 1, ..., 8\} \). Consider the total size of bins except the largest items. By the FF rule, the item \( n \) with \( s_n < \frac{1}{7} \) cannot be packed in any bin \( b \) in which \( \sum_{i \in J_b} s_i > \frac{9}{7} \), where \( b \in \{1, ..., z^H - 1\} \). Hence,

\[
\sum_{i=8m+1}^{n} s_i = \sum_{b=1}^{8m} \left( \sum_{i \in J_b} s_i - s_b \right) + \sum_{b=8m+1}^{z^H} \sum_{i \in J_b} s_i.
\]

\[
> 8m(1-s_n) + (z^H - 1 - 8m)(1-s_n + \frac{1-s_n}{2}).
\]

\[
\geq 8m(1-s_n) + (9m - 1 - 8m)(1-s_n + \frac{1-s_n}{2}).
\]

\[
= (\frac{3}{2}m - \frac{3}{2} + 8m)(1-s_n).
\]

\[
\geq (\frac{19}{2}m - \frac{3}{2})(1-\frac{1}{7}).
\]

\[
\geq \frac{57m}{7} - \frac{9}{7} \geq 8m - 2.
\]

By Lemma 3.1.1(ii), \( z^* \geq 8m - 1 \). Thus, 
\[
\lim_{z^* \to \infty} \frac{z^H}{z^*} \leq \frac{9m+j}{8m-1} = \frac{9}{8}.
\]

By all lemmas, the proof of Theorem 3.2.1 is completed. Next, we conduct the numerical study in Chapter 4.
Chapter 4

Empirical Study of the FFD and MFFD Algorithms

In Chapter three, we analyze the worst-case performance of the FFD and MFFD algorithms and conclude that the MFFD outperforms the FFD. In this chapter, we study their average-case performance by empirical tests.

4.1 Empirical Tests of the FFD and MFFD Algorithms

We prove that OBPP is NP-hard and hence it faces computational difficulty to obtain optimality. Fortunately, we can estimate a lower bound of the number of optimal bins by using $k_1$ from Step 1 of the MFFD algorithm according to Property 3.2.1(i) (page 26).

In order to numerically compare this lower bound with the solutions generated by the FFD and MFFD algorithms, we conduct the following experiments. First, we generate the item
sizes according to the uniform \((0,1)\) distribution for 100 items. Table 4.1 compares the lower bound with the solutions from the FFD and MFFD algorithms. We then repeat the same experiment for 500, 1000, and 2000 items, and present the results in Tables 4.2, 4.3, and 4.4, respectively.

The programs are coded by C++ and run on a pentium IV 2.8 GHz machine, which completes the computations almost instantaneously. This experiment demonstrates that the MFFD algorithm is asymptotically optimal for the uniformly distributed data set. Table 4.5 shows that the MFFD algorithm outperforms the FFD algorithm in worst-case and average-case performance.

Table 4.1: The average-case performance of the FFD and MFFD algorithms when the number of items is 100.

<table>
<thead>
<tr>
<th>Replication</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower bound ((k_1))</td>
<td>28</td>
<td>28</td>
<td>25</td>
<td>28</td>
<td>28</td>
<td>26</td>
<td>28</td>
<td>27</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>FFD</td>
<td>38</td>
<td>37</td>
<td>34</td>
<td>38</td>
<td>37</td>
<td>36</td>
<td>38</td>
<td>37</td>
<td>37</td>
<td>37</td>
</tr>
<tr>
<td>MFFD</td>
<td>28</td>
<td>29</td>
<td>25</td>
<td>30</td>
<td>29</td>
<td>27</td>
<td>29</td>
<td>27</td>
<td>28</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 4.2: The average-case performance of the FFD and MFFD algorithms when the number of items is 500.

<table>
<thead>
<tr>
<th>Replication</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower bound ((k_1))</td>
<td>136</td>
<td>134</td>
<td>132</td>
<td>134</td>
<td>135</td>
<td>130</td>
<td>140</td>
<td>141</td>
<td>136</td>
<td>130</td>
</tr>
<tr>
<td>FFD</td>
<td>181</td>
<td>179</td>
<td>175</td>
<td>178</td>
<td>179</td>
<td>174</td>
<td>183</td>
<td>185</td>
<td>181</td>
<td>175</td>
</tr>
<tr>
<td>MFFD</td>
<td>137</td>
<td>135</td>
<td>133</td>
<td>135</td>
<td>136</td>
<td>131</td>
<td>141</td>
<td>142</td>
<td>136</td>
<td>131</td>
</tr>
</tbody>
</table>

Table 4.6 and Table 4.7 summarize the results for the average-case and worst-case scenario of the experiment under a uniformly distributed data and ten replications. Numerical results
Table 4.3: The average-case performance of the FFD and MFFD algorithms when the number of items is 1000.

<table>
<thead>
<tr>
<th>Replication</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower bound ($k_1$)</td>
<td>266</td>
<td>271</td>
<td>264</td>
<td>263</td>
<td>269</td>
<td>266</td>
<td>260</td>
<td>276</td>
<td>270</td>
<td>265</td>
</tr>
<tr>
<td>FFD</td>
<td>355</td>
<td>360</td>
<td>350</td>
<td>349</td>
<td>356</td>
<td>353</td>
<td>348</td>
<td>366</td>
<td>359</td>
<td>352</td>
</tr>
<tr>
<td>MFFD</td>
<td>266</td>
<td>272</td>
<td>264</td>
<td>264</td>
<td>269</td>
<td>267</td>
<td>260</td>
<td>277</td>
<td>271</td>
<td>265</td>
</tr>
</tbody>
</table>

Table 4.4: The average-case performance of the FFD and MFFD algorithms when the number of items is 2000.

<table>
<thead>
<tr>
<th>Replication</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower bound ($k_1$)</td>
<td>525</td>
<td>536</td>
<td>533</td>
<td>524</td>
<td>523</td>
<td>525</td>
<td>537</td>
<td>530</td>
<td>533</td>
<td>541</td>
</tr>
<tr>
<td>FFD</td>
<td>699</td>
<td>710</td>
<td>705</td>
<td>694</td>
<td>695</td>
<td>698</td>
<td>714</td>
<td>704</td>
<td>704</td>
<td>715</td>
</tr>
<tr>
<td>MFFD</td>
<td>525</td>
<td>537</td>
<td>534</td>
<td>525</td>
<td>526</td>
<td>538</td>
<td>530</td>
<td>533</td>
<td>533</td>
<td>541</td>
</tr>
</tbody>
</table>

demonstrate that the MFFD algorithm outperforms the FFD algorithm in both worst-case and average-case scenarios. Both algorithms work very well on (0,1/8) uniformly distributed data. However, for a uniform (1/3, 1) distribution according to Lemma 3.2.5, $k_1$ is not a tight lower bound for the number of optimal bins. Thus, we adjust the lower bound by using $z_{MFFD}$ instead of $k_1$. The last columns of Tables 4.6 and 4.7 show that with this improved lower bound, the ratios of the worst-case and average-case performance of the FFD and MFFD algorithms dropped by 7% − 11% and 7% − 12%, respectively. Figure 4.1 summarizes the average-case performance of the FFD and MFFD algorithms.

Next, we perform the test of uniform (0, 1) and mixed-uniform (0, 1) distributions for 100 and 1000 items, using fifty replications. We choose the (0,1) mixed-uniform distributed data to study the performance of the (0,1) normally distributed data instead of using truncated
Table 4.5: Summary of the average-case performance of the FFD and MFFD algorithms.

<table>
<thead>
<tr>
<th>The number of items</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FFD</strong></td>
<td>1.347</td>
<td>1.328</td>
<td>1.328</td>
<td>1.326</td>
</tr>
<tr>
<td><strong>MFFD</strong></td>
<td>1.028</td>
<td>1.007</td>
<td>1.001</td>
<td>1.001</td>
</tr>
</tbody>
</table>

Table 4.6: Summary of the average-case performance of the FFD and MFFD algorithms.

<table>
<thead>
<tr>
<th>The number of items</th>
<th>The average-case of</th>
<th>U(0,1)</th>
<th>U(1/3,1)</th>
<th>U(0,1/8)</th>
<th>U(1/4,1)</th>
<th>U(1/8,1)</th>
<th>U′(1/3,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>FFD</td>
<td>1.34</td>
<td>1.31</td>
<td>1.08</td>
<td>1.34</td>
<td>1.34</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.03</td>
<td>1.10</td>
<td>1.00</td>
<td>1.06</td>
<td>1.04</td>
<td>1.00</td>
</tr>
<tr>
<td>500</td>
<td>FFD</td>
<td>1.33</td>
<td>1.30</td>
<td>1.08</td>
<td>1.31</td>
<td>1.32</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.01</td>
<td>1.07</td>
<td>1.00</td>
<td>1.02</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>1000</td>
<td>FFD</td>
<td>1.33</td>
<td>1.30</td>
<td>1.08</td>
<td>1.30</td>
<td>1.32</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.00</td>
<td>1.07</td>
<td>1.00</td>
<td>1.02</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>2000</td>
<td>FFD</td>
<td>1.33</td>
<td>1.29</td>
<td>1.07</td>
<td>1.31</td>
<td>1.32</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.00</td>
<td>1.07</td>
<td>1.00</td>
<td>1.01</td>
<td>1.01</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.7: Summary of the worst-case performance of the FFD and MFFD algorithms.

<table>
<thead>
<tr>
<th>The number of items</th>
<th>The worst-case of</th>
<th>U(0,1)</th>
<th>U(1/3,1)</th>
<th>U(0,1/8)</th>
<th>U(1/4,1)</th>
<th>U(1/8,1)</th>
<th>U′(1/3,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>FFD</td>
<td>1.38</td>
<td>1.35</td>
<td>1.09</td>
<td>1.50</td>
<td>1.38</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.07</td>
<td>1.12</td>
<td>1.02</td>
<td>1.09</td>
<td>1.07</td>
<td>1.00</td>
</tr>
<tr>
<td>500</td>
<td>FFD</td>
<td>1.35</td>
<td>1.31</td>
<td>1.08</td>
<td>1.33</td>
<td>1.34</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.01</td>
<td>1.09</td>
<td>1.00</td>
<td>1.04</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>1000</td>
<td>FFD</td>
<td>1.34</td>
<td>1.30</td>
<td>1.08</td>
<td>1.31</td>
<td>1.33</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.00</td>
<td>1.08</td>
<td>1.00</td>
<td>1.03</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>2000</td>
<td>FFD</td>
<td>1.33</td>
<td>1.30</td>
<td>1.08</td>
<td>1.31</td>
<td>1.34</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>MFFD</td>
<td>1.00</td>
<td>1.07</td>
<td>1.00</td>
<td>1.03</td>
<td>1.01</td>
<td>1.00</td>
</tr>
</tbody>
</table>

normally distributed data. Hence, we generate uniform random variables of ten intervals, which belong to \((0, 0.1), [0.1, 0.2), ..., [0.9, 1),\) having 1, 3, 5, 10, 31, 31, 10, 5, 3 and 1 items per interval, respectively. These random variables are called mixed-uniform \((0, 1)\) distributions.
Figure 4.1: Summary of the average-case performance of the FFD and MFFD algorithms. since they are uniformly distributed in each interval but normally distributed over $(0, 1)$.

The parenthetical numbers in Tables 4.8 and 4.9 are $k_1$. We found that for the uniformly distributed data, the MFFD generates at most one more bin than the lower bound. Thus, the MFFD is asymptotically optimal. Moreover, both algorithms perform slightly better with a uniformly distributed data. This implies that the MFFD and FFD algorithms perform worse when the data deviate from uniform distribution.

Table 4.8: Summary of the worst-case and average-case performance of the FFD and MFFD algorithms of a uniformly distributed data set.

<table>
<thead>
<tr>
<th>The number of items</th>
<th>FFD</th>
<th>MFFD</th>
<th>The number of items</th>
<th>FFD</th>
<th>MFFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>34(24)</td>
<td>25(24)</td>
<td>1000</td>
<td>355(264)</td>
<td>260(259)</td>
</tr>
<tr>
<td>$R_A^w$</td>
<td>1.417</td>
<td>1.0417</td>
<td>$R_A^w$</td>
<td>1.3447</td>
<td>1.0038</td>
</tr>
<tr>
<td>$\bar{R}_A$</td>
<td>1.3467</td>
<td>1.0253</td>
<td>$\bar{R}_A$</td>
<td>1.3266</td>
<td>1.0019</td>
</tr>
</tbody>
</table>
Table 4.9: Summary of the worst-case and average-case performance of the FFD and MFFD algorithms of a mixed-uniformly distributed data set

<table>
<thead>
<tr>
<th>The number of items</th>
<th>FFD</th>
<th>MFFD</th>
<th>The number of items</th>
<th>FFD</th>
<th>MFFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>41(30)</td>
<td>31(30)</td>
<td>1000</td>
<td>401(298)</td>
<td>303(298)</td>
</tr>
<tr>
<td>$R_A^{\infty}$</td>
<td>1.3667</td>
<td>1.0333</td>
<td>$R_A^{\infty}$</td>
<td>1.3456</td>
<td>1.0168</td>
</tr>
<tr>
<td>$R_A$</td>
<td>1.3500</td>
<td>1.0333</td>
<td>$R_A$</td>
<td>1.3388</td>
<td>1.0134</td>
</tr>
</tbody>
</table>

Finally, we study the worst-case performance of both algorithms by running the algorithm on problems that the optimal number of bins is known. Let $N = 10$ and $\delta$ be a very small positive number. Consider eight problems as follows:

1. An example of worst-case performance of the FFD as in Figure 3.1.

2. An example of worst-case performance of the MFFD as in Figure 3.3.

3. 101$N$ items of size $1/2 + 2\delta$, 34$N$ items of size $1/4 + 4\delta$, 42$N$ items of size $1/4 + 2\delta$, and 76$N$ items of size $1/4 - 5\delta$.

4. 10$N$ items of size $1 - \delta$ and $1/3 - \delta$ and 40$N$ items of size $1/6$.

5. 49$N$ items of size $1 - \delta$, 27$N$ items of size $1/2 + \delta$ and $1/3 - 2\delta$, 22$N$ items of size $1/3 - \delta$, and 115$N$ items of size $1/6$.

6. 9$N$ items of size $1 - \delta$ and $5/12 - \delta$, $1/3$, and $1/4$.

7. 8$N$ items of size $1 - \delta$, 16$N$ items of size $3/10 - \delta$ and $1/5$.

8. 42$N$ items of size $1 - \delta$, 23$N$ items of size $2/7$, 42$N$ items of size $2/7 - \delta$, and 336$N$ items of size $1/7$. 
9. $35N$ items of size $1 - \delta$ and $1/4 - 7\delta$, and $210N$ items of size $1/8 + \delta$.

Table 4.10: Summary of the worst-case of FFD and MFFD algorithms.

<table>
<thead>
<tr>
<th>Problem</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower bound ($k_1$)</td>
<td>100</td>
<td>80</td>
<td>590</td>
<td>100</td>
<td>490</td>
<td>90</td>
<td>80</td>
<td>420</td>
<td>350</td>
</tr>
<tr>
<td>$z_{FFD}$</td>
<td>150</td>
<td>116</td>
<td>847</td>
<td>142</td>
<td>694</td>
<td>128</td>
<td>112</td>
<td>607</td>
<td>508</td>
</tr>
<tr>
<td>$z_{MFFD}$</td>
<td>100</td>
<td>91</td>
<td>670</td>
<td>110</td>
<td>540</td>
<td>100</td>
<td>90</td>
<td>460</td>
<td>380</td>
</tr>
<tr>
<td>$R_{\infty}^{FFD}$</td>
<td>1.500*</td>
<td>1.45</td>
<td>1.4356</td>
<td>1.420</td>
<td>1.4163</td>
<td>1.4222</td>
<td>1.400</td>
<td>1.4452</td>
<td>1.4514</td>
</tr>
<tr>
<td>$R_{\infty}^{MFFD}$</td>
<td>1.000</td>
<td>1.1375*</td>
<td>1.1356</td>
<td>1.100</td>
<td>1.1020</td>
<td>1.1111</td>
<td>1.1250</td>
<td>1.0952</td>
<td>1.0857</td>
</tr>
</tbody>
</table>

* indicate tight asymptotic worst-case ratio.

Table 4.10 shows that the worst-case performance of the FFD and MFFD algorithms can be reached (or the worst-case ratio is tight) as shown in problems 1 and 2. This shows that the MFFD performs very well in general and has only $13.75\%$ more bins than the optimal bins in the worst case scenario. However, for asymptotic number of items as shown in Table 4.5, the average-case performance of the FFD and MFFD algorithms are no more than $33\%$ and $1\%$ of that of the optimal solutions, respectively.

### 4.2 Conclusions and Future Research

The Open Bin Packing Problem (OBPP) is a new variant of a well-known Bin Packing Problem (BPP). In the OBPP, items are packed into bins so that the total content before the last item in each bin is strictly less than the bin capacity. The objective is to minimize the number of bins used. The OBPP is proved to be NP-hard. Instead of solving OBPP to optimality, a heuristic that provides acceptable solutions in a short time is of interest.
We propose two offline algorithms, in which the sizes of items are known in advance. First, we consider the First Fit Decreasing algorithm (FFD), which is a well-known algorithm for the BPP. We prove that its asymptotic worst-case performance ratio is no more than $3/2$. We notice that the FFD performance of the OBPP is worse than that of the BPP. Alternatively, we modify the FFD algorithm by adding an algorithm in which the set of the largest items is the set of the last items packed in each bin. Then, we propose the Modified First Fit Decreasing (MFFD) and prove that its asymptotic worst-case performance ratio is no more than $91/80 \approx 1.1375$. Finally, we conduct empirical tests of the FFD and MFFD average-case performance. The results show that in general, the FFD and MFFD use no more than 33% and 1% of the number of bins than that of optimal packing, respectively. In addition, the MFFD is asymptotically optimal when the sizes of items are $(0, 1)$ uniformly distributed.

Further research can be as follows: the unbounded distribution or $(0, 1]$ uniform distribution of the sizes of items, the semi-online and online algorithms that are applicable when information about items is not available. The FFD can be modified as a semi-online algorithm by allowing some packed items to be repacked. Then, the lack of information of item sizes causes its asymptotic worst-case performance to be worse than that of the MFFD. In addition, the extension of the MFFD algorithm for the unequal capacity open bin packing problem is of interest.
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