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Abstract

The unsteady aerodynamic and aeroelastic analysis of flapping flight under various kinematics and flow parameters is presented in this dissertation. The main motivation for this study arises from the challenges facing the development of micro air vehicles. Micro air vehicles by requirement are compact with dimensions less than 15-20 cm and flight speeds of around 10-15 m/s. These vehicles operate in low Reynolds number range of 10,000 to 100,000. At these low Reynolds numbers, the aerodynamic efficiency of conventional fixed airfoils significantly deteriorates. On the other hand, flapping flight employed by birds and insects whose flight regime coincides with that of micro air vehicles offers a viable alternate solution.

For the analysis of flapping flight, a boundary fitted moving grid algorithm is implemented in a flow solver, GenIDLEST. The dynamic movement of the grid is achieved using a combination of spring analogy and trans-finite interpolation on displacements. The additional conservation equation of space required for moving grid is satisfied. The solver is validated with well known flow problems such as forced oscillation of a cylinder, a heaving airfoil, a moving indentation channel, and a hovering fruitfly.

The performance of flapping flight is analyzed using Large Eddy Simulation (LES) for a wide range of Reynolds numbers and under various kinematic parameters. A spiral Leading Edge Vortex (LEV) forms during the downstroke due to the high angle of attack, which results in high force production. A strong spanwise flow of the order of the flapping velocity is observed along the core of the LEV. In addition, the formation of a negative spanwise flow is observed due to the tip vortex, which slows down the removal of vorticity from the LEV. This leads to the instability of the LEV at around mid-downstroke. Analysis with different rotation kinematics shows that a continuous rotation results in better propulsive efficiency as it generates thrust during the entire flapping cycle. Analysis with different angles of attack shows that a moderate angle of attack which results in complete shedding of the LEV offers high propulsive efficiency. The analysis of flapping flight at Reynolds numbers ranging from 100 to 100,000 shows that higher lift and thrust values are obtained for Re≥100. The critical reasons are that at higher Reynolds numbers, the LEV is closer to the surface and as it sheds and convects it covers most of the upper surface. However, the Reynolds number has no or little effect on the lift and thrust as identical values are obtained for Re=10,000 and 100,000. The analysis with different tip shapes shows that tip shapes do not have a significant effect on the performance. Introduction of stroke deviation to kinematics leads to drop in average lift as wing interacts with the LEV shed during the downstroke.

A linear elastic membrane model with applied aerodynamic load is developed for aeroelastic analysis. Analysis with different wing stiffnesses shows that the membrane wing outperforms the rigid wing in terms of lift, thrust and propulsive efficiency. The main reason for the increase in force production is attributed to the gliding of the LEV along the camber, which results in a high pressure difference across the surface. In addition, a high stiffness along the spanwise direction and low stiffness along the chordwise direction results in a uniform camber and high lift and thrust production.
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Chapter 1: Introduction

Micro Air Vehicles (MAVs) by virtue of their small size and maneuverability can provide an indispensable vehicle for advance surveillance and reconnaissance missions. MAVs by requirement are compact with dimensions less than 15-20 cm and flight speeds of around 10-15 m/s with gross takeoff weights of 200g or less and which operate in the low Reynolds number (10,000-100,000) regime. At these low Reynolds numbers, the aerodynamic efficiency (lift to drag ratio) of conventional fixed airfoils rapidly deteriorates at Re<100,000 as shown in Fig.1.1 from McMasters and Henderson[1]. The chief reason for the deterioration in the performance is that at low Reynolds numbers, the boundary layer remains laminar downstream of the location of minimum pressure on the airfoil making it very susceptible to flow separation as the angle of attack increases resulting in an early onset of stall (Carmichael[2]). In addition, because of the low aspect ratio wings used in MAVs, the tip vortex covers a major part of the wing and the aerodynamic performance is affected greatly by the shedding of the tip vortices (Pelletier et al.[3]).

Small birds and insects whose flight regime coincides with that of MAVs use flapping wings to provide both lift and thrust to overcome the deteriorating performance of fixed wings. They do this by taking advantage of unsteady flow mechanisms using wing kinematics evolved over millions of years. The kinematics of wing motion is often a complex combination of translation and rotation in the stroke plane with significant morphological changes for optimal flow control. Hence understanding the unsteady aerodynamics of flapping wings is critical to the design of efficient MAVs. Whereas it may not be possible to mimic the exact nature of bird and insect flight in its full natural complexity, understanding the major unsteady flow mechanisms employed for efficient flight and translating those to simple kinematics is required.

A number of unsteady aerodynamic mechanisms such as *clap and fling*[4], *delayed stall*[5,6], *wake capturing*[7], and, *rotational circulation*[7] have been proposed to explain the generation of lift in birds and insects. The clap and fling mechanism was proposed by Weis and Fogh[4] based on the flight of small wasps. This mechanism is
used by small insects whose flight regime ranges from Reynolds number of 10-100. The main disadvantage of clap and fling mechanism is the mechanical damage caused to the wings. This and the fact that the mechanism loses its lift producing effectiveness at higher Reynolds number (Re>200) [8-10], clap and fling is only limited to very small insects and is not used by larger insects and birds.

In case of large insects and birds, the wing stroke typically consists of four kinematic portions: two translational phases (upstroke and downstroke) with high angles of attack, and two rotational phases (pronation and supination), where the wing rapidly rotates and reverses its direction. During the downstroke, air swirls around the leading edge and forms a Leading Edge Vortex (LEV). This LEV increases the bound vortex circulation and hence the lift (Fig.1.2). In a fixed airfoil, the formation of the LEV leads to dynamic stall within 3-4 chord lengths of travel. However in insects, the LEV is stable for the entire downstroke and during this period, the insect covers a distance of more than 8 chord lengths. The stability of the LEV which leads to delayed stall is responsible for the high lift production.

While delayed stall explains the lift generated during the translational kinematics, rotational circulation and wake capture mechanisms are proposed for the high lift produced during the rotational period. However, the validity of these models is unclear and some studies[11,12] have provided alternate reasoning for enhanced force production during the rotational period. The relative contribution of these mechanisms varies according to the kinematics of wing motion and flight conditions. However, since wing translation usually comprises a major part of the kinematics, the LEV dynamics is the most influential factor affecting overall lift and thrust generated by a flapping wing.

For successful development of the MAV, it is necessary to develop a reliable and efficient tool for analyzing the complex nature of flapping flight under various conditions. Earlier attempts were made to develop analytical models derived from aerodynamic theories to explain the generation of lift and thrust produced by flapping flight. Conventional steady state aerodynamic theories do not account for flow separation near the leading edge and the unsteady vortex shedding, which are critical ingredients of
flapping flight. Hence, many studies built quasi-steady, and unsteady models [13-20] by including unsteady effects into existing aerodynamic theories. However, the applicability of these models to a wide range of parameters remains questionable. Experimental studies[7,21-25] have focused on hovering flight to identify critical flow structures involved in the flapping flight. These studies either involved flow visualization of actual insect flight or the use of mechanical models. They provided insight into the unsteady mechanisms, in particular the delayed stall mechanism, and the structure of the LEV. Critical drawbacks of experimental investigations are difficulties in changing the kinematics, in simulating all possible flight conditions, and in measuring lift and thrust. Recently CFD studies mostly focusing on hovering flight [10,26-28] have been carried out. These studies employ different moving grid techniques such as rigid rotation, overset grid method and boundary fitted finite volume method based on Arbitrary Lagrangian-Eulerian (ALE) method to simulate flapping flight. The main advantages of the CFD studies are that they provide high fidelity solutions and can be readily applied to different kinematics and different flight conditions.

Despite a large number of studies available related to flapping flight, there are a number of shortcomings in the following areas.

- There are no studies available for flapping flight at Reynolds number in the range of 10,000 to 100,000, which is more relevant to MAVs.
- Insects employ different kinematics at different flight conditions to achieve the required thrust[22]. However, most of the previous studies have concentrated only on hovering flight, which require no thrust.
- Analysis of flexible flapping wing involves complex non-linear interactions of aeroelastic and aerodynamic effects. In order to reduce the complexity of the problem, previous studies have used 2D analysis and/or simplified the motion into pitching and plunging airfoil[29-31] and/or simplified the aerodynamic analysis using potential flow solutions[32] and/or made the assumption of low Reynolds numbers.
• Most of the previous computational studies have used either overset grid methods or immersed boundary methods. These methods are accurate at low Reynolds number unsteady flows (large scale laminar unsteady structures, thick boundary layers, etc.), but progressively deteriorate in accuracy at higher Reynolds numbers which are more relevant to MAVs – the immersed boundary method diffuses out near wall shear layers, whereas volume interpolation errors between grids in an overset method has an adverse effect on resolved grid turbulence.

• For an accurate analysis of flapping flight at high Reynolds number it is necessary to resolve complex three-dimensional turbulent flow. Most of the previous studies employed either URANS or more recently DES modeling for this purpose. These methods are not particularly accurate in predicting transitioning shear layers which play an important role in the breakdown of LEV and tip vortex. Hence, LES capability is needed, which does an excellent job in capturing shear layer transition.

The thesis focuses on developing a high fidelity CFD solver for complex boundary movement and application to unsteady aerodynamics and aeroelastic analysis of forward flapping flight. The dissertation presents the work in four standalone chapters. In the second chapter, the development of the boundary fitted moving grid solver in a structured-multiblock framework is presented. The solver is capable of resolving the complex boundary movement and it offers high accuracy even at high Reynolds numbers as the boundary is fully resolved. In addition, the solver has a wide range of turbulence modeling capability ranging from Unsteady Reynolds Averaged Navier-Stokes equation (URANS) to Large Eddy Simulation (LES). The solver is validated with classical flow problems such as forced oscillation of a cylinder, a heaving airfoil, and a moving indentation channel (Appendix). Further, its capability in simulating complex boundary movement is illustrated with a two-dimensional analysis of dragonfly flight (Appendix), and with an analysis of hovering fruitfly. The third chapter details the first study made in analyzing the effect of kinematic parameters on the performance of a forward flapping flight at Re=10,000 using LES. The timing and duration of rotation kinematics and the
angle of attack are varied and their effects on the aerodynamics performance are studied based on the resulting flow structures and the lift and thrust variation. The fourth chapter presents the simulations carried out at Reynolds numbers ranging from 100 to 100,000 and their effect on the aerodynamic performance. In addition, analysis is carried out with different wing tip shapes and with stroke deviation introduced into the kinematics. Their effects on the stability of the LEV and on force production are analyzed. In the fifth chapter, the development of a linear elastic membrane model (Appendix) used for the aeroelastic analysis and its coupling with the flow solver are detailed. The aeroelastic analysis is carried out with different pre-stress conditions and the effect of wing deformation on the flow structure and force production is investigated.

1.1 Figures


Fig.1.1 Variation of aerodynamic efficiency with Reynolds number. The aerodynamic efficiency of the smooth airfoils drops rapidly when Reynolds number is less than 100,000

![Fig.1.1 Variation of aerodynamic efficiency with Reynolds number.](image-url)
Fig.1.2 2-D linear translation compared to 3-D Flapping translation A) 2-D translation forms leading and trailing vortex at the start. During translation, the trailing vortex sheds leading to the growth of LEV followed by its shedding. B) In case of 3D flapping, at the start of translation, leading and trailing edge vortices form similar to 2-D. After the trailing vortex sheds, the LEV does not grow and reaches a constant size.

1.2 References


Chapter 2: A Parallel Boundary Fitted Dynamic Mesh Solver for Applications to Flapping Flight‡

Abstract

A parallel numerical solution procedure for unsteady incompressible flow is developed for simulating the dynamics of flapping flight. A collocated finite volume multiblock approach in a general curvilinear coordinate is used with Cartesian velocities and pressure as dependent variables. The Navier-Stokes equations are solved using a fractional-step algorithm. The dynamic grid algorithm is implemented by satisfying the space conservation law by computing the grid velocities in terms of the volume swept by the faces. The dynamic movement of grid in a multiblock approach is achieved by using a combination of spring analogy and Trans-Finite interpolation. The spring analogy is used to compute the displacement of block corners, after which Trans-Finite interpolation is applied independently on each computational block. The performance of the code is validated in forced transverse oscillations of a cylinder in crossflow, a heaving airfoil, and hovering of a fruitfly. Finally, the unsteady aerodynamics of flapping flight at Re=10,000 relevant to the development of micro air vehicles is analyzed for forward flight. The results show the capability of the solver in predicting unsteady aerodynamics characterized by complex boundary movements.

Nomenclature

\( \hat{a}^i \) = Contravariant basis vectors  
\( a \) = Amplitude of oscillation  
\( A \) = \( a/D \), Non-dimensional amplitude of cylinder  
\( C \) = Airfoil chord length  
\( C_L \) = Coefficient of lift  
\( C_T \) = Coefficient of thrust  
\( D \) = Diameter of the cylinder

‡ This chapter is submitted to Computers and Fluids on Jan 2008, and is currently under review.
\( E \) = Energy transfer from fluid to cylinder
\( f \) = Frequency of flapping
\( f_0 \) = \( f \frac{D}{U_\infty} \). Non-dimensional frequency of cylinder
\( F_{x/y} \) = Force acting on the wing; suffix x, y- direction
\( g^{ij} \) = Contravariant metric tensor
\( \sqrt{g} \) = Jacobian of the transformation
\( \sqrt{g} U^{ij} \) = Contravariant flux vector
\( \sqrt{g} U^{ij}_g \) = Contravariant flux due to grid movement
\( J \) = Advance ratio; \( \frac{U_\infty}{U_f} \); Ratio of the flight velocity to the flapping velocity
\( k \) = \( 2 \pi f_c / U_\infty \), Non-dimensional frequency of airfoil
\( h \) = \( a/c \), Non-dimensional frequency of airfoil
\( kh \) = Plunge velocity
\( p \) = Pressure
\( P_{x/\zeta} \) = Power required; suffix x- flapping and \( \zeta \) - rotation
\( R \) = Semi-wingspan; distance from flapping axis to wing tip
\( \text{Re} \) = Reynolds number
\( \text{Re}_t \) = Inverse of the turbulent viscosity
\( u_i \) = Cartesian velocity vector
\( u_i^g \) = Cartesian Grid velocity vector
\( U_\infty \) = Free stream velocity; Forward flight velocity
\( U_f \) = Flapping velocity; \( 2 \phi f R \)
\( \tilde{x} \) = Physical space coordinate
\( \tilde{\zeta} \) = Computational space coordinate
\( \alpha_{u/d/\text{eff}} \) = Angle of attack; suffix u-upstroke, d-downstroke, and eff-effective
\( \beta \) = Stroke plane angle
\( \eta_{\text{prop}} \) = Propulsive efficiency
\( \phi \) = Flapping amplitude
$\Phi$ = Total flapping amplitude (max to min)
$
\nu$

= Kinematic viscosity
$
\rho$

= Torsional angle
$
\tau$

= Shear stress on the surface of the wing
$
\omega_{\zeta}$

= vorticity; suffix – $\zeta$ component
$
\Omega_{\zeta}$

= Angular velocity of the wing; suffix – $\zeta$ component

2.1 Introduction

Micro Air Vehicles (MAVs) by requirement are compact with dimensions less than 15-20 cm and flight speeds of around 10-15 m/s with gross takeoff weights of 200g or less and which operate in the low Reynolds number (10,000-100,000) regime. At these low Reynolds numbers, the aerodynamic efficiency (lift to drag ratio) of conventional fixed airfoils significantly deteriorates due to laminar flow separation, magnified effect of tip vortices, and inability to maintain steady flight in wind gusts. On the other hand, birds and insects employ flapping flight with considerable changes in wing orientation and angle of attack to generate thrust and lift for all flight conditions. Hence, understanding unsteady aerodynamics involved in flapping flight is critical for the development of light weight MAVs. The simulation of flapping flight poses a number of challenges. Chief among them is the ability to resolve the complex wing kinematics, which requires the resolution of the flow field near moving boundaries. One such method is the use of body-fitted dynamic grids.

Dynamic moving meshes have a wide range of practical applications in calculating free surface flows, fluid-structure interaction, and two phase flows, rotor-stator interaction, and flow in mixing vessels, among others. For these problems, a conventional Eulerian approach is not sufficient to represent the moving boundaries, whereas a purely Lagrangian approach will result in excessive mesh deformation. Hirt et al.[1] first presented the Arbitrary Lagrangian Eulerian (ALE) method for solving flow on a time-dependent grid, in which the solution is obtained in two phases. In the first phase, the solution is advanced by a Lagrangian step, followed by a rezoning phase which is solved using an Eulerian approach. The critical step in the ALE method is the rezoning phase,
where the grid movement can be chosen based on the flow field or boundary movement. Many previous studies employed ALE with slight modifications in the implementation to solve flow problems on moving grids such as fluid-structure interaction[2] and free surface flows[3-6].

Thomas et al.[7] solved hypersonic flow around blunted cones on moving grids by combining the Lagrangian and Eulerian phase of ALE into a single step. In this method, the Navier-Stokes are solved in a moving coordinate system, in which the effects of mass and momentum flux due to grid movement are included into the governing equations. In addition to the mass and momentum equations, an additional equation arises due to the deformation of the control volumes, which is termed as a Geometric Conservation Law (GCL) by Thomas et al.[7] and as Space Conservation Law (SCL) by Demirdzic[8,9]. The SCL condition relates the change in volume of a cell to the grid velocity. Many previous studies[7-9] showed that the failure to satisfy the SCL condition leads to artificial mass sources or sinks in the flow domain. The SCL condition was satisfied in Thomas et al.[7] by introducing a time dependent transformation of physical space into a curvilinear coordinate system, \( \xi(t) \) and by computing the grid velocity based on \( \frac{d\xi}{dt} \).

In the study by Demirdzic[8], the SCL condition was satisfied for a two dimensional Cartesian grid by computing the grid velocity based on the known grid position. Demirdzic[8] also showed that the error involved in their method increased with time step. The method was later improved by Demirdzic[9], where the grid velocity was computed from the volume swept by the faces.

In moving boundary flow problems, the accuracy and stability of the solution is strongly dependent on the quality of the grid generated (re zoning) before each time step. The grid generation can be done in multiple ways[10] such as using elliptic grid generation methods[4,11-13], spring analogy methods[14], and algebraic grid generation methods[15-19]. Johnson et al.[11] solved the equation of linear elasticity, which is a Poisson equation for grid velocity, to generate the mesh based on the motion of fluid boundaries or interfaces. Ushijima et al.[4] used elliptic grid generation to generate a boundary conforming grid at every time step. These methods based on elliptic equations
can be applied to complex movements without a large deterioration of mesh quality. However, solving a Poisson equation at each time step is computationally expensive. In the spring analogy[14], each edge of a cell is assumed to be a spring with stiffness inversely proportional to its length. The displacement of the node is then computed by solving a large system of equations based on static equilibrium, which is also computationally intensive. In unsteady flow problems, the grid has to be updated at each time step, which necessitates the use of a rezoning method having a low computational cost. Trans-Finite Interpolation (TFI) based on the displacement of block corners was employed to study the flow over pitching airfoils by Dubuc et al.[15] and Li et al.[19]. In addition to the TFI on corner displacements, the block corner displacement was computed based on spring analogy by Sadeghi et al.[18] and Tsai et al.[16]. These methods based on algebraic grid generation offer a good grid quality at a low computational cost. In the present study, TFI coupled with the spring analogy[16] is used for rezoning.

Previous studies have used different numerical methods and algorithms to solve for flow in moving coordinate systems depending on the application. Thomas et al.[7] used an implicit Beam and Warming method to solve the compressible flow equations on a moving structured grid. In the study by Demirdzic et al.[9], a SIMPLE like method was employed to solve incompressible flow in a moving indentation channel. Pan et al.[20] used Bell’s Godunov-projection method to solve the flow inside a deforming tube. In this study, the Navier-Stokes equations are solved by a projection method[21] in a generalized coordinate system.

The objective of this paper is to develop a moving grid capability in a generalized coordinate Navier-Stokes solver[22] for direct and Large-Eddy Simulations (LES) of turbulence for application to flow problems with complex boundary movements. The paper describes in detail the conservative equations, the implementation of the SCL condition, and the method used for rezoning in a structured grid-unstructured block topology. The algorithm is then validated in forced vibrations of a cylinder in cross-flow, a plunging airfoil, and the hovering flight of a fruitfly. Finally, forward flapping flight at
Re=10000 is analyzed to identify the critical flow structures involved and their effect on force production.

2.2 Methodology

2.2.1 Governing Equations

The governing equations for unsteady incompressible viscous flow in a moving grid coordinate system consist of space, mass, and momentum conservation laws. The equations are mapped from physical \((\vec{x})\) to logical/computational space \((\vec{\xi})\) by a boundary conforming transformation \(\vec{x} = \vec{\xi}(\vec{\xi})\), where \(\vec{x} = (x,y,z)\) and \(\vec{\xi} = (\xi,\eta,\zeta)\). The equations are nondimensionalized by a suitable length \((L^*)\) and velocity scale \((U^*)\) and written in conservative nondimensional form as:

**Space:**

\[
\frac{\partial}{\partial t} \left( \sqrt{g} \right) - \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j g \right) = 0
\] (2.1)

**Mass:**

\[
\frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j \right) = 0
\] (2.2)

**Momentum**

\[
\frac{\partial}{\partial t} \left( \sqrt{g} u^i \right) + \frac{\partial}{\partial \xi_j} \left( \left[ \sqrt{g} U^j - \sqrt{g} g^{ij} u \right] u_i \right) =
\]

\[=- \frac{\partial}{\partial \xi_j} \left( \sqrt{g} (\vec{a}^j) \right) + \frac{\partial}{\partial \xi_j} \left( \frac{1}{\text{Re}} + \frac{1}{\text{Re}_t} \right) \sqrt{g} g^{jk} \frac{\partial u_i}{\partial \xi_k} \] (2.3)

where \(\vec{a}^i\) are the contravariant basis vectors, \(\sqrt{g}\) is the Jacobian of the transformation, \(g^{ij}\) is the contravariant metric tensor, \(\sqrt{g} U^j = \sqrt{g} (\vec{a}^j) u_k\) is the contravariant flux
vector, \( \sqrt{g}U^j = \sqrt{g}(\hat{a}^j)u^x_k \) is the contravariant flux vector due to grid velocity \( u^x \), \( u_i \) is the Cartesian velocity vector, and \( p \) is the pressure. In the above formulation, the grid velocity \( u^x \) is not used explicitly. Instead, the grid contravariant flux vector is employed which is directly computed based on the SCL. The non-dimensional time used is \( t^*U^*/L^* \) and the Reynolds number is given by \( U^*L^*/\nu \). \( Re_t \) is the inverse of the subgrid eddy-viscosity which is modeled as

\[
\frac{1}{Re_t} = C_s^2 (\sqrt{g})^{2/3} |\mathbf{S}| \tag{2.4}
\]

where \( |\mathbf{S}| \) is the magnitude of the strain rate tensor given by \( |\mathbf{S}| = \sqrt{2S_{kk}S_{kk}} \) and the Smagorinsky constant \( C_s^2 \) is obtained via the dynamic subgrid stress model (Germano et al.[23]). To this end, a second test filter, denoted by \( \hat{G} \), is applied to the filtered governing equations with the characteristic length scale of \( \hat{G} \) being larger than that of the grid filter, \( \bar{G} \). The test filtered quantity is obtained from the grid filtered quantity by a second-order trapezoidal filter which is given by \( \hat{\phi} = \frac{1}{4}(\phi_{i-1} + 2\phi_i + \phi_{i+1}) \) in one dimension.

The resolved turbulent stresses, representing the energy scales between the test and grid filters, \( L_{ij} = \hat{u}_i \hat{u}_j - \bar{u}_i \bar{u}_j \), are then related to the subtest, \( T_{ij} = \hat{u}_i \hat{u}_j - \bar{u}_i \bar{u}_j \), and subgrid-scales stresses \( \tau_{ij} = \hat{u}_i \hat{u}_j - \bar{u}_i \bar{u}_j \) though the identity, \( L_{ij}^a = T_{ij}^a - \tau_{ij}^a \). The anisotropic subgrid and subtest-scale stresses are then formulated in terms of the Smagorinsky eddy viscosity model as:

\[
\tau_{ij}^a = -2C_s^2(\sqrt{g})^{2/3} |\mathbf{S}| \bar{S}_{ij} \tag{2.5}
\]

\[
T_{ij}^a = -2C_s^2\alpha(\sqrt{g})^{2/3} |\mathbf{S}| \hat{S}_{ij} \tag{2.6}
\]

Using the identity

\[
L_{ij}^a = \bar{L}_{ij} - \frac{1}{3} S_{ij}L_{kk} - 2C_s^2(\sqrt{g})^{2/3} \left[ \alpha |\mathbf{S}| \bar{S}_{ij} - |\mathbf{S}| \bar{S}_{ij} \right] = -2C_s^2(\sqrt{g})^{2/3} M_{ij} \tag{2.7}
\]
Here $\alpha$ is the square of the ratio of the characteristic length scale associated with the test filter to that of grid filter and is taken to be $\frac{\Delta_i}{\overline{\Delta_i}} = \sqrt{6}$ for a representative one-dimensional test filtering operation. Using a least-squares minimization procedure of Lilly, a final expression for $C_s^2$ is obtained as:

$$C_s^2 = -\frac{1}{2} \frac{1}{(\sqrt{g})^{2/3}} \frac{L_{ij}^a \bullet M_{ij}}{M_{ij}}$$

(2.8)

The value of $C_s^2$ is constrained to be positive by setting it to zero when $C_s^2 < 0$.

### 2.2.2 Parallel Algorithm

The current study employs a multiblock framework which facilitates parallelization. The computational domain is divided into overlapping blocks, which are then distributed to multiple processors, the maximum number of which are limited by the total number of blocks. Each block has a separate data structure and the Message Passing Interface (MPI) is used for data transfer across processors. Further, within each block, virtual cache blocks are used while solving linear systems. A detailed description of the software architecture can be found in Tafti[22].

### 2.2.3 Solution Algorithm

The algorithm decouples the grid movement from the application of fluid conservation laws. The steps involved in the calculation of unsteady flow in the dynamic grid system can be summarized as follows

1) The initial grid is read and the values of dependent variables are initialized.

2) The nodes on moving boundaries are displaced based on a prescribed or induced motion and velocity boundary conditions are computed based on the displacement.
3) The boundary movement is then transmitted to the interior of the domain in the rezoning phase. The transmittal of the boundary motion to the volume grid motion is done in a hierarchy of steps.

   a. First the corner displacements of each computational block are computed using the spring analogy.
   b. Second, the corner displacement of each block is transmitted to the nodal distribution in block edges, block faces, and block volumes, respectively, by using a modified TFI procedure. This step completes the rezoning phase.

   It is noted that rezoning is only implemented when the mesh deforms. If instead the boundary movement is uniformly transmitted into the domain as in a certain class of problems, the rezoning step is not necessary.

4) New grid metrics and the contravariant flux due to grid movement are computed by satisfying the SCL condition (Eq. 2.1).

5) The mass and momentum equations given by Eqs. (2.2-2.3) are advanced in time using a fractional-step algorithm to complete the time step.

   At the next time advancement, steps 2 to 5 are repeated.

2.2.4 Rezoning Phase

   The rezoning is done at the start of the time step to adjust the grid based on boundary movement. The location of the moving boundary at a new time is evaluated based on the prescribed or induced motion. The velocity of the moving boundary is then computed as \( \dot{u}_b = \frac{d\bar{x}}{dt} \) and applied as a boundary condition. The rezoning is carried out in two steps. In the first step the movement of each block corner is computed by using a spring analogy similar to that of Tsai\[16\]. In the parallel architecture (Fig.2.1a), since blocks are located on different processors, the evaluation of block corner displacements is carried out on a master processor. For the case shown in Fig.2.1a, the displacement of the internal corner is evaluated based on the movement of the external corners, which are
located either on a moving or a fixed boundary. Then the displacement of block corners is broadcast to all processors. In the second step the modified TFI[15,16,18] based on corner displacements is carried out for each block. The main advantage of the modified TFI is that it can be carried out in parallel. By using the same interpolation technique across processors, same grid distribution is obtained at block interfaces residing on different processors, hence eliminating any extra communication between processors. Further, since the TFI is applied only on displacement, i.e. the displaced grid is obtained by adding interpolated displacements to the old grid locations, the quality of the initial grid is maintained for simple boundary movements. The steps involved in rezoning for a two dimensional geometry is shown in Fig.2.1(b-d).

2.2.5 Spring Analogy

In the spring analogy, each edge of a block is considered as a spring having a stiffness inversely proportional to its length, and is given by

$$k = \frac{1}{[dx^2 + dy^2 + dz^2]^{p/2}}$$  \hspace{1cm} (2.9)

where the power $p$ is used to control the stiffness of each edge, and a value of unity is used in this study. A longer edge will have a low value of the spring constant and will undergo a larger deformation. The shearing motion (skewness) of the blocks is controlled by adding two diagonal springs for each face and four cross-diagonal springs for each block. Hence in two-dimensions, each interior spring node (corner) in the network is connected to 8 nodes, which nominally increases to 24 in three-dimensions. After defining the spring network, the displacement of internal block corners is computed by solving an equation for static equilibrium with the displacement of external corners specified as boundary conditions. The equation is solved using a predictor-corrector iterative process. In the predictor step the displacement is advanced based on previous values and in the corrector step new values are computed based on static equilibrium.
Predictor Step:

\[ \delta x_i^* = 2 \delta x_i^m - \delta x_i^{m-1} \]  

(2.10)

Corrector Step:

\[ \delta x_i^{m+1} = \frac{\sum_{j, j \neq i} k_{ij} \delta x_j^*}{\sum_{j, j \neq i} k_{ij}} \]  

(2.11)

where \( k_{ij} \) is the spring stiffness from corner points \( i \) to \( j \) and \( \delta x_i^m \) is the displacement of the corner point \( i \) at the \( m^{th} \) iteration.

2.2.6 Trans-Finite Interpolation (TFI)

After finding the displacement of block corners, one, two and three dimensional TFI is carried out to transmit the corner deformation into the volume grid. One dimensional TFI is first applied to each edge, for example for a \( \xi \) direction edge (low west edge) it is given by

\[ \Delta \bar{x}_{i,1,1} = (1 - \alpha_{i,1,1}) \Delta \bar{x}_{1,1,1} + \alpha_{i,1,1} \Delta \bar{x}_{i \text{ max},1,1} \]  

(2.12)

where \( \alpha \) is control function along \( \xi \) direction and is computed as

\[ \alpha_{i,1,1} = \frac{s_{i,1,1}}{s_{i \text{ max},1,1}} \]  

(2.12a)

where \( s_{i,1,1} \) is the arc length, which is computed as

\[ s_{i,j,k} = s_{i-1,j,k} + \sqrt{(x_{i,j,k} - x_{i-1,j,k})^2 + (y_{i,j,k} - y_{i-1,j,k})^2 + (z_{i,j,k} - z_{i-1,j,k})^2} \]  

(2.12b)

Followed by the edge interpolation, two and three dimensional TFIs are employed to obtain interpolated values for surface and volumes, respectively. The three dimensional TFI is given by a Boolean sum of interpolations along \( \xi, \eta, \) and \( \zeta \) directions

\[ \Delta \bar{x}_{i,j,k} = U + V + W - UV - VW - UW + UVW \]  

(2.13)
where univariate interpolants are given by

\[
U = (1 - \alpha_{i,j,k}) \Delta \vec{x}_{i,j,k} + \alpha_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

\[
V = (1 - \beta_{i,j,k}) \Delta \vec{x}_{i,j,k} + \beta_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

\[
W = (1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k} + \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max}}
\]

(2.13a)

and the tensor products are given by

\[
UV = (1 - \alpha_{i,j,k})(1 - \beta_{i,j,k}) \Delta \vec{x}_{i,j,k} + (\alpha_{i,j,k})(1 - \beta_{i,j,k}) \Delta \vec{x}_{i,j,k}^{\text{max},l,k}
\]

\[
+ (1 - \alpha_{i,j,k}) \beta_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k} + \alpha_{i,j,k} \beta_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

(2.13b)

\[
VW = (1 - \beta_{i,j,k})(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k} + (\beta_{i,j,k})(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

\[
+ (1 - \beta_{i,j,k}) \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k} + \beta_{i,j,k} \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

\[
UW = (1 - \alpha_{i,j,k})(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k} + (\alpha_{i,j,k})(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k}^{\text{max},j,l}
\]

\[
+ (1 - \alpha_{i,j,k}) \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k} + \alpha_{i,j,k} \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

\[
UVW = (1 - \alpha_{i,j,k})(1 - \beta_{i,j,k})(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k} + (\alpha_{i,j,k})(1 - \beta_{i,j,k})(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k}^{\text{max},l,l}
\]

\[
+ (1 - \alpha_{i,j,k}) \beta_{i,j,k}(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k}^{\text{max},l,1} + (1 - \alpha_{i,j,k})(1 - \beta_{i,j,k}) \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},l,1}
\]

\[
+ \alpha_{i,j,k} \beta_{i,j,k}(1 - \gamma_{i,j,k}) \Delta \vec{x}_{i,j,k}^{\text{max},j,l} + \alpha_{i,j,k} \beta_{i,j,k} \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,l}
\]

\[
+ (1 - \alpha_{i,j,k}) \beta_{i,j,k} \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k} + \alpha_{i,j,k} \beta_{i,j,k} \gamma_{i,j,k} \Delta \vec{x}_{i,j,k}^{\text{max},j,k}
\]

2.2.7 Space Conservation Law

After the rezoning phase, new grid metrics are computed. The grid contravariant flux due to grid movement \( \sqrt{g}U^j_g \) is evaluated using the SCL condition. The satisfaction of SCL condition is explained by using a simple two dimensional control area as shown in Fig.2.2. The dotted and solid lines represent the cell faces at time level \( n \) and \( n+1 \), respectively. The shaded area in Fig.2.2 represents the area swept by the east face. The contravariant flux at time \( n+1/2 \) for the east face is computed as:

\[
\sqrt{g}U^p_g = \frac{\delta V^p}{dt}
\]

(2.14)
where \( p = e, w, n, \) or \( s, \) and \( \delta V^p \) is the area swept by the face \( p. \)

The swept area used in Eq. (2.14) is calculated using triangulation\[20,24\]. The area swept by the east face is computed by adding the area of the triangles (Fig.2.2) “00-10-11” and “00-11-01” as follows,

\[
\delta V^e = \frac{1}{2} \left( \vec{X}_{00-10} \times \vec{X}_{00-11} \right) + \frac{1}{2} \left( \vec{X}_{00-11} \times \vec{X}_{00-01} \right)
\]

(2.15)

The vectors used in Eq. (2.15) are computed based on new and old coordinate values and their direction is from old to new. Further, the order of vectors used in the cross product is selected properly as given by Eq. (2.15) to have a proper sign for the change in volume. For the case shown in Fig.2.2, the volumes swept by the east and north face, \((\delta V^e, \delta V^n)\), are positive, while the volumes swept by the west and south face, \((\delta V^w, \delta V^s)\), are negative. By combining Eq. (2.1) and Eq. (2.14), it can be shown that the contravariant flux computed as above, satisfies the SCL condition

\[
\frac{\sqrt{g}^{n+1}}{\sqrt{g}^n} - \frac{\partial}{\partial \xi^j} \left( \sqrt{g} U^j \right)^{n+1/2} = \frac{\delta V^e - \delta V^w + \delta V^n - \delta V^s}{dt}
\]

(2.16)

In three-dimensions, the satisfaction of SCL is an extension to the method described above, where the volume swept by the faces is used to find the contravariant fluxes. Now the 3D volume is computed by dividing the cell into 24 tetrahedrons by connecting the cell center point to the vertices and to the centers of cell faces. After simplification the volumes are computed\[20\] as:

\[
V = \frac{1}{3} \sum_{n = i, j, k} \frac{1}{2} \left( \vec{S}_{n+1} + \vec{S}_n \right) \cdot \left( \vec{X}_{n+1} - \vec{X}_n \right)
\]

(2.17)

where \( \vec{S}_{n+1} \) is the normal area vector of the face \( n+1, \) computed using Eq.15 and \( (\vec{X}_{n+1} - \vec{X}_n) \) is the vector connecting the center of opposite cell faces.
2.2.8 Numerical Algorithm

After evaluating the new grid metrics and the grid contravariant fluxes, the integration of the Navier-Stokes equations is carried out. The governing equations (2.2-2.3) are discretized with a conservative finite-volume formulation on a non-staggered grid topology. The Cartesian velocities and pressure are calculated and stored at the cell center, whereas contravariant fluxes are stored and calculated at the cell faces. The temporal advancement is performed in two steps, a predictor step, which calculates an intermediate velocity field, and a corrector step, which calculates the updated velocity at the new time step by satisfying discrete continuity. In the predictor step the contribution of pressure gradient to momentum balance is completely neglected[22].

2.2.8.1 Predictor Step

\[
\frac{\sqrt{g} u^{n+1}_i - \sqrt{g} u^n_i}{\Delta t} = D_i - C_i
\]

(2.18)

where \(D_i\) is the diffusion term and \(C_i\) is convection due to flow and grid movement. In this study, convection and diffusion terms are treated implicitly by a Crank-Nicolson scheme.

Convection Terms

\[
C_i = \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j u_i^n \right)^{+1/2} - \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j u_i^{+1/2} \right)
\]

(2.19)

The values of grid contravariant fluxes, available at time level \(n+1/2\) from SCL condition are used in the momentum equation.

\[
C_i = \frac{1}{2} \left[ \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j u_i^n \right)^+ + \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j u_i^{+1/2} \right) \right]
\]

\[
- \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j u_i^{+1/2} \right) - \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j u_i^{+1/2} \right)
\]

(2.19a)
The contravariant fluxes at time level \( n+1 \) is linearized using a two-step (\( n \) and \( n-1 \) time level) second order extrapolation as:

\[
\sqrt{g}U_j^{n+1} = 2\sqrt{g}U_j^n - \sqrt{g}U_j^{n-1}
\]  

(2.19b)

**Diffusion Terms**

\[
D_i = \frac{1}{2} \left[ \frac{\partial}{\partial \xi_j} \left( \left( \frac{1}{Re} + \frac{1}{Re_t} \right) \sqrt{g} \frac{j k}{\partial \xi_k} \frac{\partial u_n^i}{\partial \xi_j} \right) + \frac{\partial}{\partial \xi_j} \left( \left( \frac{1}{Re} + \frac{1}{Re_t} \right) \sqrt{g} \frac{j k}{\partial \xi_k} \frac{\partial \tilde{u}_i}{\partial \xi_j} \right) \right]
\]  

(2.20)

### 2.2.8.2 Corrector Step

In this step, the continuity equation is used to derive the pressure equation, which is solved to obtain the pressure field at time level \( (n+1) \). The procedure used in formulating the pressure equation is represented as follows:

First the intermediate cell face contravariant fluxes are constructed as follows

\[
\sqrt{g} \tilde{U}^j = \sqrt{g} (\tilde{a}^j) \tilde{u}_i
\]  

(2.21)

Then, the correction form of the cell centered Cartesian velocities and cell face contravariant fluxes are written as:

\[
u_i^{n+1} = \tilde{u}_i - \Delta t (\tilde{a}^j) \frac{\partial p^{n+1}}{\partial \xi_j}
\]  

(2.22)

\[
\sqrt{g} (U^j)^{n+1} = \sqrt{g} \tilde{U}^j - \Delta t \sqrt{g} g^{ik} \frac{\partial p^{n+1}}{\partial \xi_k}
\]  

(2.23)

Finally, Eq. (2.23), in conjunction with Eq. (2.2), is used to derive the pressure equation, which takes the form:

\[
\frac{\partial}{\partial \xi_j} \left( \sqrt{g} g^{jk} \frac{\partial p^{n+1}}{\partial \xi_k} \right) = \frac{1}{\Delta t} \frac{\partial \sqrt{g} \tilde{U}^j}{\partial \xi_j}
\]  

(2.24)
By using the contravariant fluxes at the cell faces in constructing the pressure equation, the method emulates a staggered grid arrangement. The pressure field at level \( n+1 \) is then used to correct the nodal Cartesian velocities and the cell face contravariant fluxes using Eq. (2.22) and Eq. (2.23), respectively.

2.3 Results

In order to validate the algorithm and the capability of the solver, three fluid problems are simulated, namely forced oscillation of a cylinder in cross flow, a heaving airfoil, and hovering flight of a fruitfly. The lift and thrust variation in all cases are compared with previous experimental and numerical studies. In case of an oscillating cylinder, two amplitudes in different energy transfer regimes are studied and the lift variation is compared with a previous spectral element analysis. In case of the plunging airfoil, the wake structures and thrust produced are compared with experimental data and inviscid theory. The hovering fruitfly is analyzed using a 60 block grid, which exemplifies the effectiveness of the present algorithm in solving complex boundary movement. The thrust and lift values obtained are validated with previous experiments. Finally, the unsteady aerodynamics of flapping flight of a rectangular wing with aspect ratio of 4 is analyzed at \( Re = 10,000 \) for forward flight using LES.

2.3.1 Flow over an Oscillating Cylinder

The results of vortex structure and energy transfer during forced oscillation[25,26] could be used to understand vortex induced vibration (VIV) of bluff bodies. In particular, by analyzing forced oscillations it is possible to evaluate the flow regimes where VIV can occur. The average energy transfer in forced oscillation can be negative or positive depending on the amplitude and the frequency of oscillation. For a cylinder oscillating near the natural shedding frequency of a stationary cylinder, the vortex shedding changes to match the oscillation frequency. The range of frequencies where this resonance occurs is termed as lock-in or entrainment regime[27,28]. In a previous study by Stewart[26], the effect of the amplitude of forced oscillations in the lock-in regime on vortex shedding was evaluated at \( Re = 200 \) with two-dimensional computations. Since the lock-in regime extends the onset of wake turbulence from \( Re = 150 \) to approximately \( Re = 310 \), two-
dimensional studies provide accurate results for $Re=200$. In the lock-in regime, if the amplitude of oscillation is increased, the energy transfer from fluid to cylinder changes from positive to negative accompanied by a $180^\circ$ phase shift in the vortex shedding frequency. The VIV requires a positive energy transfer from fluid to cylinder to overcome structural damping. Hence the amplitude at which energy transfer changes from positive to negative signifies an upper limit for the amplitude, which can be sustained by VIV.

In the present study, a sinusoidal oscillation is applied to the cylinder,

$$y(t) = A\cos(2\pi f_0 t) \quad (2.25)$$

where $f_0$ is the non-dimensional frequency of forced oscillation $fD/U_\infty$, and $A$ is non-dimensional amplitude of oscillation $(a/D)$. Similar flow parameters as Stewart[26], $Re=200$ and an oscillating frequency, $f_0$ of 0.2 are chosen. The simulation is carried out for two amplitudes $A=0.199$, and 0.696. The non-dimensional energy transfer from the fluid to cylinder is given by

$$E = \frac{1}{D} \int_0^T \dot{y} C_L \, dt \quad (2.26)$$

where $C_L$ is the coefficient of lift, $\dot{y}$ is the velocity of the oscillating cylinder and $T$ is non-dimensional time for one period of oscillation. Fig.2.3 shows the extent of the computational domain used in this study. A total of nine computational blocks are used. The domain extends $40D$ downstream of the cylinder, and $15D$ upstream and to the side boundaries. A uniform velocity is specified at the inlet, while an inviscid convective outflow boundary condition is specified at the outlet. A time-dependent velocity boundary condition, which is based on a known displacement, is specified on the surface of the cylinder. The computation is carried out in parallel and the rezoning based on the movement of the cylinder is successfully applied for the multiblock approach.

Figure 2.4 shows the wake structure for both amplitudes with solid and dashed lines representing positive and negative vortices, respectively. At low amplitude, the wake
structure is similar to the Karman vortex shedding mode, in which two single vortices \((2S)\) are shed for every cycle. At high amplitude, a pair of positive vortices and a single negative vortex \((P+S)\) is generated in each cycle. The variation of lift profiles matches well with the previous study by Stewart[26] as shown in Fig.2.5. For \(A=0.199\), the phase shift between the displacement and the lift is \(270^\circ\) while it is only \(90^\circ\) for \(A=0.699\). The variation of instantaneous energy transfer shows that the energy transfer in case of low amplitude is always positive, while it oscillates between a high negative and low positive energy transfer for \(A=0.696\). The net energy transfer for \(A=0.199\) is positive and it is negative for \(A=0.696\).

### 2.3.2 Heaving Airfoil

Flow around oscillating airfoils has been investigated by many researchers to analyze wing flutter, aero-acoustic noise generation, and propulsion mechanism of birds, fish and insects. When the airfoil undergoes plunging it generates thrust at high plunge velocities. This effect is known as Knoller-Betz effect and has been verified by many experimental and numerical studies[29-31]. An analytical expression for aerodynamic forces acting on an oscillating airfoil-aileron was provided by Theodorsen[32] using linearized potential flow theory. Garrick[33] extended the study of Theodorsen and computed the thrust and propulsive efficiency of an oscillating airfoil in terms of Bessel functions and they are given by

\[
y(t) = h \cos(kt)
\]

\[
C_{T\text{mean}} = \pi (kh)^2 (F^2 + G^2)
\]

\[
C_{T\text{peak}} = \frac{\pi}{2} (kh) (F^2 + G^2 + kG/2 + k^2/16)^{1/2}
\]

\[
\eta_{\text{prop}} = (F^2 + G^2) / G
\]

where \(h\) is the non-dimensional amplitude \(a/c\), \(c\) is the chord length, \(k\) is the non-dimensional frequency \(2\pi f c / U_\infty\), \(f\) is the dimensional frequency, \(U_\infty\) is the free stream velocity, \(F(k/2)\) and \(G(k/2)\) are the real and imaginary components of the Theodorsen[32] function.
Lai et al.[29] conducted an experimental investigation of plunging airfoils at different frequencies $k$ and at low amplitudes $h$. They observed three types of wake vortex structures at different values of plunge velocity $kh$. At low values of $kh$, the wake resembles a normal Karman wake which is indicative of drag. At $kh \approx 0.2$, a neutral wake was observed which contains two same sign vortices shed during one half cycle. At high values of $kh$, the wake contains downstream inclined reverse Karman vortex streets, which generates thrust. Tuncer et al.[30] and later Young et al.[31] conducted numerical investigations in the same range of parameters. The computed wake structure showed good agreement with the experiments.

Simulations of plunging NACA 0012 airfoil at Re=$2 \times 10^4$ and at frequency $k = 7.86$ is carried out for various amplitudes, using an 18 block computational domain with 121 thousand computational cells. The grid consists of 120 grid points along each surface of the airfoil and 168 points normal to the airfoil. At Re=$2 \times 10^4$ the flow is assumed to be laminar and there are 35 grid points inside the boundary layer at the trailing edge. A grid refinement study was carried out at $kh=0.6$ and a change in mean coefficient of thrust of less than 0.2% was obtained for a 50% increase in the total number of cells (150x210 grid). This established that the grid distribution of 120x168 was sufficient and the thrust and lift coefficient obtained were grid independent.

The results are validated with the experiments[29], in which they used dye visualization techniques to classify the different types of wake vortex patterns. Fig.2.6 shows the wake structure and vorticity contours at a low plunge velocity $kh=0.1$. The vortex wake shown by particle traces (Fig.2.6b) compares well with the experimental[29] flow visualization (Fig.2.6c). Vorticity contours (Fig.2.6a) show that the wake vortex structure is similar to a normal Karman street with a clockwise vortex on top and a counter clockwise vortex at the bottom, which result in a momentum deficit in the wake thus producing drag. At this low plunge velocity, two same sign vortices are shed during one half cycle.

On increasing the amplitude, the experimental results at $h=0.025$ show a neutral wake with two mushroom shaped vortices facing upwards and downwards resulting in zero
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drag (Fig.2.7d). The present simulation is carried out for three values of amplitude (0.02, 0.025, 0.03) close to the neutral wake and these results are shown in Fig.2.7. The wake vortex structure at $h=0.02$ (Fig.2.7a) matches well with the experimental results at $h=0.025$. A similar deviation was observed in the numerical study of Young et al.[31]. For amplitudes $h=0.02$, and 0.025 two same sign vortices are generated, but for $h=0.025$, the vortex pair combines in the wake (Fig.2.7b). For $h=0.03$, lock-in occurs and the wake consists of downstream tilted mushroom vortices. In this range of plunge amplitude $kh$ 0.16 to 0.24, the value of mean drag changes from negative to positive.

For plunging velocities $kh>0.4$, the wake now contains strongly downstream inclined mushroom vortices (Fig.2.8) with positive and negative vortices located above and below the center line, which is the reverse of the Karman vortex street. These vortices entrain surrounding fluid and result in a jet like flow and thus produces a momentum surfeit.

For further validation, analysis of heaving airfoil is carried out by varying the reduced frequency at constant amplitude $h=0.25$ similar to the experiment of Heathcote et al.[35]. The comparison of mean thrust with Garrick and previous experimental and numerical studies are shown in Fig.2.9. The values show excellent comparison with the experiments. Further, the trend in thrust variation matches well with Garrick. Since the inviscid solution of Garrick does not account for viscous drag and the separation at the trailing edge, it predicts high values of thrust [34]. The present study also predicts higher thrust values closer to Garrick than the numerical study of Tuncer et al.[30].

Variation of maximum lift and propulsive efficiency are shown in Fig.2.10. The propulsive efficiency based on Garrick’s theory depends only on reduced frequency and it approaches a constant value of 0.5 as the frequency increases. In the present study the efficiency is computed as

$$\eta_{prop} = \frac{\int \tau dt}{\int C_L \dot{y} dt}$$

(2.28)
where $\tau$ is the cycle time. The present study predicts higher values of peak lift than that of Garrick solution due to the presence of leading edge separation. The predicted viscous propulsive efficiency is much lower than the theory and matches well with the experimental results [35]. The efficiency reaches a maximum value of 0.28 for a plunging velocity of 0.4 and drops for high values of $kh$.

Table 2.1 Kinematic parameters and non-dimensional numbers for flapping flight

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke Plane</td>
<td>The plane defined by three points: wing base (B), and the wingtip at maximum (T_T) and minimum angular position (T_B). During hovering, the stroke plane will be near horizontal and during forward flight, it will be vertical.</td>
</tr>
<tr>
<td>Stroke plane angle, $\beta$</td>
<td>Angle between the stroke plane and the horizontal plane. It ranges from 0° for hovering to 90° for forward flight</td>
</tr>
<tr>
<td>Angle of attack, $\alpha$</td>
<td>Angle between the wing direction (from trailing edge to leading edge) and the direction of motion.</td>
</tr>
<tr>
<td>Torsional angle, $\rho$</td>
<td>Angle between the wing direction and the direction perpendicular to stroke plane.</td>
</tr>
<tr>
<td>Flapping amplitude, $\phi$</td>
<td>Angle between rotation axis of the wing and the plane perpendicular to the stroke plane.</td>
</tr>
<tr>
<td>Deviation angle, $\gamma$</td>
<td>The angle between the rotation axis of the wing and the stroke plane.</td>
</tr>
<tr>
<td>Reynolds number, $\frac{U_f C}{\nu}$</td>
<td>Defined based on mid-span chord length, $C$ and flapping velocity, $U_f = 2\Phi R f$ where $\Phi$ - total flapping amplitude (max to min) $R$ - semi wing-span (length wing) $f$ - frequency of flapping</td>
</tr>
<tr>
<td>Advance ratio, $J = \frac{U_x}{U_f}$</td>
<td>Ratio of the flight velocity to the flapping velocity</td>
</tr>
</tbody>
</table>

2.3.3 Hovering flight of fruitfly

Flapping flight of insects has received much attention from researchers due to their ability to generate thrust and lift at low Reynolds number, where conventional airfoils have a low lift to drag ratio due to flow separation. The kinematics involved in normal flapping flight is divided into two translation motions corresponding to up and down strokes and two rotational motions (pronation and supination) corresponding to
stroke reversals. Pronation is done before the downstroke and supination is done before the upstroke. Fig.2.11 shows the critical kinematic parameters of flapping flight with their definitions given in Table 2.1.

The hovering flight of a fruitfly [36] is studied to validate the current solver. The planform of the robofly wing (Fig.2.12) obtained from Sane and Dickinson[36] is used to develop the grid. The coordinate (x,y,z) is used for the fixed frame, where the y-z plane represents the stroke plane (Fig.2.11). The coordinates (ξ,η,ζ) are used for the moving frame fixed with the wing, where ξ is along the chordwise direction, η is perpendicular to the wing, and ζ is along the spanwise direction (Fig.2.12a). The computational domain is made of 60 blocks with about 3 million cells. The domain boundaries are placed at 10 times the chord length from the edges of the wing on all sides except the symmetry surface, which is located at 0.6 times the chord length from the wing base (Fig.2.12a). The symmetric boundary condition is applied along the axis of flapping, while a zero velocity boundary condition is applied at all other faces.

The simulation is carried out for four flapping cycles using 60 processors on System-X at Virginia Tech. A triangular wave form for flapping angle and a square wave form for rotation angle (Fig.2.13), similar to that of the experiment[36] are employed. The normalized value of t*=t/t_{cycle} from 0 to 0.5 represents the downstroke whereas 0.5 to 1.0 represents the upstroke. The midstroke angle of attack is 50° for both strokes and the rotation is carried out symmetrically with a total duration t* of 0.16. The stroke plane angle is β=0° and the total flapping amplitude is Φ=60°. A fluid viscosity of 120 cSt and density 880 kg/m³ and frequency of flapping 168 mHz along with the actual lengths of robofly wing (25cm) are used to compute the Reynolds number for the current simulation[36]. The Reynolds number based on the characteristic length L=10cm (maximum chord length) and tip velocity is 73.

The quality of the deformed grid is checked at different times of the flapping cycle to ensure the effectiveness of TFI and the spring analogy. Three different views of the deformed grid during the start of the downstroke, which is at a maximum stroke angle, is
shown in Fig.2.12b-d. The quality of the initial grid is maintained throughout the calculation, which resolves the flow field near the tip and leading and trailing edges.

The time variation of lift and thrust forces are evaluated during fourth flapping cycle and compared with experimental results (Fig.2.14). Since the stroke plane is horizontal ($\beta = 0^\circ$), the lift force is given by $-F_x$ and the thrust force by $-F_y$. The lift force compares reasonably well, in particular good agreement is observed during the upstroke, while the values differ during the downstroke. Since the kinematics is symmetrical and the freestream velocity is zero, the values of lift should be identical for the upstroke and downstroke. However, the experimental results show a deviation of around 50% between upstroke and downstroke, most likely due to uncertainties in force measurements and slight differences in the kinematics. The comparison of thrust force shows reasonable agreement in the trend but the values differ in magnitude. Similar quantitative deviations have been reported by previous numerical studies[37-39].

The pressure contours and streamlines in a chordwise plane at $\xi = 2$ at different times are shown in Fig.2.15. Since the downstroke and upstroke are symmetrical, only the results during the downstroke are used to analyze the flow structure. During the start of the downstroke, a high pressure region forms at the bottom surface of the wing due to the sudden deceleration of the wing at the end of the upstroke, which when combined with the rotation results in the formation of a Leading Edge Vortex (LEV) and a peak in lift and thrust at time $t^* = 0.05$. The LEV grows and reaches a maximum size at time $t^* \sim 0.4$ to 0.45, and sheds during rotation which reduces the lift and thrust production. At time $t^*$ of 0.5 (not shown) the pressure contours are similar to that of $t^* = 0$ with positive pressure now on the top surface of the wing.

2.3.4 **Forward Flight at Reynolds number of 10,000**

Flapping flight generates both thrust and lift efficiently at low Reynolds numbers, which makes it attractive for MAVs. Employing flapping flight reduces the requirement of a separate propulsive system making it attractive for light MAVs. In the current study, flapping flight at $Re = 10,000$ and at advance ratio, $J$ of 0.5 is studied to evaluate the
unsteady aerodynamics involved and its effect on the force production. A rectangular wing with an aspect ratio of 4 as shown in Fig.2.16a is used for the analysis. A total of 60 blocks with about 8 million cells is used for the simulation. The downstream boundary is placed at 15 chord lengths from the trailing edge while other boundaries are located at a distance of 10 chord lengths. Constant free-stream velocity boundary conditions are applied at all inlet faces and an outflow condition is specified at the downstream face. A symmetry condition is applied at the base of the wing.

A sinusoidal flapping and symmetric rotation with duration $t^*$ of 0.1 is employed. Angle of attacks of $70^\circ$ and $45^\circ$ are used for the downstroke and upstroke, respectively. A lower value of angle of attack during the upstroke is used to reduce the down force. The stroke plane angle is kept at $\beta=90^\circ$ (vertical direction) and the total flapping amplitude is $60^\circ$. In forward flight, both flapping velocity and freestream velocity determine the effective angle of attack of the flow as shown in Fig.2.16b. In addition, the effective angle of attack varies along the span of the wing with a maximum value at the tip. For the advance ratio of 0.5 and $\alpha_d$ of 70, the $\alpha_{\text{eff}}$ varies from $-30^\circ$ to $33^\circ$ from base to tip. During the upstroke the value of $\alpha_{\text{eff}}$ varies from $45^\circ$ to $-18^\circ$.

The results obtained during the fourth flapping cycle are used for the analysis. Instantaneous variation of lift and thrust coefficients (normalized based on flapping velocity and planform area) is shown in Fig.2.17. During the first half of the downstroke, the lift increases due to the formation of the LEV and reaches a maximum value of 2.5 at time 0.2. This value is around three times higher than the maximum coefficient of lift, 0.75, of a 2D thin plate under steady state condition. The thrust production is positive during most part of the downstroke except during the rotation at the end of the stroke. The contribution from the pressure force is dominant and the torsional angle determines the ratio of thrust to lift force produced by the LEV. During the upstroke, a low pressure region forms on the bottom surface leading to a negative lift force, but the magnitude is less than that during the downstroke due to a lower angle of attack. The thrust production is positive during a large part of the upstroke with two peaks obtained at $t^*=0.75$ and at $t^*=0.95$. The average coefficient of lift and thrust are 0.59 and 0.33. For a typical semi-
wingspan $R=7.5\text{cm}$, the lift produced can support 394 grams and the thrust force generated is 1.08 N.

The isosurface of vorticity at different times are shown in Fig.2.18. The vorticity isosurface at $t^*=0.2$ show a spiral LEV (negative vorticity) with maximum strength near the tip. The LEV does not extend up to the base as the effective angle of attack near the base is negative. The pressure and $\omega_\zeta$ contours at time $t^*=0.25$ along the chordwise plane at $\zeta=3$, Fig.2.19, show a detached low pressure region on the top surface of the wing. At this time the LEV separates near the tip and the low pressure region is replaced by the entrainment of fluid from the freestream. Figure 2.20a shows the particle traces obtained by releasing particles along the leading edge at $t^*=0.25$. The particle traces show a spiral LEV which is still attached near the base and lifted from the wing near the tip. The spanwise velocity contours at $t^*=0.25$ along the center of the LEV shown in Fig.2.20b indicate the presence of a strong spanwise velocity of the order of the flapping velocity from the base to the tip. Similar results were obtained by the flow visualization studies conducted by Ellington[40] using a large mechanical model of a hawkmoth, flapper at $(\text{Re}\sim4000)$. They showed a spiral LEV with a spanwise velocity comparable to the flapping velocity during the downstroke and also suggested that the spanwise flow removed the vorticity from the LEV and stabilized it. However, the present results show that the spanwise flow does not stabilize the LEV. The critical reason is the presence of strong negative spanwise flow near the tip shown by the curved arrow in Fig.2.20b, which prevents the removal of vorticity from the LEV. Hence the vorticity starts building up near the tip both due to the high angle of attack and the convection of vorticity from the base. This increase in vorticity leads to instability in the LEV and subsequent separation from the wing. At time $t^*=0.3$, the LEV near the tip separates completely from the wing (Fig.2.18) and the lift coefficient is low. The rotation starts at the end of the downstroke at around $t^*=0.45$, which increases the angle of attack near the base from negative to positive. This results in the formation of a small vortex near the base, shown by the isosurface of vorticity at $t^*=0.5$ (Fig.2.18) and the lift coefficient reaches a second peak.
The behavior of flow during the upstroke is very much similar to the downstroke. During the upstroke the angle of attack is low and hence there is no clear formation of the LEV and the vorticity contours (Fig. 2.18) show a small vortex near the tip at time \( t^* = 0.7 \) which corresponds to maximum negative lift production during the upstroke. The vorticity and pressure contours at \( t^* = 0.75 \), Fig. 2.19, shows the vorticity and low pressure region on the bottom surface. Since the torsional angle is negative, this low pressure region results in thrust throughout the upstroke. The vortex becomes unstable at around \( t^* \) of 0.8 (Fig. 2.18) and a drop in negative lift occurs. During the rotation as the angle of attack near the base becomes negative, the negative vorticity covers most of the wing (Fig. 2.18 \( t^* = 1.0 \)), which results in a second peak in negative lift and thrust.

The power required for flapping \( (P_x) \) and rotation \( (P_\zeta) \) (Fig. 2.21) are computed based on the torque generated by the fluid forces and angular velocity of the wing:

\[
T = \int r \times (p + \tau) \, ds;
\]

\[
P = T \Omega \tag{2.29}
\]

where \( r \) is the radius from the axis, \( p \) is the pressure, \( \tau \) is the shear stress and \( \Omega \) is the angular velocity of the wing. The power required for acceleration of the wing is neglected as the typical weights of flapping wings are small. The power requirement (normalized based on fluid density, tip velocity and chord length, \( \rho u_i^3 C^2 \)) follows a similar trend as that of lift and thrust. A peak in power requirement for flapping of around 5 occurs at \( t^* = 0.2 \) during the downstroke, which corresponds to the formation of the LEV. The power required during the upstroke is much lower than that during the downstroke due to lower force production. The power requirement for rotation reaches a maximum value of 2 during the middle of rotation. The average power required for flapping and rotation are 1.37 and 0.23 respectively, and the propulsive efficiency (Eq. 2.30) is 19.59%. The present simulation shows that flapping flight is capable of supporting the weight of MAVs and produces a propulsive thrust force.

\[
\eta_{\text{prop}} = \frac{F_x U_{\infty}}{P} \tag{2.30}
\]
2.3.5 Summary and Conclusion

A moving grid algorithm with a rezoning capability is presented in a multiblock, multiprocessor environment within the framework of a fractional-step method. The rezoning of the grid was carried out using a combined spring analogy and TFI, which provides a framework for parallelization in the multiblock approach. The space conservation law required for a dynamic grid system is satisfied by evaluating the grid contravariant fluxes. The method is validated for three flow problems. The forced vibration of a cylinder is analyzed using a nine block computational domain for two amplitudes. At low amplitude, the positive energy transfer from fluid to cylinder is obtained with normal Karman wake vortices. The negative energy transfer accompanied with a change in wake vortex structure to P+S (a pair of positive and a single negative vortex) modes is obtained at high amplitude. The variation of lift and wake structure are in good agreement with previous computational studies. In the heaving airfoil, three different types of vortex wakes; drag producing wake, neutral wake, and a thrust wake are observed at different plunge velocities. The reverse Karman vortex sheet is observed at high plunging velocities, which entrain surrounding fluid and produces a momentum surfeit. The variation of mean thrust, peak lift and efficiency with amplitude compared well with previous studies. The hovering flight of a fruitfly is analyzed using a 60 block grid. The rezoning employed maintains the initial grid quality throughout the flapping cycle and the calculated lift and thrust characteristics compare well with previous experiments. Finally, flapping flight at Re=10,000 relevant to the development of MAVs is analyzed using LES. For the kinematics used, a spiral LEV forms during the downstroke which results in peak lift and thrust. The LEV gets unstable during the middle of the downstroke despite the presence of a strong spanwise flow. The lift force obtained supports 394 grams and thrust force of 1.08 N is generated with a propulsive efficiency of 19.59%.
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2.4 Figures

Fig.2.1 a) Displacement of internal node is computed by the master processor which is then broadcasted to each processor. The dotted line shows the additional diagonal springs. b) Initial grid of block 1 shown in dotted lines with the new corner nodes from master processor. c) TFI used to redistribute nodes along edges d) TFI used to redistribute nodes in face

Fig.2.2 Deformation of two dimensional control volume (shaded area represents area swept by east face)
Fig. 2.3 Computational domain for flow over oscillating cylinder (Every other 5th grid line is shown)

Fig. 2.4 Wake structure showing (2S) Karman vortex shedding mode for low amplitude $A=0.199$ (top) and P+S shedding mode for $A=0.696$ (bottom)
Fig. 2.5 Comparison of lift frequency with previous study by Stewart et al. for $A=0.199$ and $A=0.696$. The instantaneous Energy transfer is also depicted in the graph.
Fig. 2.6 Wake comparison at \( k = 7.86 \) and \( h = 0.0125 \). a) Vorticity contour with negative contours (clockwise) shown as dotted lines and positive contours (counter clockwise) as solid lines, b) Particle trace and c) Experimental dye visualization.

Fig. 2.7 Wake comparison at $k=7.86$ and a) $h = 0.02$ b) $h = 0.025$ c) $h = 0.03$ d) experimental dye visualization for $h = 0.02$

Fig. 2.8 Wake comparison at $k=7.86$ and $h=0.1$. a) Vorticity contour with negative contours (clockwise) shown in dotted lines and positive contours (counter clockwise) in solid lines, b) Particle trace and c) experimental dye visualization

Fig. 2.9 Comparison of mean thrust for different plunge velocities

Fig. 2.10 Variation of maximum lift coefficient and propulsive efficiency for different values of plunge velocity
Fig. 2.11 Kinematic parameters
Fig. 2.12 a) Planform of the wing used in the study. Deformed grid at maximum stroke angle along the b) planform c) chordwise direction d) spanwise direction
Fig. 2.13 Variation of flapping angle and torsional angle (shaded region represents downstroke).

Fig. 2.14 Variation of lift and thrust forces for hovering fruitfly.
Fig. 2.15 Pressure contours and streamlines along chordwise plane at $\zeta=2$. 
During Downstroke

\[ \theta = \tan^{-1}\left(\frac{U_f}{U_\infty}\right) \]

\[ = \tan^{-1}\left[\frac{1}{J}\right] \]

\[ \alpha_{\text{eff}} = \theta - \rho \]

\[ = \theta + \alpha_d - 90^\circ \]

Fig.2.16 (a) Rectangular wing configuration (b) Effective angle of attack

Fig.2.17 Variation of lift and thrust coefficients (shaded region represents rotation)
Fig. 2.18 Isosurface of vorticity \( \omega_z \) at different times (arrows represent approximate freestream direction)
Fig. 2.19 Vorticity and pressure contours along the chordwise plane at $\zeta = 3$. 
Fig. 2.20 a) Particle traces obtained by releasing particles along the leading edge, which are colored based on the location of release. b) Spanwise flow along the center of LEV and the arrows indicate the direction of flow.

Fig. 2.21 Power required for rotation and flapping
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Chapter 3: Effect of Rotation Kinematics and Angle of Attack on Force Production of Flapping Flight‡

Abstract

Unsteady aerodynamics of a rigid flapping wing at Reynolds number of 10,000 for forward flight with advance ratio of 0.5, pertaining to the development of micro air vehicles, is analyzed. The effect of timing and duration of rotation and angle of attack are analyzed using simple flapping kinematics. The flow structures obtained and time variation of lift and thrust are used to evaluate their effects. The power required for flapping and rotation is computed to evaluate the propulsive efficiency. In all the cases simulated, a strong spiral Leading Edge Vortex (LEV) is formed during the downstroke resulting in a peak lift and thrust. A strong spanwise flow from base to tip is observed in the middle of the vortex. However due to the presence of a tip vortex, a strong negative spanwise flow forms near the tip, which prevents the removal of vorticity from the LEV. Hence the LEV becomes unstable during the middle of the downstroke and separates from the wing resulting in a drop in lift. Analysis of different rotation timings show that supination results in the LEV formation near the base and the strength of the LEV depends on the flapping velocity. A stronger vortex is formed for advanced rotation and it generates high lift. Delayed rotation affects thrust production during translation and results in low propulsive efficiency. Analysis of rotation duration shows that shorter rotation results in high instantaneous lift values, while continuous long duration rotation produces thrust during the entire flapping cycle and is preferable for high thrust applications. Analysis of different angles of attack show that a moderate angle of attack, which results in high thrust to lift ratio and complete shedding of the LEV at the end of translation, is required for high propulsive efficiency.

Nomenclature

\[ \tilde{a}^j \] = Contravariant basis vectors
\[ C \] = Airfoil chord length

‡ This chapter is submitted to AIAA Journal on Feb 2008, and is currently under review.
$C_L$ = Coefficient of lift

$C_T$ = Coefficient of thrust

$f$ = Frequency of flapping

$f_0$ = $fD/U_\infty$, Non-dimensional frequency of cylinder

$F_{x/y}$ = Force acting on the wing; suffix $x$, $y$- direction

$g^{ij}$ = Contravariant metric tensor

$\sqrt{g}$ = Jacobian of the transformation

$\sqrt{g}U^j_i$ = Contravariant flux vector

$\sqrt{g}U^j_i$ = Contravariant flux due to grid movement

$J$ = Advance ratio; $U_\infty/U_f$; Ratio of the flight velocity to the flapping velocity

$p$ = Pressure

$P_{x/\zeta}$ = Power required; suffix $x$- flapping and $\zeta$ - rotation

$R$ = Semi-wingspan; distance from flapping axis to wing tip

$Re$ = Reynolds number; $U_fC/\nu$

$Re_t$ = Inverse of the turbulent viscosity

$u_i$ = Cartesian velocity vector

$u^g_i$ = Cartesian Grid velocity vector

$U_\infty$ = Free stream velocity; Forward flight velocity

$U_f$ = Flapping velocity; $2\Phi R$

$\tilde{x}$ = Physical space coordinate

$\tilde{\zeta}$ = Computational space coordinate

$\alpha_{u/d/eff}$ = Angle of attack; suffix u-upstroke, d-downstroke, and eff-effective

$\beta$ = Stroke plane angle

$\eta_{prop}$ = Propulsive efficiency

$\phi$ = Flapping amplitude

$\Phi$ = Total flapping amplitude (max to min)

$\nu$ = Kinematic viscosity
\[ \rho = \text{Torsional angle} \]
\[ \tau = \text{Shear stress on the surface of the wing} \]
\[ \omega_\zeta = \text{vorticity; suffix – } \zeta \text{ component} \]
\[ \Omega_\zeta = \text{Angular velocity of the wing; suffix – } \zeta \text{ component} \]

### 3.1 Introduction

Micro Air Vehicles (MAVs) typically have dimensions less than 15-20 cm with gross takeoff weights of around 100 to 200g and flight speeds of around 10-15 m/s, which corresponds to a Reynolds number range between 10,000-100,000. At these low Reynolds numbers, the aerodynamic efficiency (lift to drag ratio) of conventional fixed airfoils rapidly deteriorates[1]. The chief reason for the deterioration in performance is that at low Reynolds numbers, the boundary layer remains laminar downstream of the location of minimum pressure on the airfoil making it very susceptible to flow separation as the angle of attack increases resulting in an early onset of stall (Carmichael[2]). In addition, because of the low aspect ratio wings used in MAVs, the tip vortex covers a major part of the wing and the aerodynamic performance is affected greatly by the shedding of the tip vortices (Pelletier et al.[3]). On the other hand, birds and insects whose flight regime coincides with that of MAVs use flapping wings to provide both lift and thrust efficiently. They do this by taking advantage of unsteady flow mechanisms using wing kinematics evolved over millions of years. The kinematics involved in normal flapping flight are divided into two translation motions corresponding to up and down strokes and two rotational motions (pronation and supination) corresponding to stroke reversals. Pronation is achieved before the downstroke and supination is achieved before the upstroke. Figure 3.1 shows the critical kinematic parameters of flapping flight with their definitions given in Table 3.1.

A number of unsteady aerodynamic mechanisms such as clap and fling[4], delayed stall[5,6], wake capturing[7], and, rotational circulation[7] have been proposed to explain the generation of lift in birds and insects. Among these, the delayed stall mechanism involves the formation of a steady Leading Edge Vortex (LEV) and is the primary mechanism used by most birds and insects for production of lift and thrust during the translational period. During the downstroke, air swirls around the leading edge and forms
a LEV. This LEV increases the bound vortex circulation and hence the lift. In a fixed airfoil, the formation of LEV leads to dynamic stall within 3-4 chord lengths of travel. However in insects, the LEV is stable for the entire downstroke and during this period, the insect covers a distance of more than 8 chord lengths.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke plane</td>
<td>The plane defined by three points: wing base (B), and the wingtip at maximum (T_T) and minimum angular position (T_B). During hovering, the stroke plane will be near horizontal and during forward flight, it will be vertical.</td>
</tr>
<tr>
<td>Stroke plane angle, β</td>
<td>Angle between the stroke plane and the horizontal plane. It ranges from 0° for hovering to 90° for forward flight.</td>
</tr>
<tr>
<td>Angle of attack, α</td>
<td>Angle between the wing direction (from trailing edge to leading edge) and the direction of motion.</td>
</tr>
<tr>
<td>Torsional angle, ρ</td>
<td>Angle between the wing direction and the direction perpendicular to stroke plane.</td>
</tr>
<tr>
<td>Flapping amplitude, φ</td>
<td>Angle between the leading edge of the wing and the plane perpendicular to the stroke plane.</td>
</tr>
</tbody>
</table>

The stability of the LEV plays an important role in the superior performance of birds and insects. Many experimental studies have evaluated the duration and the stability criteria of the LEV. Dickinson and Gotz[5] analyzed the effect of angle of attack during the translation period on lift and drag production using a two dimensional wing model (Re =192). They found that the LEV was generated at an angle of attack above 13.5° due to impulsive movement and stayed attached for 2 chord lengths of travel. The presence of the LEV resulted in an 80% increase in lift similar to that of detached vortex lift for a delta-wing aircraft. The shedding of the LEV led to the formation of a secondary vortex of opposite sign near the trailing edge, correlating with a decrease in lift. Further, the study found that up to an angle of attack of 54°, the lift characteristics remain unaltered by the change in camber. Wang et al.[8] compared results obtained from two-dimensional numerical simulation of a hovering fruit fly with three-dimensional results from a
dynamically scaled mechanical model (Re =75 to 115). They found that the numerical results matched well with three-dimensional results for cases with a short downstroke length. In the case of hovering insects, the stroke length is only 3 to 5 chords, during which the LEV remains attached to the wing even for two-dimensional cases. When the downstroke is longer than a typical stroke length, the two-dimensional cases showed a phase difference with three-dimensional results and resulted in lower lift coefficients.

Ellington[9] conducted flow visualization studies using a large mechanical model of a hawkmoth, *flapper* (Re~4000). An intense LEV on the downstroke at all flight speeds (0.4 to 5.7 m/s) was observed. The LEV spiraled out towards the wingtip with high spanwise velocities comparable to the flapping velocity, which stabilized the vortex. The flow structure obtained was similar to the conical leading edge vortex found in delta-wings. They suggested that the strong spanwise flow was created either by the pressure gradient, formed due to the velocity gradient along the flapping wing, or by centrifugal acceleration in the boundary layer, or by the induced velocity field of the spiral vortex lines. Liu et al.[10] analyzed flapping flight of a hovering hawkmoth at Re =3000 to 4000 using the finite volume method. The study showed the formation of a LEV during both upstroke and downstroke, which stayed attached to the wing during the entire translational and following rotational motions. The combined translation and rotation deformed the vortex, which led to shedding of the LEV at the start of the next translation motion. The spanwise flow, created due to spanwise pressure gradient stabilized the LEV till 70% of the span. During the second half of the downstroke, a secondary LEV formed at 75% span, which was unstable and affected strongly by the presence of the tip vortex. The LEV formed during the upstroke was weak and attached closely to the leading edge. The study showed that the lift force was produced mainly during the entire downstroke and the later part of the upstroke.

Dickinson et al.[7] conducted flow visualization studies using a dynamically scaled version of a hovering fruit fly, *robotic fly*, at Re =136. They compared the force coefficients obtained by the robotic fly with a two-dimensional model wing and found that the 3D model produced high average lift and thrust coefficients. The experimental investigation of Birch and Dickinson[11] provided contrasting proof for the stability of
LEV at low Reynolds number (100-250) relevant to small insect flights. They conducted experiments with fences and baffles on the top surface of the wing and showed that the LEV remains attached to the wing despite the absence of spanwise flow. They proposed that the downward velocity created by the tip vortices limited the growth and subsequent detachment of the LEV. Birch et al.[12] investigated flow structures and forces generated at low and high Reynolds number (Re =120 and 1400). In both cases, a stable LEV was present throughout the downstroke. At Re =1400, they observed strong spanwise flow within the core of the LEV, with velocities 150% that of the flapping velocity. The spanwise flow removed the vorticity into the wake and resulted in a spiral LEV similar to that observed by Ellington[9]. However at Re = 120, the spanwise flow was absent, which resulted in lower forces. Miller and Peskin[13] studied the effect of Reynolds number (8 to 128) on the formation of the LEV using the immersed boundary technique. At Re < 32, the LEV (negative pressure region) and trailing edge vortices (positive pressure region) remain attached, which resulted in lower lift. At Re > 64, they observed shedding of the trailing vortex during translation, which resulted in vortical asymmetry, leading to high lift production.

Tarascio et al.[14] conducted a flow-visualization experiment on a hovering flapping flight model at Reynolds number of the order of 8000. The flow field consisted of folded wakes formed by the strong starting vortex shed at the end of each half stroke during wing rotation. Due to the induced flow, the wakes were pushed downwards parallel to the flapping plane. The key finding of this study was that during translation, the top surface was covered by multiple vortices and the LEV was continually generated and shed into the wake. This result is in contrast to previous studies[7,9], where a stable single LEV is present during translation. Further, they observed that the strength of the LEV increased along the span and identified separated flow at the outboard region of the wing.

The unsteady mechanisms involved during the stroke reversal contributed significantly to lift production especially for hovering flight. In the experimental study by Dickinson et al.[7], two peaks in force coefficients were obtained during the rotation and early part of translation. They attributed the peak in lift during the rotation to the rotational circulation and the second peak to wake capturing. Dickinson[15] studied the
effect of rotation by varying speed, duration, angle of attack and axis of rotation using a dynamically scaled model (Re=236) of small insects *Drosophila* during hovering. The study showed that the aerodynamic performance increased significantly as the wing captured the vorticity generated during rotation. A lift coefficient value of 4 was obtained when the wing translated backwards in the Von Karman street generated by the previous stroke with 76.5° angle of attack. Effects of stroke amplitude, rotation timing and duration, and shape and magnitude of stroke deviation on the aerodynamic performance was studied by Sane and Dickinson[16] using robotic fly. The values of drag showed large deviations from translational quasi-steady values at low stroke amplitudes due to the major influence of rotational mechanisms. Analysis on timing and duration of rotation showed that the short rotation, which precedes the translation (occurring at the end of the stroke) resulted in high lift. Further, they found that the quasi-steady analysis underestimated the average thrust coefficient in all cases showing the importance of unsteady aerodynamics.

A numerical investigation of a hovering fruit fly by Sun and Tang[17] with different rotation timing similar to that of Sane and Dickinson[16] showed a comparable trend in lift and thrust. However their results showed that wake capturing and rotational circulation effects are not significant and they proposed three other mechanisms, fast acceleration at the start of downstroke; delayed stall during translation; and fast pitching up rotation at the end of the stroke for force production. When the rotation or stroke reversal carried out at the end of the stroke, the effect of the first and third mechanisms were enhanced, which resulted in high lift. When the rotation was symmetric (half rotation during the end of the stroke and half during the start of the following stroke), the fast acceleration mechanism at the start of the stroke was affected, resulting in lower lift. The performance deteriorated when rotation occurred at the start of the stroke, which completely eliminated the pitching up rotation mechanism. Ramamurti and Sandberg[18] also showed that the thrust force was high when rotation was advanced with respect to stroke reversal.

Despite many available studies, application of flapping flights to MAVs still pose a number of challenges. Most of the previous studies have been performed at very low
Reynolds number, less than 4000, whereas MAVs could have an operational range of 10,000 to 100,000. Further, the experiments by Tarascio et al.[14] at Re=8000 shows the presence of multiple unstable vortices on the top surface of the wing, which is in contrast to the stable LEV formation during the delayed stall. This necessitates more detailed studies to evaluate the effectiveness of delayed stall in high Reynolds number range relevant to MAVs. Flow visualization[19] studies show that the insects employ different kinematics at different flight conditions to achieve the required thrust. However, most of the previous studies have concentrated on hovering flight, which require no thrust. Hence it is critical to understand how changes in kinematics affect thrust production for a forward flight. The focus of the present study is to analyze the effect of kinematics on a forward flight with an advance ratio $J=0.5$ at Re =10,000. The simulations are carried out for different kinematics by varying rotation timing, rotation duration, and angle of attack. The effects of kinematics are evaluated by analyzing the resulting flow structure, force production, and propulsive efficiency.

3.2 Methodology

In the present study, a structured multiblock solver with a boundary fitted dynamic grid is employed. In this framework the grid deforms with the wing motion. The method of Large-Eddy Simulations (LES) is employed with a subgrid stress model to resolve the turbulence in the flow field. The governing equations for unsteady incompressible viscous flow on moving coordinate system consist of space, mass, and momentum conservation laws. The equations are mapped from physical ($x$) to logical/computational space ($\xi$) by a boundary conforming transformation $\tilde{x} = \tilde{x}(\xi)$, where $\tilde{x} = (x,y,z)$ and $\tilde{\xi} = (\xi,\eta,\zeta)$. The equations are non-dimensionalized by chord length $C$ and flapping velocity $U_f$ and written in conservative non-dimensional form as:

**Space:**

$$\frac{\partial}{\partial t} \left( \sqrt{g} \right) - \frac{\partial}{\partial \xi^j} \left( \sqrt{g} U_j \right) = 0$$

(3.1)

**Mass:**
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\frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j \right) = 0 \quad (3.2)

**Momentum**

\[ \frac{\partial}{\partial t} \left( \sqrt{g} u_i \right) + \frac{\partial}{\partial \xi_j} \left( \left[ \sqrt{g} U^j - \sqrt{g} U^j \right] u_i \right) = -\frac{\partial}{\partial \xi_j} \left( \sqrt{g} (\tilde{a}^j) \right) p + \frac{\partial}{\partial \xi_j} \left( \left( \frac{1}{Re} + \frac{1}{Re_t} \right) \sqrt{g} g^{jk} \frac{\partial u_i}{\partial \xi_k} \right) \quad (3.3) \]

where \( \tilde{a}^i \) are the contravariant basis vectors, \( \sqrt{g} \) is the Jacobian of the transformation, \( g^{ij} \) is the contravariant metric tensor, \( \sqrt{g} U^j = \sqrt{g} (\tilde{a}^j) u_k \) is the contravariant flux vector, \( \sqrt{g} U^i_k = \sqrt{g} (\tilde{a}^i)_k u^k \) is the contravariant flux vector due to grid velocity \( u^\xi \), \( u_i \) is the Cartesian velocity vector, and \( p \) is the pressure. In the above formulation, the grid velocity \( u^\xi \) is not used explicitly. Instead, the grid contravariant flux vector is employed which is directly computed based on the SCL. The non-dimensional time used is \( t^* U_f / L^* \) and the Reynolds number is given by \( U_f C / \nu \). \( Re_t \) is the inverse of the subgrid eddy-viscosity which is modeled as

\[ \frac{1}{Re_t} = C_s^2 (\sqrt{g})^{2/3} |\tilde{S}| \quad (3.4) \]

where \( |\tilde{S}| \) is the magnitude of the strain rate tensor given by \( |\tilde{S}| = \sqrt{2S_{ik} S_{ik}} \) and the Smagorinsky constant \( C_s^2 \) is obtained via the dynamic subgrid stress model (Germano et al.[20]).

The equations are formulated in a finite-volume framework using a fractional-step algorithm for time advancement. Second-order central differences are used for the convective and viscous terms and a combination of an explicit Adams-Bashforth and implicit Crank-Nicolson discretizations are used for time advancement. During the start of each time step, the wing is moved based on the prescribed kinematics, keeping the
external boundaries of the computational domain fixed. The resulting grid movement is carried out at each time step by a combination of a spring analogy and Trans-Finite Interpolation (TFI) on displacements[21,22]. The Space Conservation Law (SCL) (Eq.3.1) is used to calculate the grid contravariant fluxes [21,22] which are used in the momentum equations to account for grid movement.

### 3.3 Results

The unsteady aerodynamics of flapping flight depends on many kinematic and flow parameters such as angle of attack, rotation and flapping kinematics, stroke amplitude, stroke plane angle, Reynolds number, and advance ratio. The purpose of the present study is to evaluate the effect of timing and duration of rotation and angle of attack on the force production for forward flights. All the simulations in the current study are carried out at Re=10,000 at an advance ratio $J=0.5$. A stroke amplitude of $60^\circ$ ($\pm 30^\circ$) and a vertical stroke plane $\beta=90^\circ$ is used. Three different rotational kinematics, delayed, symmetrical, and, advanced are analyzed to evaluate the effect of timing of rotation. The effect of duration of rotation is analyzed for symmetrical rotation with three different durations. Finally, the angle of attack during downstroke and upstroke are changed to analyze their effect on force production and the stability of LEV.

### 3.3.1 Validation

The dynamic mesh capability of the solver has been validated previously in a number of flow problems such as the forced oscillation of a cylinder, a pitching airfoil and a hovering fruitfly[23,24]. In the current context, analysis of the hovering flight of a fruitfly with kinematics similar to that employed by Sane and Dickinson[16] is presented. The planform of the robofly wing as shown in Fig.3.2 (obtained from Dickinson) is used to develop the grid. The coordinate $(x,y,z)$ is used for the fixed frame, where the $y$-$z$ plane represents the stroke plane (Fig.3.1). The coordinates $(\xi,\eta,\zeta)$ are used for the moving frame fixed to the wing, where $\xi$ is along the chordwise direction, $\eta$ is perpendicular to the wing, and $\zeta$ is along the spanwise direction (Fig.3.2). The computational domain is made of 60 blocks with about 3 million cells. The domain boundaries are placed at 10 times the chord length from the edges of the wing on all sides except the symmetry surface, which is located at 0.6 times the chord length from the wing base (Fig.3.2). The
symmetric boundary condition is applied along the axis of flapping, while a zero velocity boundary condition is applied at all other faces.

The simulation is carried out for four flapping cycles using 60 processors on System-X at Virginia Tech. Comparison of lift and thrust forces between the third and fourth flapping cycles confirmed that the flow had attained repeatability and hence the results from the fourth flapping cycle are used for the analysis. A triangular wave form for the flapping angle and a square wave form for the rotation angle as shown in Fig.3.3 are employed. The normalized value of \( t^* = t/t_{\text{cycle}} \) from 0 to 0.5 represents the downstroke whereas 0.5 to 1.0 represents the upstroke. The mid-stroke angle of attack is 50° for both strokes and the rotation is carried out symmetrically with a total duration \( t^* \) of 0.16. The stroke plane angle is \( \beta = 0° \) and the total flapping amplitude is \( \Phi = 60° \). A fluid viscosity of 120 cSt with density of 880 kg/m³ and flapping frequency of 168 mHz along with the actual length of robofly wing[16] (25cm) are used to compute the Reynolds number for the current simulation. The Reynolds number based on the chord length \( C = 10\text{cm} \) (maximum chord length) and tip velocity is 73.

The comparison of time variation of lift and thrust forces obtained during the fourth flapping cycle with experimental results[16] is shown in Fig.3.4. Since the stroke plane is horizontal (\( \beta = 0° \)), the lift force is given by \(-F_x\) and the thrust force by \(-F_y\). The lift force compares reasonably well; in particular, good agreement is observed during the upstroke, while the values differ during the downstroke. Since the kinematics are symmetrical and the freestream velocity is zero, the values of lift should be identical for the upstroke and downstroke. However, the experimental results show a deviation of around 50% between the upstroke and downstroke, most likely due to uncertainties in the force measurements. The comparison of thrust force also shows reasonable agreement in the trend but the values differ in magnitude. In particular the peak values of lift and thrust obtained at the start of the downstroke and upstroke show larger deviation from the experimental values. This deviation could be due to the kinematics used in the computations, which is curve fitted from the experimental data, and results in some smoothing during stroke reversal. A previous study[17] has shown that the acceleration and deceleration during stroke reversal is responsible for the peaks in lift and thrust. Hence a small deviation from the
experimental kinematics could result in a larger deviation in the forces. Similar quantitative deviations have been reported by previous numerical studies[17,18,25].

The pressure contours and streamlines in a chordwise plane at $\xi=2$ at different times are shown in Fig.3.5. Since the downstroke and upstroke are symmetric, only the results during the downstroke are used to analyze the flow structures. During the start of the downstroke, a high pressure region forms on the bottom surface of the wing due to sudden deceleration of the wing at the end of the upstroke, which when combined with the rotation results in the formation of a LEV and a peak in lift and thrust at time $t^*=0.05$. The LEV grows and reaches a maximum size at time $t^*\sim0.4$ to 0.45, and sheds during the rotation which reduces the lift and thrust production. At time $t^*$ of 0.5 (not shown) the pressure contours are similar to that of $t^*=0$ with the positive pressure now on the top surface of the wing.

3.3.2 Analysis of forward flight

For simplicity, an infinitesimally thin rectangular rigid wing with aspect ratio of 4 as shown in Fig.3.6 is used for the analysis. A single wing configuration with a symmetry boundary condition along the flapping axis is employed in the current study assuming that there is no interference between wings, and between fuselage and wing. The rotation axis is placed at 1/4 chord length from the leading edge. The downstream boundary is placed at 15 chord lengths from the trailing edge, while 10 chord lengths are used for other boundaries. Constant velocity boundary condition is applied at all inlet faces and an outflow boundary condition is specified downstream. A symmetry condition is applied at the base of the wing. The gird consists of 60 blocks with approximately 6.5 million cells. The wing is resolved using 80x40 grid points and 80 grid points are used perpendicular to the wing as shown in Fig.3.7. The boundary layer is resolved by placing 10 grid points inside the thickness of 0.055, the typical boundary layer thickness for flow over a flat plate at $Re=10,000$. A grid refinement study is carried out by increasing the number of grid points perpendicular to the wing from 80 to 120. The comparison of instantaneous lift and thrust forces shows less than 2% deviation and the mean values of lift and thrust differ by less than 5%.
The kinematics involve a simple cosine wave form (Fig.3.8) for flapping. The stroke plane angle is kept at $\beta=90^\circ$ (vertical direction) and the total flapping amplitude is $\Phi=60^\circ$. The variations of kinematic parameters for the cases simulated in this study are given in Table.3.2. Different rotation kinematics (Fig.3.8) namely advanced, symmetric, and delayed rotation (cases A, B and C) for duration $t^*=0.1$ are used to study the effect of timing of rotation. In order to evaluate the effect of duration of rotation, simulations with small time duration $t^*=0.05$ (case D) and a larger duration (sinusoidal rotation; case E) are carried out. Additional simulations (cases F and G) with different angles of attack for both upstroke and downstroke are analyzed to evaluate the effect of angle of attack. For most cases, the angles of attack of $70^\circ$ and $45^\circ$ are used for the downstroke and upstroke, respectively. A lower value of angle of attack during the upstroke is used to reduce the down force. The effective angle of attack, $\alpha_{eff}$ is affected by both flapping velocity and free stream velocity as shown in Fig.3.9. In addition, due to the variation of flapping velocity ($U_f$), the effective angle of attack varies along the span with a maximum value at the tip. For the advance ratio of 0.5 and $\alpha_d$ of 70, the $\alpha_{eff}$ varies from -30$^\circ$ to 33$^\circ$ from base to tip. During the upstroke, for $\alpha_u$ of 45, the value of $\alpha_{eff}$ varies from 45$^\circ$ to -18$^\circ$.

### 3.3.3 Flow structure and lift and thrust variation

The critical flow structures obtained for forward flight for case B is discussed in this section. The simulations are carried out for four flapping cycles. The comparison of
thrust and lift values between the third and fourth flapping cycles show no deviation, hence the results from the fourth flapping cycle are used for the analysis.

3.3.3.1 During downstroke

The sinusoidal variation of flapping angle results in acceleration during the first half of the downstroke and deceleration during the second half of the downstroke. The maximum flapping velocity occurs at $t^*=0.25$, which results in a high effective angle of attack (Fig.3.9). The isosurface of $\zeta$ component of vorticity, at different times given in Fig.3.10, show the formation of the LEV (negative vorticity) and its subsequent separation during the downstroke. At $t^*=0.1$, the LEV forms near the tip and it is attached on the top surface of the wing. The LEV does not extend up to the base as the effective angle of attack near the base is negative. At $t^*=0.2$, a strong spiral LEV with a maximum size near the tip is formed which results in a peak in lift (Fig.3.11). The vorticity contours and the pressure contours at different spanwise locations at time $t^*=0.25$ are shown in Fig.3.12. The size of the LEV increases from base to tip. Strong positive vorticity is present between the LEV and the wing due to the induced velocity field and the strength of the positive vorticity also increases along the spanwise direction. In addition, the separation of the LEV results in the formation of a second LEV. The second LEV also lifts away from the surface of the wing. The pressure contours show the detachment of the LEV (low pressure region) and subsequent increase in the pressure on the surface of the wing by the entrainment of fluid from the free stream.

To analyze the structure of the LEV, particle traces are obtained by releasing particles along the leading edge. The particle traces at $t^*=0.25$, Fig.3.13a, shows a spiral LEV attached near the base and lifted from the wing near the tip. The contours of $\zeta$ component of velocity, along the center of the LEV, Fig.3.13b, show a strong spanwise velocity of the order of flapping velocity from the base to the tip. Similar results were obtained by the flow visualization studies conducted by Ellington[9] using a large mechanical model of a hawkmoth at (Re$\approx4000$). They showed a spiral LEV with spanwise velocities comparable to the flapping velocity during the downstroke and also suggested that the spanwise flow removed the vorticity from the LEV and stabilized it. However, the present results show that the spanwise flow does not stabilize the LEV for forward flight.
The chief reason is the presence of strong negative spanwise velocity near the tip shown by the curved arrow (Fig.3.13b), which prevents the removal of vorticity from the LEV. Hence the vorticity starts building up near the tip both due to the high angle of attack and convection of vorticity from the base. This increase in vorticity leads to an instability in the LEV and consequent separation from the wing. The isosurface of vorticity at time $t^*=0.4$ shows the complete separation of the LEV near the tip (Fig.3.10), which results in a low lift coefficient. The isosurface also shows the presence of small negative vorticity due to secondary vortex formation along the leading edge.

### 3.3.3.2 During Supination

The supination starts at the end of the downstroke at around 0.45 and is carried out till $t^*=0.55$, the start of the upstroke. The isosurface contours at time $t^*$ of 0.4 (Fig.3.10) show that the LEV is still attached at around $\zeta=1$ with no LEV formation near the base. The increase in angle of attack during supination results in the formation of a vortex near the base, which extends the LEV from the middle to the base as shown by the isosurface of vorticity at $t^*$ of 0.5 (Fig.3.10). This results in a second peak in lift. However due to the rotation, the contribution of LEV to thrust drops continuously (Fig.3.11) and results in drag during the later part of supination.

### 3.3.3.3 During upstroke

The behavior of flow during the upstroke is similar to that during the downstroke. During the upstroke, the angle of attack is low and it is negative only for a small portion of the wing near the tip. Hence there is no clear formation of the LEV and the vorticity contours at time $t^*=0.7$ (Fig.3.10) show a small positive vortex attached near the tip. The vorticity and pressure contours at $t^*=0.75$, Fig.3.14, show no apparent vortex formation at locations $\zeta=1.5$ and 2.0. A small vortex forms near the tip, which results in a low pressure region on the bottom surface of the wing at locations $\zeta=2.5$ and 3.0. This low pressure region results in a peak in negative lift and also generates thrust. The vortex formed is attached to the wing and there is no secondary vortex formation as observed during the downstroke. The vortex becomes unstable at around $t^*$ of 0.8 as seen in Fig.3.10 with a drop in negative lift.
3.3.3.4 During pronation

During pronation the angle of attack near the base becomes negative. This change in angle of attack does not result in the formation of a LEV near the base as observed during supination. This is probably due to the absence of a strong LEV during the upstroke. However, a strong pressure difference across the surface is established at time $t^*=1.0$ near the base as seen in Fig.3.15 at locations $\zeta=1.5$ and 2.0. Since the axis of rotation is at 1/4 chord from the leading edge, the trailing edge undergoes significant rotation which results in strong positive pressure on the top near the trailing edge. However, the pressure difference at locations $\zeta=2.5$ and 3.0 is not significant due to the presence of separated vortex (Fig.3.10, $t^*=0.9$). A second peak in the downforce occurs which results in thrust during early periods of pronation.

3.3.3.5 Lift and Thrust production

Instantaneous variations of lift and thrust coefficients (normalized based on the flapping velocity and planform area) are shown in Fig.3.11. During the first half of the downstroke, the lift increases due to the formation of the LEV and reaches a maximum value of 2.5 at time 0.2. This value is around three times higher than the maximum coefficient of lift, 0.75, of a two-dimensional thin plate under steady state condition. The thrust production is positive during most of the downstroke except during the rotation at the end of the downstroke. The contribution from the pressure forces is dominant and the torsional angle determines the ratio of thrust to lift force produced by the LEV. During the upstroke, a low pressure region forms on the bottom surface leading to a negative lift force, but the magnitude is less than that during the downstroke due to the lower angle of attack. The thrust production is positive during most of the upstroke with two peaks obtained at $t^*=0.75$ and at $t^*=0.95$. The average coefficients of lift and thrust are 0.59 and 0.33, respectively. For a typical semi-wingspan $R=7.5\text{cm}$, the lift produced can support 394 grams and the thrust force generated is 1.08 N.

3.3.3.6 Power requirement and propulsive efficiency

The power required for flapping ($P_x$) and rotation ($P_\zeta$) are computed based on the torque generated by the fluid forces and angular velocity of the wing:
\[ T = \int r \times (p + \tau) \, ds; \]
\[ \rho = T \Omega \tag{3.5} \]

where \( r \) is the radius from the axis, \( p \) is the pressure, \( \tau \) is the shear stress and \( \Omega \) is the angular velocity of the wing. The power required for acceleration of the wing is neglected as the typical mass of membrane flapping wings is small. The instantaneous variation of power requirement (normalized based on fluid density, tip velocity and chord length, \( \rho U_i^3 C^2 \)) shown in Fig.3.16, follows a similar trend as that of lift and thrust. A peak in power requirement for flapping of around 5 occurs at \( t^* = 0.2 \) during the downstroke, which corresponds to the formation of the LEV. The power required during the upstroke is much lower than that during the downstroke due to lower force production. The power requirement for rotation reaches a maximum value of 2 during the middle of rotation. The average power required for flapping and rotation are 1.37 and 0.23, respectively, and the propulsive efficiency (Eq. 6) is 19.59%. The present simulation shows that flapping flight is capable of supporting the weight of MAVs and produces a propulsive thrust force.

\[ \eta_{\text{prop}} = \frac{F_{\text{prop}} U_{\infty}}{P} \tag{3.6} \]

### 3.3.4 Effect of rotation timing

The rotation at the end of translation changes the angle of attack and introduces vorticity \( \omega_z \) of magnitude twice that of its angular velocity \( \Omega_z \). The lift and thrust variation for three different rotation kinematics (Cases A, B and C) are shown in Fig.3.17. Figure 3.18 shows the isosurface of vorticity \( \omega_z \) for all rotation timings during the middle of supination. During supination (rotation at the end of downstroke), the change in angle of attack and the introduction of negative vorticity extends the LEV from the middle of the wing to the base, which results in a second peak in lift. The strength of the vortex formed and the magnitude of lift depend on the timing of rotation, in other words on the flapping velocity, which affects the effective angle of attack. A stronger vortex near the base for advanced rotation and a smaller vortex for symmetric rotation are observed as shown in Fig.3.18. For delayed rotation, the vortex formation is insignificant. In the case of advanced rotation, the flapping velocity (ref Fig.3.9) is in the positive
direction which enhances the change in angle of attack and hence results in a stronger vortex and high lift. On the other hand, in delayed rotation the flapping velocity is in the opposite (down) direction which counteracts the change in angle of attack resulting in no vortex formation and a small peak in lift. A similar variation in lift occurs during pronation at the end of the upstroke.

Table 3.3 Average value of lift and thrust, and propulsive efficiency

<table>
<thead>
<tr>
<th>Cases</th>
<th>$C_L$</th>
<th>$C_T$</th>
<th>Power Flapping</th>
<th>Power Rotation</th>
<th>Propulsive Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.58</td>
<td>0.36</td>
<td>1.65</td>
<td>0.32</td>
<td>17.36</td>
</tr>
<tr>
<td>B</td>
<td>0.59</td>
<td>0.33</td>
<td>1.37</td>
<td>0.23</td>
<td>19.59</td>
</tr>
<tr>
<td>C</td>
<td>0.54</td>
<td>0.23</td>
<td>1.18</td>
<td>0.17</td>
<td>16.19</td>
</tr>
<tr>
<td>D</td>
<td>0.59</td>
<td>0.33</td>
<td>1.37</td>
<td>0.25</td>
<td>19.35</td>
</tr>
<tr>
<td>E</td>
<td>0.52</td>
<td>0.37</td>
<td>1.59</td>
<td>0.21</td>
<td>19.53</td>
</tr>
<tr>
<td>F</td>
<td>0.57</td>
<td>0.28</td>
<td>1.17</td>
<td>0.36</td>
<td>17.39</td>
</tr>
<tr>
<td>G</td>
<td>0.45</td>
<td>0.30</td>
<td>1.98</td>
<td>0.08</td>
<td>13.83</td>
</tr>
</tbody>
</table>

The thrust production during upstroke and downstroke is high for advanced rotation as it facilitates the formation of the LEV earlier, which results in high average values of thrust (Table 3.3). The delayed rotation results in lower thrust ($C_{Tavg} = 0.23$) as it affects thrust production during translation and also results in significant drag during both supination and pronation. The symmetric rotation produces slightly lower thrust and higher lift than advanced rotation. However, symmetric rotation has better propulsive efficiency due to the lower power requirement for flapping and rotation. Delayed rotation has low propulsive efficiency which is undesirable for steady flight. Despite the differences in propulsive efficiency, different combination of rotation timing could be used to achieve a required force. For example, to maximize lift production, advanced rotation for the downstroke and delayed rotation for the upstroke are preferable.

3.3.5 Effect of duration of rotation

In order to understand the effect of duration of rotation, a short rotation, $t^*=0.05$ (Case D) and a continuous sinusoidal rotation (Case E) are analyzed. The comparison of
lift and thrust variation for cases B, D and E is shown in Fig.3.19. The peak in lift obtained for the short duration is higher than that observed for case B, which is mainly due to the higher angular velocity. On the other hand, continuous rotation does not produce any separate peaks in lift, instead delaying the location of maximum peak in lift from time $t^*=0.23$ to $t^*=0.27$. In continuous rotation, the rotation introduces positive vorticity (reduces angle of attack) during the first half of the downstroke and introduces negative vorticity (increases angle of attack) during the second half of the downstroke. This change in angle of attack delays the formation of the LEV during the first half and enhances the vortex formation near the base during the second half. The variation of lift reflects this effect. A gradual increase in lift occurs till $t^*=0.27$ and a gradual drop in lift occurs during the second half of downstroke.

For case D, since the instantaneous value of lift is high only for a short duration, the average values of lift and thrust values remain unaffected. The thrust produced by continuous rotation ($C_{Tave}=0.37$) is higher than other cases, which is mainly due to positive thrust production throughout the flapping cycle. The propulsive efficiencies of all three cases are equal, which shows that any duration of rotation could be utilized to achieve a desired force requirement. Hence to achieve a higher thrust, a continuous rotation is preferable, while for higher lift a combination of shorter supination and longer pronation is preferable.

### 3.3.6 Effect of angle of attack

To analyze the effect of angle of attack on force production, additional simulations with higher and lower angles of attack than case E are carried out. The variation of lift and thrust for cases E to G are shown in Fig.3.20. The resultant force is almost perpendicular to the wing direction during the entire flapping cycle due to the strong contribution of pressure forces. The torsional angle/angle of attack determines the contribution of total force to thrust and lift. In the case of low angle of attack, the instantaneous thrust values are higher than the other two cases and of the same order as that of lift. While at a high angle of attack, the resultant force contributes mainly to lift. In addition, the location of maximum lift and the gradient of the lift profile changes for all three cases. Isosurface of vorticity for all three cases E-G during the middle of the
downstroke are shown in Fig.3.21. In the case of high angle of attack, the LEV extends up to the base at \( t^* = 0.25 \) and it separates completely from the wing during the second half of the downstroke. This results in sharp changes in lift and the maximum lift occurs early. In the case of low angle of attack, the LEV formation does not extend up to the base (Fig.3.21) during the early stages of the downstroke. During first half of the downstroke, the LEV formed near the tip contributes to lift, while the formation of LEV near the base contributes to lift during the second half of downstroke. Hence, the variation of lift is gradual and the location of maximum lift shifts to \( t^* = 0.35 \).

The average value of thrust is high for the moderate angle of attack case, while high lift is produced by the low angle of attack case. The low angle of attack produces high instantaneous values of thrust during the downstroke. However, due to the incomplete separation of the LEV at the end of the downstroke, it results in considerable drag during the initial stages of the upstroke. Figure 3.22 shows the pressure contours at location \( \zeta = 2.0 \) at time \( t^* = 0.55 \) for all three angles of attack. A strong vortex and low pressure region is present for the low angle of attack, while the strength of the vortex and the pressure difference across the surface is small for the other cases. The pressure difference in case of the low angle of attack results in high lift and drag till \( t^* = 0.6 \), which reduces the propulsive efficiency. The propulsive efficiency of case E is high, and the high angle of attack, case G results in low propulsive efficiency. Hence, in order to achieve high thrust production an optimum value of angle of attack which results in complete shedding of the LEV at the end of the downstroke is required. Further, if high lift force is required a combination of high angle of attack during the downstroke and a low angle of attack during the upstroke could be utilized.

### 3.4 Conclusion

The effect of rotation kinematics and angle of attack on forward flapping flight with an advance ratio of 0.5 is analyzed at a Reynolds number of 10,000. The flow structures obtained for all cases show the presence of a spiral Leading Edge Vortex (LEV) on the top surface during the downstroke. The LEV becomes unstable and separates during the middle of the downstroke despite the presence of spanwise flow along the core of the LEV. The negative spanwise flow created by the tip blocks the removal of vorticity from
the LEV, which leads to the subsequent separation of the LEV near the tip, leading to a drop in force production. The separation of the LEV results in the formation of a secondary vortex. However, the secondary vortex is not attached to the wing and hence no increase in lift is observed during the second half of the downstroke. The average lift force generated is enough to support the typical weight requirement of 100 to 200 grams, of Micro Air Vehicles (MAVs) and generates thrust with a propulsive efficiency of 20%.

Analysis of various kinematics shows that the formation and separation of the LEV and the instantaneous variation of forces depend strongly on kinematics. Analysis of different rotation kinematics shows that a stronger LEV forms near the base during advanced rotation and when rotation occurs over a small time duration. This formation of a stronger LEV leads to higher force production during supination and pronation and subsequently affects the average values of lift and thrust. For continuous rotation kinematics, thrust is produced throughout the flapping cycle resulting in high propulsive efficiency. Analysis of different angles of attack shows that the growth and the stability of the LEV depends strongly on the angle of attack. For a low angle of attack, the LEV stays attached longer and generates higher thrust during the downstroke. However the presence of the attached LEV affects thrust generation in the subsequent upstroke leading to a drop in the average thrust. Finally, among all the cases analyzed, continuous rotation with a moderate angle of attack performs better in terms of propulsive efficiency and thrust. At the same time, different combinations of rotation and/or angle of attack could be employed to achieve the desired force requirements for different flight conditions.
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Fig. 3.22 pressure contour at location $\zeta = 2.0$ at time $t^* = 0.55$ for cases E, F and G.
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Chapter 4: Effect of Reynolds number, tip shape and stroke deviation on Flapping Flight‡

Abstract

In the current study the effects of Reynolds number, tip shapes and stroke deviation on the performance of flapping flight are analyzed. Three Reynolds numbers, Re =100, 10,000, and 100,000 are evaluated. At Re=100, a single coherent Leading Edge Vortex (LEV) forms during the downstroke, while at the higher Reynolds numbers, a less coherent LEV forms, which sheds near the wing tip and convects downstream. At higher Reynolds numbers the location of the LEV remains close to the surface as it sheds and convects, which leads to high values of lift and thrust coefficients. At all Reynolds numbers, a strong spanwise flow of the order of the flapping velocity is observed along the core of the LEV, which contradicts previous observations of spanwise flow only at high Reynolds numbers. Analysis of three different tip shapes, straight, rounded, and tapered show that the tip vortex does not have a significant effect on the lift and thrust production. During the downstroke, a continuous LEV forms for the rounded tip, while a discontinuous vortex forms for straight and tapered tip shapes. However, the time of LEV separation and the location of the LEV at different phases of the flapping cycle are identical for all the tip shapes. Flapping flight with stroke deviation alters the force production significantly during the upstroke as it captures the LEV shed during the downstroke. It reduces the average value of lift coefficient for the case analyzed, while the thrust coefficient remains the same.

Nomenclature

$\vec{a}^i$ = Contravariant basis vectors

$C$ = Airfoil chord length

$C_l$ = Coefficient of lift

‡ This chapter is submitted to 39th AIAA Fluid Dynamics Conference on Nov 2008, and is currently under review.
\[ C_T = \text{Coefficient of thrust} \]
\[ f = \text{Frequency of flapping} \]
\[ f_0 = fD/U_\infty \text{. Non-dimensional frequency of cylinder} \]
\[ F_{x/y} = \text{Force acting on the wing; suffix x, y- direction} \]
\[ g^{ij} = \text{Contravariant metric tensor} \]
\[ \sqrt{g} = \text{Jacobian of the transformation} \]
\[ \sqrt{g} U^j = \text{Contravariant flux vector} \]
\[ \sqrt{g} U^j_g = \text{Contravariant flux due to grid movement} \]
\[ J = \text{Advance ratio; } U_\infty/U_f; \text{ Ratio of the flight velocity to the flapping velocity} \]
\[ p = \text{Pressure} \]
\[ P_{x/\zeta} = \text{Power required; suffix x- flapping and } \zeta \text{- rotation} \]
\[ R = \text{Semi-wingspan; distance from flapping axis to wing tip} \]
\[ \text{Re} = \text{Reynolds number; } U_fC/\nu \]
\[ \text{Re_t} = \text{Inverse of the turbulent viscosity} \]
\[ u_i = \text{Cartesian velocity vector} \]
\[ u^g_i = \text{Cartesian Grid velocity vector} \]
\[ U_\infty = \text{Free stream velocity; Forward flight velocity} \]
\[ U_f = \text{Flapping velocity; } 2\Phi R \]
\[ \tilde{x} = \text{Physical space coordinate} \]
\[ \tilde{\zeta} = \text{Computational space coordinate} \]
\[ \alpha_{u/d/\text{eff}} = \text{Angle of attack; suffix u-upstroke, d-downstroke, and eff-effective} \]
\[ \beta = \text{Stroke plane angle} \]
\[ \eta_{\text{prop}} = \text{Propulsive efficiency} \]
\[ \phi = \text{Flapping amplitude} \]
\[ \Phi = \text{Total flapping amplitude (max to min)} \]
\[ \nu = \text{Kinematic viscosity} \]
\[ \rho = \text{Torsional angle} \]
\[ \tau = \text{Shear stress on the surface of the wing} \]
\[ \omega_\zeta = \text{vorticity; suffix} - \zeta \text{ component} \]
\[ \Omega_\zeta = \text{Angular velocity of the wing; suffix} - \zeta \text{ component} \]

4.1 Introduction

Small birds and insects whose flight regime coincides with that of Micro Air Vehicles (MAVs) use flapping wings to provide both lift and thrust to overcome the deteriorating performance of fixed wings. They do this by taking advantage of unsteady flow mechanisms using complex wing kinematics. A number of unsteady aerodynamic mechanisms such as clap and fling[1], delayed stall[2,3], wake capturing[4], and, rotational circulation[4] have been proposed to explain the generation of lift in birds and insects. The clap and fling mechanism was proposed by Weis and Fogh[1] based on the flight of small wasps. This mechanism is used by small insects whose flight regime ranges from Reynolds number of 10-100. The main disadvantage of clap and fling mechanism is the mechanical damage caused to the wings. This and the fact that the mechanism loses its lift producing effectiveness at higher Reynolds number (Re>200) [5-7], clap and fling is only limited to very small insects and is not used by larger insects and birds.

The wing stroke of large insects and birds is divided into four kinematic portions: two translational phases (upstroke and downstroke) with high angles of attack, and two rotational phases (pronation and supination), where the wing rapidly rotates and reverses its direction. Figure 4.1 shows the critical kinematic parameters of flapping flight with their definitions given in Table 4.1. During the downstroke, air swirls around the leading edge and forms a Leading Edge Vortex (LEV). This LEV increases the bound vortex circulation and hence the lift. In a fixed airfoil, the formation of the LEV leads to dynamic stall within 3-4 chord lengths of travel. However in insects, the LEV is stable for the entire downstroke and during this period, the insect covers a distance of more than 8 chord lengths. The stability of the LEV which leads to delayed stall is responsible for the high lift production. While delayed stall explains the lift generated during the translational kinematics, rotational circulation and wake capture mechanisms are
proposed for the high lift produced during the rotational period. However, the validity of these models is unclear and some studies[8,9] have provided alternate reasoning for enhanced force production during the rotational period. The relative contribution of these mechanisms varies according to the kinematics of wing motion and flight conditions. However, since wing translation usually comprises a major part of the kinematics, the LEV dynamics is the most influential factor affecting overall lift and thrust generated by a flapping wing.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke plane</td>
<td>The plane defined by three points: wing base (B), and the wingtip at maximum (Tₜ) and minimum angular position (Tₜ吸入). During hovering, the stroke plane will be near horizontal and during forward flight, it will be vertical.</td>
</tr>
<tr>
<td>Stroke plane angle, β</td>
<td>Angle between the stroke plane and the horizontal plane. It ranges from 0° for hovering to 90° for forward flight.</td>
</tr>
<tr>
<td>Angle of attack, α</td>
<td>Angle between the wing direction (from trailing edge to leading edge) and the direction of motion.</td>
</tr>
<tr>
<td>Torsional angle, ρ</td>
<td>Angle between the wing direction and the direction perpendicular to stroke plane.</td>
</tr>
<tr>
<td>Flapping amplitude, ϕ</td>
<td>Angle between rotation axis of the wing and the plane perpendicular to the stroke plane.</td>
</tr>
<tr>
<td>Deviation angle, γ</td>
<td>The angle between the rotation axis of the wing and the stroke plane.</td>
</tr>
</tbody>
</table>

The stability of the LEV plays an important role in the superior performance of birds and insects. Many experimental studies evaluated the duration and stability criteria of the LEV. Dickinson and Gotz[2] analyzed the effect of angle of attack during the translation period on lift and drag production using a two dimensional wing model (Re =192). They found that the LEV was generated at an angle of attack above 13.5° due to impulsive movement and stayed attached for 2 chord lengths of travel. The presence of the LEV
resulted in an 80% increase in lift similar to that of detached vortex lift for a delta-wing aircraft. The shedding of the LEV led to the formation of a secondary vortex of opposite sign near the trailing edge correlating with a decrease in lift. Further, the study found that up to an angle of attack of 54°, the lift characteristics remain unaltered by the change of camber. Wang et al.[10] compared the results obtained from a 2D numerical simulation of a hovering fruit fly with 3D results from a dynamically scaled mechanical model (Re =75 to 115). They found that the numerical results matched well with 3D results for cases with a short downstroke length. In the case of hovering insects, the stroke length is only 3 to 5 chords, during which the LEV remains attached to the wing even for 2D cases. When the downstroke is longer than a typical stroke length, the 2D cases showed a phase difference with 3D results and resulted in lower lift coefficients.

Ellington[11] conducted flow visualization studies using a large mechanical model of hawkmoth, flapper (Re~4000). An intense LEV on the downstroke at all flight speeds (0.4 to 5.7 m/s) was observed. The LEV spiraled out towards the wingtip with high spanwise velocity comparable to the flapping velocity, which stabilized the vortex. The flow structure obtained was similar to the conical leading edge vortex found in delta-wings. They suggested that strong spanwise flow was created either by the pressure gradient, formed due to velocity gradient along the flapping wing, or by centrifugal acceleration in the boundary layer, or by the induced velocity field of the spiral vortex lines. Liu et al.[12] analyzed flapping flight of hovering hawkmoth at Re=3000 to 4000 using the finite volume method. The study showed the formation of the LEV during both upstroke and downstroke, which stayed attached to the wing during the entire translational and following rotational motions. The combined translation and rotation deformed the vortex, which led to shedding of the LEV at the start of the next translation motion. The spanwise flow, created due to spanwise pressure gradient stabilized the LEV till 70% of the span. During the second half of the downstroke, a secondary LEV is formed at 75% span, which is unstable and affected strongly by the presence of the tip vortex. The LEV formed during the upstroke was weak and attached closely to the leading edge. The study showed that the lift force was produced mainly during the entire downstroke and the later part of the upstroke.
Dickinson et al.[4] conducted flow visualization studies using a dynamically scaled version of a hovering fruit fly, *robotic fly* at $Re = 136$. They compared the force coefficients obtained by the robotic fly with a 2d model wing and found that the 3D model produced high average lift and thrust coefficients. Sane and Dickinson[13] later introduced different shape and magnitude of stroke deviation into simple kinematics and analyzed their effects on the aerodynamic performance. The results showed that the kinematics with stroke deviation resulted in lower lift, which might be utilized for maneuvering. The experimental investigation of Birch and Dickinson[14] provided contrasting proof for the stability of the LEV at low Reynolds number (100-250) relevant to small insect flights. They conducted experiments with fences and baffles on the top surface of the wing and showed that the LEV remains attached to the wing despite the absence of spanwise flow. They proposed that the downward velocity created by the tip vortices limits the growth and subsequent detachment of the LEV. Birch et al.[15] investigated flow structures and forces generated at low and high Reynolds number ($Re = 120$ and $1400$). In both cases, a stable LEV was present throughout the downstroke. At $Re = 1400$, they observed strong spanwise flow within the core of the LEV, with velocities 150% of the flapping velocity. The spanwise flow removed the vorticity into the wake and resulted in a spiral LEV similar to that observed by Ellington[11]. However at $Re = 120$, the spanwise flow was absent, which resulted in lower forces. Miller and Peskin[16] studied the effect of Reynolds number (8 to 128) on the formation of the LEV using the immersed boundary technique. At $Re < 32$, the LEV (negative pressure region) and trailing edge vortices (positive pressure region) remain attached, which resulted in lower lift. At $Re > 64$, they observed shedding of the trailing edge vortex during translation, which resulted in vortical asymmetry, leading to high lift production.

Tarascio et al.[17] conducted a flow-visualization experiment on a hovering flapping flight model at Reynolds number of the order of 8000. The flow field consisted of folded wakes formed by the strong starting vortex shed at the end of each half stroke during wing rotation. Due to the induced flow, the wakes were pushed downwards parallel to the flapping plane. The key finding of this study was that during translation, the top surface was covered by multiple vortices and the LEV was continually generated and shed into
the wake. This result is in contrast to previous studies[4,11], where a stable single LEV is present during translation. Further, they observed that the strength of the LEV increased along the span and identified separated flow at the outboard region of the wing.

Our previous analysis[18] of forward flapping flight at Re=10,000 and at advance ratio, $J=0.5$ showed the presence of a strong spanwise flow along the core of the LEV similar to that of the flow visualization studies conducted by Ellington[11]. In addition, our results showed that the LEV becomes unstable near the tip before mid-downstroke. We surmised that the primary reason is the presence of negative spanwise flow created by the tip vortex, which blocks or slows down the removal of vorticity from the LEV. This led to vorticity buildup near the tip and the subsequent instability of the LEV. Hence, analyzing flow patterns such as the spanwise flow, which in turn depends on Reynolds number and tip vortex are critical for evaluating the stability criteria for the LEV. In the present study, analysis of forward flapping flight is carried out by varying Reynolds number and tip shape. Further, previous analysis of stroke deviation for hovering flight[13] showed that it reduces lift production and could be used for steering. Hence, the present study also evaluates the effect of stroke deviation on the aerodynamic performance in forward flight. The resulting flow structures and the lift and thrust variations from the simulations are used to evaluate the effect of each parameter on aerodynamic performance.

4.2 Methodology

In the present study, a structured multiblock solver with a boundary fitted dynamic grid is employed. In this framework the grid deforms with the wing motion. The method of Large-Eddy Simulations (LES) is employed with a subgrid stress model to resolve the turbulence in the flow field at high Reynolds numbers. The governing equations for unsteady incompressible viscous flow on moving coordinate system consist of space, mass, and momentum conservation laws. The equations are mapped from physical $(x)$ to logical/computational space $(\xi)$ by a boundary conforming transformation $\tilde{x} = \tilde{x}(\xi)$, where $\tilde{x} = (x, y, z)$ and $\xi = (\xi, \eta, \zeta)$. The equations are non-dimensionalized by chord length $C$ and flapping velocity $U_f$ and written in conservative non-dimensional form as:
Space:
\[
\frac{\partial}{\partial t} (\sqrt{g}) - \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j \right) = 0 \tag{4.1}
\]

Mass:
\[
\frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j \right) = 0 \tag{4.2}
\]

Momentum
\[
\frac{\partial}{\partial t} (\sqrt{g} u^i_j) + \frac{\partial}{\partial \xi_j} \left( \left[ \sqrt{g} U^j - \sqrt{g} U^j \right] u_i \right) = -\frac{\partial}{\partial \xi_j} \left( \sqrt{g} (\bar{a}^j) p \right) + \frac{\partial}{\partial \xi_j} \left( \left( \frac{1}{Re} + \frac{1}{Re_t} \right) \sqrt{g} jk \frac{\partial u_i}{\partial \xi_k} \right) \tag{4.3}
\]

where \( \bar{a}^i \) are the contravariant basis vectors, \( \sqrt{g} \) is the Jacobian of the transformation, \( g^{ij} \) is the contravariant metric tensor, \( \sqrt{g} U^j = \sqrt{g} (\bar{a}^j) u_k \) is the contravariant flux vector, \( \sqrt{g} U^j_g = \sqrt{g} (\bar{a}^j) u_k^g \) is the contravariant flux vector due to grid velocity \( u^g \), \( u_i \) is the Cartesian velocity vector, and \( p \) is the pressure. In the above formulation, the grid velocity \( u^g \) is not computed explicitly. Instead, the grid contravariant flux vector is employed which is directly computed based on the Space Conservation Law (SCL[19,20]). The non-dimensional time used is \( t^* U_f / C \) and the Reynolds number is given by \( U_f C / \nu \). \( Re_t \) is the inverse of the subgrid eddy-viscosity which is modeled as
\[
\frac{1}{Re_t} = C_s \left( \sqrt{g} \right)^{2/3} |\bar{S}| \tag{4.4}
\]
where \( |\bar{S}| \) is the magnitude of the strain rate tensor given by \( |\bar{S}| = \sqrt{2 S_{ik} S_{ik}} \) and the Smagorinsky constant \( C_s \) is obtained via the dynamic subgrid stress model (Germano et al.[21]).
The equations are formulated in a finite-volume framework using a fractional-step algorithm for time advancement. Second-order central differences are used for the convective and viscous terms and a combination of an explicit Adams-Bashforth and implicit Crank-Nicolson discretizations are used for time advancement. During the start of each time step, the wing is moved based on the prescribed kinematics, keeping the external boundaries of the computational domain fixed. The resulting grid movement is carried out at each time step by a combination of a spring analogy and Trans-Finite Interpolation (TFI) on displacements[19,20]. The Space Conservation Law (SCL) (Eqn. 1) is used to calculate the grid contravariant fluxes [19,20] which are used in the momentum equations to account for grid movement.

4.3 Results

The focus of the current study is to evaluate the critical flow structures responsible for the stability of the LEV in flapping flights. For evaluating the effect of the Reynolds number, three Reynolds numbers Re =100, 10,000, and 100,000 are analyzed (Table 4.2). For evaluating the effect of tip vortex, wings with three different tip shapes straight, rounded, and tapered (Cases A,D,E) are analyzed at Re=10,000. Finally, a sinusoidal stroke deviation angle is introduced to evaluate its effects on thrust and lift production. All the simulations are carried out for forward flapping flight with advance ratio $J=0.5$.

4.3.1 Wing Configuration and Kinematics

A rectangular wing with aspect ratio of 4 from base to tip as shown in Fig.4.2a is used for most of the analysis. The pitching axis is placed at one fourth of chord length from the leading edge. The coordinate (x,y,z) is used for the fixed frame, where the y-z plane represents the stroke plane (Fig.4.1). The coordinates ($\xi, \eta, \zeta$) are used for the moving frame fixed with the wing, where $\xi$ is along the chordwise direction, $\eta$ is perpendicular to the wing, and $\zeta$ is along the spanwise direction (Fig.4.2a). For kinematics, a sinusoidal variation of flapping angle and torsional angle as shown in Fig.4.2b is provided. For stroke deviation, a sinusoidal stroke deviation with amplitude 10° is provided. The selection of the kinematics is based on our previous analysis on the effect of rotation kinematics[18,22], which showed that the continuous rotation results in high thrust. The
movement of the wing tip for the prescribed kinematics is shown in Fig.4.3a. During the start of the translation, the angle of attack is close to 90° and it drops during the first half to its lowest value and increases to the initial value during the second half of the translation. The angle of attack during the mid-downstroke is 75° and during the mid-upstroke it is 45°. A lower value of angle of attack during the upstroke is used to reduce the downward force. The effective angle of attack depends on the flapping velocity, the free stream velocity and the prescribed angle of attack ($\alpha_u, \alpha_d$) as shown in Fig.4.3b. Due to variation in the flapping velocity ($U_f$), the effective angle of attack also varies along the span with a maximum value being at the tip. The other kinematic parameters used are the stroke amplitude, 60° ($\pm 30°$) and the stroke plane angle, $\beta=90°$.

4.3.2 Computational Grid

The grid is made of 60 blocks with approximately 6.5 million cells is used for Re =100 and 10,000. The flow domain is defined from 10 chord lengths upstream of the leading edge and extends 15 chord lengths downstream from the trailing edge. In the direction normal to the wing, the flow domain extends 10 chord lengths on either side and in the spanwise direction from the tip. Constant velocity boundary condition is applied at all inlet faces and an outflow boundary condition is specified at the downstream boundary. The symmetry condition is applied along the flapping axis at the base of the wing. For Re =10,000 and less, the wing is resolved using 80x40 grid points and 80 grid points are used perpendicular to the wing as shown in Fig.4.4. A grid refinement study is carried out by increasing the number of points along the perpendicular direction from 80 to 120. The comparison of instantaneous lift and thrust forces show no perceptible change and the mean values of lift and thrust differ by less than 1%. More validation studies such as forced oscillation of a cylinder and a heaving airfoil related to the dynamic mesh capability of the solver is available in our previous studies[23,24]. In the case of a heaving airfoil, the analysis was carried out at different plunging velocities to obtain different wake structures, which showed good comparison with Lai et al.[25]. In addition, the values of thrust and propulsive efficiency were in good agreement with the experiments of Heathcote et al.[26]. Further, an analysis of hovering fruitfly was also
carried out[22] and reasonable agreement with the experimental results of Sane and Dickinson[13] were obtained.

For Re=100,000, the wing is resolved with 80x40 grid points and 120 grid points are used along the perpendicular direction. The results obtained with this grid showed small oscillations in the instantaneous variation of lift and thrust coefficients. Hence, the wing surface is refined to 100x50 points, which removed the oscillations in the lift and thrust profile. The comparison of lift and thrust variation between these grids are shown in Fig.4.5. The difference in instantaneous values and mean values of thrust and lift are less than 1%. Hence, the fine grid with approximately 13.5 million cells is used for Re =100,000 simulation.

4.3.3 Flow structure

Before discussing the effect of Reynolds number, the flow structures at various phases of flapping flight for Re = 10,000 are analyzed. The isosurface of vorticity along the spanwise direction in the wing reference frame $\omega_\zeta$, at different times is given in Fig.4.6. The isosurfaces show the formation of LEV (negative vorticity) and its subsequent separation during the downstroke. At $t^* = 0.1$, a spiral LEV with size gradually increasing from base to tip forms and it is attached on the top surface of the wing. The size of the LEV grows with time until its separation. At $t^*=0.2$, the spiral LEV is the strongest which results in a peak in lift (Figure.4.8 shows the instantaneous lift and thrust profile for all Reynolds numbers). The pressure contour and streamlines in the chordwise plane, $\zeta=3$ at different times in Fig.4.7 show detailed slices of LEV evolution and separation. The LEV starts to lift away from the wing as early as $t^*$ of 0.1 and its separation leads to the formation of multiple secondary LEVs. The secondary LEVs also lift away from the surface of the wing and the pressure contours show the detachment of the LEV (low pressure region) and increase in pressure on the surface of the wing by the entrainment of freestream fluid. The isosurface of the vorticity shows that the LEV near the base is attached for most of the downstroke whereas the LEV near the tip sheds and completely dissipates into the flow during the end of the downstroke ($t^*=0.4$ to 0.5). The vorticity contours also show the growth of a Trailing Edge Vortex (TEV) during the
downstroke with its maximum size near the tip. The TEVs are also shed at the end of downstroke ($t^*=0.4$ to $0.5$) and dissipate into the flow.

The behavior of flow during the upstroke is similar to that during the downstroke. During the upstroke, the angle of attack is low and the effective angle of attack is negative only for a small portion of the wing near the tip. Hence there is no clear formation of the LEV on the bottom surface and the vorticity contours (Fig.4.6) show only a small positive vortex attached near the tip. The streamlines and pressure contours, Fig.4.7, show no apparent vortex formation at locations $\zeta=3.0$. At around $t^*=0.8$, a small low pressure region and presence of multiple small LEVs are observed. This low pressure region results in a peak in negative lift and also generates thrust. These LEVs become unstable and shed during the end of the upstroke.

### Table 4.2 Parameters for different case and the average values of lift and thrust

<table>
<thead>
<tr>
<th>Cases</th>
<th>Re</th>
<th>Tip shape</th>
<th>Stoke deviation</th>
<th>$C_T$</th>
<th>$C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case-A</td>
<td>10000</td>
<td>Rectangle</td>
<td>No</td>
<td>0.37</td>
<td>0.56</td>
</tr>
<tr>
<td>Case-B</td>
<td>100</td>
<td>Rectangle</td>
<td>No</td>
<td>0.19</td>
<td>0.46</td>
</tr>
<tr>
<td>Case-C</td>
<td>100000</td>
<td>Rectangle</td>
<td>No</td>
<td>0.37</td>
<td>0.57</td>
</tr>
<tr>
<td>Case-D</td>
<td>10000</td>
<td>Rounded</td>
<td>No</td>
<td>0.33</td>
<td>0.54</td>
</tr>
<tr>
<td>Case-E</td>
<td>10000</td>
<td>Tapered</td>
<td>No</td>
<td>0.32</td>
<td>0.56</td>
</tr>
<tr>
<td>Case-F</td>
<td>10000</td>
<td>Rectangle</td>
<td>Yes</td>
<td>0.37</td>
<td>0.44</td>
</tr>
</tbody>
</table>

4.3.4 Effect of Reynolds number

The stability of the LEV depends strongly on the flow structures such as the spanwise flow created along the core of the LEV and the tip vortex. Previous studies proposed different phenomena for the stability of LEV at different Reynolds numbers. In order to evaluate the effect of Reynolds number, the present study analyzes the forward flapping flight at three Reynolds numbers. The comparison of instantaneous lift and thrust coefficient for different Reynolds numbers is shown in Fig.4.8. The variation of lift and thrust coefficients, in particular locations of maximum values of lift and thrust are
identical for all three Reynolds numbers. However, the peak values obtained for Re =100 are lower than the higher Reynolds numbers. This leads to low average value of thrust and lift for Re =100 (Table 4.2). There is no difference between the average values of lift and thrust between Re=10,000 and Re=100,000. The isosurface contours of vorticity along the spanwise direction for all three cases at t*=0.25 are shown in Fig.4.9. At Re=100, a coherent LEV is observed and it is attached along the leading edge. Also a coherent attached TEV is observed. At higher Reynolds numbers, the LEV is less coherent and it is only attached near the base of the wing. The LEV separates from the leading edge near the tip and the formation of secondary LEVs are observed. The other critical difference between Re=100 and the higher Reynolds numbers is the location of the LEV from the surface of the wing. At Re=100, the core of the LEV is located far from the wing surface, whereas at higher Reynolds numbers the LEV is closer to the wing surface.

The pressure contours along the chordwise section at locations $\zeta=3.0$ are shown in Fig.4.7, Fig.4.10 and Fig.4.11, for Re=10,000, 100 and 100,000 respectively. For Re=100, a single LEV forms during the downstroke as shown in Fig.4.10 from t*=0.15 to t*=0.35 and it is attached to the leading edge during most of the downstroke. However, the core of the LEV lifts away from the wing and the location of minimum pressure is well above the surface of the wing. For higher Reynolds numbers (Fig.4.7 and Fig.4.11), the LEV separates from the tip and secondary LEVs form during the second half of the downstroke. In addition, the separated LEV moves downstream close to the surface of the wing as shown in Fig.4.7 and Fig.4.11 at t*=0.15 and at t*=0.25. This moves the location of the minimum pressure closer to the wing surface and creates a low pressure throughout the upper surface of the wing. This generates high values of lift and thrust coefficients and results in high average values. During the upstroke, a similar variation in the LEV structure is observed between the Reynolds numbers. For Re=100, a small coherent LEV forms around mid-upstroke and its center moves away from the surface. At higher Reynolds numbers, the LEV and low pressure region slides along the surface of the wing as seen in Fig.4.7 and Fig.4.11 at t*=0.75 and at t*=0.85.
One of the significant differences reported in previous studies\cite{14,15} is the absence of spanwise flow along the core of the LEV at low Reynolds numbers. However, our results show that a strong positive spanwise flow of the order of flapping velocity exists along the core of the LEV at all Reynolds numbers as shown in Fig.4.12. The results also show that the strength of the spanwise flow increases with Reynolds number.

The primary impact of Reynolds number is that at high Reynolds numbers the LEV separates near the tip which leads to the formation of secondary LEVs. Further, the separated LEV moves along the surface of the wing causing a low pressure region on the entire top surface. This results in high instantaneous lift and thrust coefficients at higher Reynolds numbers. No significant difference is observed between Re=10,000 and Re=100,000.

### 4.3.5 Effect of tip shapes

In order to evaluate the effect of tip vortex on the LEV structure, three different tip shapes as shown in Fig.4.13 are analyzed at Re=10,000 and at an advance ratio, $J=0.5$. The comparison of lift and thrust profiles for all three cases are shown in Fig.4.14 and the average values are listed in Table 4.2. The variation of lift and thrust is similar for all three tip shapes with only small differences during the start of the upstroke. The location of maximum values of thrust and lift coefficients are identical for all three shapes, and they do not vary significantly. In order to understand the effect of tip shapes, coherent vortex structures obtained based on the method of Chong et al.\cite{27}, during the downstroke are analyzed in Fig.4.15. At $t^*=0.1$, a continuous vortex along the leading edge and tip is observed for the rounded tip wing, while a discontinuous vortex is observed for straight and tapered wing. We surmised that the rounded edge will enhance the stability of the LEV by providing a way for the removal of vorticity from the LEV with the formation of a continuous vortex. However, the coherent vortex structures at $t^*=0.2$ show that the LEV separates from the wing and the location of the separated LEV is identical for all tip shapes as shown in Fig.4.15. A small coherent vortex structure, which corresponds to the formation of secondary LEVs, is observed along the leading edge for all three cases. At $t^*=0.3$, the separated LEV moves further away from the
surface and the location is identical for all three cases. The results from this analysis show that the tip shape has very little impact on the stability of the LEV for the cases simulated.

4.3.6 Effect of stroke deviation

In order to analyze the effect of stroke deviation, a sinusoidal variation of stroke deviation angle with the same frequency as that of the flapping angle (Fig.4.2b) is applied to the kinematics. The wing tip covers a circular motion for this case as shown in Fig.4.16. Comparison of lift and thrust coefficients between the case A using kinematics without stroke deviation and case F using kinematics with stroke deviation is shown in Fig.4.17. During the downstroke, the lift and thrust coefficients variation is identical between the two cases including the peak values and the timing of peak values. However, there are significant differences observed during the upstroke. In the case of stroke deviation, two peaks in thrust and lift coefficients are observed. The first peak in thrust and lift (down force) occurs during the early stage of the upstroke at around $t^*=0.6$ and the second peak occurs at around $t^*=0.85$. The magnitude of the second peak is lower than that obtained for no stroke deviation at $t^*=0.85$. The average value of lift coefficient obtained with stroke deviation is lower than that with no stroke deviation due to the additional peak in downforce obtained during the upstroke. The average value of thrust is the same for both cases.

The instantaneous pressure contours along the chordwise section at $\zeta=3$ at different times is shown in Fig.4.7 and Fig.4.18 for the case A and case F, respectively. During the downstroke, the formation and separation of the LEV is similar for both cases. At $t^*=0.2$ the LEV starts to move downstream and lifts away from the surface. The pressure contour shows strong negative pressure at the center of the LEV for case F. During the upstroke, the kinematics with stroke deviation encounters the LEV shed during the downstroke. This creates a low pressure region on the entire bottom surface of the wing as seen at $t^*=0.65$ and $t^*=0.75$ of Fig.4.18. In contrast, in the case of no stroke deviation, the low pressure region forms only near the leading edge. This explains the peak of negative lift and thrust produced at $t^*=0.65$ for case F. During the second half of the
upstroke, the pressure contours show the formation of a weak low pressure region for case F, which leads to the small second peak in negative lift and thrust coefficients at $t^*=0.85$. The results show that introduction of stroke deviation alters the flow structure, in particular during the upstroke by capturing the vortex shed during the downstroke.

4.4 Conclusions

The effects of Reynolds number, tip shape and stroke deviation on flapping flight performance are analyzed. For the effect of Reynolds number, three different cases, $Re=100$, 10,000, and 100,000 are analyzed. At $Re=100$, a coherent Leading Edge Vortex (LEV) forms and stays attached to the leading edge during most of the downstroke. At higher Reynolds numbers, the LEV sheds near the tip during the mid-downstroke and convects downstream causing a low pressure region on the entire upper surface of the wing, which generates high values of thrust and lift. In addition, secondary LEVs form during the second half of the downstroke. Comparison of lift and thrust coefficients show that the trends are similar for all Reynolds numbers in the location of peak values and the variation of force coefficients. However, instantaneous values obtained for $Re=100$ are lower and result in lower average coefficients of lift and thrust. There is no difference in average values between $Re=10,000$ and $Re=100,000$. Another critical finding of the study is that a strong spanwise flow of the order of flapping velocity along the core of the LEV is observed at $Re=100$. This is in contrast to previous studies, which observed spanwise flow only at high Reynolds numbers.

Analysis of different tip shapes, straight, rounded, and tapered show that the lift and thrust production are not very sensitive to the tip shape. The timing of separation of the LEV and the location of separated LEV is identical for all three tip shapes signifying little or no impact of the tip vortex on flapping flight performance. The introduction of stroke deviation to the kinematics makes a significant difference in instantaneous lift and thrust production during the upstroke. The stroke deviation generates high negative lift and thrust during the start of the upstroke, as the LEV shed during the downstroke interacts with the wing. This lowers the average value of lift, while the average thrust value remains the same.
4.5 Figures

Fig. 4.1 Kinematic parameters
Fig. 4.2 (a) Rectangular wing configuration. (b) Variation of flapping and torsional angle; shaded region represents downstroke.
During Downstroke

$$\theta = \tan^{-1}\left(\frac{U_f}{U_\infty}\right) = \tan^{-1}\left[\frac{1}{J}\right]$$

$$\alpha_{\text{eff}} = \theta - \rho = \theta + \alpha_d - 90^\circ$$

Fig. 4.3 (a) wing positions at different times, (b) Effective angle of attack during downstroke
Fig. 4.4 Grid distribution (a) wing (b) spanwise plane (c) chordwise plane (every other grid line is shown for b and c)

Fig. 4.5 Comparison of lift and drag coefficients for different grid size

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Flapping Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lift</td>
<td>0.5684 0.5679</td>
</tr>
<tr>
<td>Thrust</td>
<td>0.3746 0.3757</td>
</tr>
</tbody>
</table>

Avg Values

<table>
<thead>
<tr>
<th>Coarse</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lift</td>
<td>0.5684</td>
</tr>
<tr>
<td>Thrust</td>
<td>0.3746</td>
</tr>
</tbody>
</table>
Fig.4.6 Isosurface contours of vorticity along the spanwise direction at various times for Re=10,000 (case A)
Fig. 4.7 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for $Re = 10,000$ (Case A)
Fig. 4.8 Comparison of thrust and lift coefficient for three different Reynolds numbers
Fig. 4.9 Isosurface vorticity contours at $t^* = 0.25$ for three different Reynolds numbers (isosurface levels $+5, -5$ for $Re = 100$, $+20, -20$ for $Re = 10,000$ and $+35, -35$ for $Re = 100,000$)
Fig. 4.10 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for $Re = 100$
Fig. 4.11 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for $Re = 100,000$
Fig. 4.12 Spanwise flow along the LEV core for all Reynolds number cases

Fig. 4.13 Wing tip shapes used to study the effect of tip vortex
Fig. 4.14 Comparison of thrust and lift coefficients for different wing shapes
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Fig. 4.15 Coherent structures at different times during the downstroke for wing shapes a) Straight b) Rounded edge c) Tapered Edge
Fig. 4.16 Movement of wing tip for stoke deviation case F
Fig. 4.17 Comparison of thrust and lift between no stroke deviation (case A) and stroke deviation (case F)
Fig. 4.18 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for stoke deviation case
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Chapter 5: Effect of Wing Flexibility on Lift and Thrust Production in Flapping Flight

Abstract

In bird and insect flight, wing morphing plays a critical role in improving their aerodynamic performance. The wing deformation is produced by neuromuscular control and/or by aeroelasticity effects. The focus of the current study is evaluating the effects of wing deformation by using a linear elastic membrane model. Different membrane pre-stresses are investigated to give a desired camber in response to the aerodynamic pressure. All simulations are carried out at Re=10,000 for a forward flight with advance ratio of 0.5. The results show that the camber introduced by a flexible wing increases the thrust and lift production considerably. Analysis of flow structure reveal that for flexible wings, the leading edge vortex stays attached on the top surface of the wing and glides along the camber and covers a major part of the wing, which results in high force production. On the other hand, for rigid wings the leading edge vortex lifts off from the surface resulting in low force production. Further, introduction of camber increases the force component contributing to thrust leading to high thrust to lift ratio. A 40% increase in thrust is observed for the low-pre-stress case which results in a camber of thickness 0.25 chord. However, for the low pre-stress case, the wing deformation is highly non uniform. Hence to improve the uniformity of cambering, analyses with different pre-stresses along the chordwise and spanwise directions are carried out. The results show that the wing with a high spanwise pre-stress and low chordwise pre-stress offers better aerodynamic performance, both in terms of force production and uniform cambering.

Nomenclature

$\bar{a}^i$ = Contravariant basis vectors
$C$ = Airfoil chord length
$C_L$ = Coefficient of lift

‡ This chapter is submitted to AIAA Journal on Jun 2008, and is currently under review.
\[ C_T = \text{Coefficient of thrust} \]
\[ f = \text{Frequency of flapping} \]
\[ f_0 = fD/U_\infty \text{. Non-dimensional frequency of cylinder} \]
\[ F_{x/y} = \text{Force acting on the wing; suffix x, y- direction} \]
\[ g^{ij} = \text{Contravariant metric tensor} \]
\[ \sqrt{g} = \text{Jacobian of the transformation} \]
\[ \sqrt{g}U^i_j = \text{Contravariant flux vector} \]
\[ \sqrt{g}U^i_j g = \text{Contravariant flux due to grid movement} \]
\[ h = \text{wing thickness} \]
\[ J = \text{Advance ratio; } U_\infty / U_f; \text{ Ratio of the flight velocity to the flapping velocity} \]
\[ N_\xi = \text{pre-stress along the chord} \]
\[ N_\zeta = \text{pre-stress along the span} \]
\[ N_{\xi \zeta} = \text{pre-stress in shear} \]
\[ p = \text{Pressure} \]
\[ P_{x/\zeta} = \text{Power required; suffix x- flapping and } \zeta \text{- rotation} \]
\[ R = \text{Semi-wingspan; distance from flapping axis to wing tip} \]
\[ \text{Re} = \text{Reynolds number; } U_fC/\nu \]
\[ \text{Re}_t = \text{Inverse of the turbulent viscosity} \]
\[ u_i = \text{Cartesian velocity vector} \]
\[ u^g_i = \text{Cartesian Grid velocity vector} \]
\[ U_\infty = \text{Free stream velocity; Forward flight velocity} \]
\[ U_f = \text{Flapping velocity; } 2\Phi fR \]
\[ w = \text{Out of plane deformation} \]
\[ \ddot{x} = \text{Physical space coordinate} \]
\[ \ddot{\xi} = \text{Computational space coordinate} \]
\[ \alpha_{u/d/\text{eff}} = \text{Angle of attack; suffix u-upstroke, d-downstroke, and eff-effective} \]
\[ \beta = \text{Stroke plane angle} \]
\[ \eta_{\text{prop}} = \text{Propulsive efficiency} \]
\[ \phi = \text{Flapping amplitude} \]
\[ \Phi = \text{Total flapping amplitude (max to min)} \]
\[ \nu = \text{Kinematic viscosity} \]
\[ \rho = \text{Torsional angle} \]
\[ \rho_a = \text{density of air} \]
\[ \rho_w = \text{density of wing} \]
\[ \tau = \text{Shear stress on the surface of the wing} \]
\[ \omega_\zeta = \text{vorticity; suffix – } \zeta \text{ component} \]
\[ \Omega_\zeta = \text{Angular velocity of the wing; suffix – } \zeta \text{ component} \]

5.1 Introduction

Flapping flight utilizes unsteady aerodynamic mechanisms to generate thrust and lift effectively at low Reynolds number regime, where the performance of conventional fixed wing airfoils is limited. This merit of the flapping flight is highly suitable for Micro Air Vehicles (MAVs), which by requirement are compact with dimensions less than 15-20 cm and flight speeds of around 10-15 m/s with gross takeoff weights of 200g or less and operates in the low Reynolds number \(10^4-10^5\) regime. At these low Reynolds numbers, the aerodynamic efficiency (lift to drag ratio) of conventional fixed airfoils deteriorates rapidly[1]. The chief reason for the deterioration in performance is that at low Reynolds numbers, the boundary layer remains laminar downstream of the location of minimum pressure on the airfoil making it very susceptible to flow separation as the angle of attack increases resulting in an early onset of stall (Carmichael[2]). In addition, for low aspect ratio wings, the tip vortex covers a major part of the wing and the aerodynamic performance is affected greatly by the shedding of the tip vortices (Pelletier et al.[3]). On the other hand, birds and insects whose flight regime coincides with that of MAVs use flapping flexible wings to overcome the disadvantages of steady aerodynamics. They do this by taking advantage of complex wing kinematics evolved over millions of years. The kinematics involved in normal flapping flight is divided into two translation motions corresponding to up and down strokes and two rotational motions (pronation and supination) corresponding to stroke reversals. Pronation is done before the downstroke.
and supination is done before the upstroke. Figure 5.1 shows the critical kinematic parameters of flapping flight with their definitions given in Table 5.1.

Table 5.1 Kinematic parameters and non-dimensional numbers for flapping flight

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke plane</td>
<td>The plane defined by three points: wing base (B), and the wingtip at maximum (T_T) and minimum angular position (T_B). During hovering, the stroke plane will be near horizontal and during forward flight, it will be vertical.</td>
</tr>
<tr>
<td>Stroke plane angle, β</td>
<td>Angle between the stroke plane and the horizontal plane. It ranges from 0° for hovering to 90° for forward flight.</td>
</tr>
<tr>
<td>Angle of attack, α</td>
<td>Angle between the wing direction (from trailing edge to leading edge) and the direction of motion.</td>
</tr>
<tr>
<td>Torsional angle, ρ</td>
<td>Angle between the wing direction and the direction perpendicular to stroke plane.</td>
</tr>
<tr>
<td>Flapping amplitude, φ</td>
<td>Angle between the leading edge of the wing and the horizontal plane.</td>
</tr>
</tbody>
</table>

In addition to simple kinematics, birds and insects employ large-scale morphing of their wing geometries to improve the aerodynamic efficiency. The geometric variation comes through neuromuscular control and/or due to aeroelasticity of flexible wings. Wang et al. [4] measured the kinematics of dragonfly flight for forward and maneuvering flight conditions. Their results showed that the camber varies significantly from -0.1 to 0.12 due to wing flexibility during a flapping cycle. They also conducted flow analysis of a 2D dragonfly model with and without camber variation and showed that camber significantly affects the lift production. The study on hovering of a hummingbird by Warrick et al. [5] showed the importance of camber on lift generation. Despite the kinematic symmetry of upstroke and downstroke, the humming bird generates 75% of lift during the downstroke due to a positive camber and generates only 25% of lift during the upstroke as it does not reverse the camber (into negative). Liu et al. [4] measured the wing geometry and kinematics of seagull, merganster, teal and owl and they observed
that the wing sections are highly cambered (0.085\textit{C}) and are similar to low Reynolds number airfoils S1223.

5.1.1 Unsteady Aerodynamics of Flapping Flight

A number of unsteady aerodynamic mechanisms such as clap and fling\cite{6}, delayed stall\cite{7,8}, wake capturing\cite{9}, and, rotational circulation\cite{9} have been proposed to explain the generation of lift in birds and insects. Among these, the delayed stall mechanism involves the formation of a steady Leading Edge Vortex (LEV) and is the primary mechanism used by most birds and insects for production of lift and thrust during the translational period. During the downstroke, air swirls around the leading edge and forms a LEV. This LEV increases the bound vortex circulation and hence the lift. In a fixed airfoil, the formation of LEV leads to dynamic stall within 3-4 chord lengths of travel. However in insects, the LEV is stable for the entire downstroke and during this period, the insect covers a distance of more than 8 chord lengths.

The stability of the LEV plays an important role in the superior performance of birds and insects. Many experimental studies have evaluated the duration and stability criteria of the LEV. Dickinson and Gotz\cite{7} analyzed the effect of angle of attack during the translation period on lift and drag production using a two dimensional wing model (\textit{Re} =192). They found that the LEV was generated at an angle of attack above 13.5° due to impulsive movement and stayed attached for 2 chord lengths of travel. The presence of the LEV resulted in an 80% increase in lift similar to that of a detached vortex lift for a delta-wing aircraft. The shedding of the LEV led to the formation of a secondary vortex of opposite sign near the trailing edge correlating with a decrease in lift. Further, the study found that up to an angle of attack of 54°, the lift characteristics remain unaltered by the change of camber. Wang et al.\cite{10} compared the results obtained from 2D numerical simulations of a hovering fruit fly with 3D results from a dynamically scaled mechanical model (\textit{Re} =75 to 115). They found that the numerical results matched well with 3D results for cases with a short downstroke length. In the case of hovering insects, the stroke length is only 3 to 5 chords, during which the LEV remains attached to the wing even for 2D cases. When the downstroke is longer than a typical stroke length, the
2D cases showed a phase difference with 3D results and resulted in lower lift coefficients.

Ellington[11] conducted flow visualization studies using a large mechanical model of hawkmoth, *flapper* (Re=4000). An intense LEV on the downstroke at all flight speeds (0.4 to 5.7 m/s) was observed. The LEV spiraled out towards the wingtip with high spanwise velocity comparable to the flapping velocity, which stabilized the vortex. The flow structure obtained was similar to the conical leading edge vortex found in delta-wings. They suggested that the strong spanwise flow was created either by the pressure gradient, formed due to velocity gradient along the flapping wing, or by centrifugal acceleration in the boundary layer, or by the induced velocity field of the spiral vortex lines. Liu et al.[12] analyzed flapping flight of hovering hawkmoth at Re =3000 to 4000 using finite volume method. The study showed the formation of the LEV during both the upstroke and downstroke, which stayed attached to the wing during the entire translational and following rotational motions. The combined translation and rotation deformed the vortex, which led to shedding of the LEV at the start of the next translation motion. The spanwise flow, created due to a spanwise pressure gradient stabilized the LEV till 70% of the span. During the second half of the downstroke, a secondary LEV is formed at 75% span, which is unstable and affected strongly by the presence of the tip vortex. The LEV formed during the upstroke was weak and attached closely to the leading edge. The study showed that the lift force was produced mainly during the entire downstroke and the later part of the upstroke.

Dickinson et al[9] conducted flow visualization studies using a dynamically scaled version of a hovering fruit fly, *robotic fly* at Re =136. They compared the force coefficients obtained by the *robotic fly* with a 2d model wing and found that the 3D model produced high average lift and thrust coefficients. The experimental investigation of Birch and Dickinson[13] provided contrasting proof for the stability of the LEV at low Reynolds number (100-250) relevant to small insect flights. They conducted experiments with fences and baffles on the top surface of the wing and showed that the LEV remains attached to the wing despite the absence of spanwise flow. They proposed that the downward velocity created by the tip vortices limits the growth and subsequent
detachment of the LEV. Birch et al.[14] investigated flow structures and forces generated at low and high Reynolds number (Re =120 and 1400). In both cases, a stable LEV was present throughout the downstroke. At Re =1400, they observed strong spanwise flow within the core of the LEV, with velocities 150% that of the flapping velocity. The spanwise flow removed the vorticity into the wake and resulted in a spiral LEV similar to that observed by Ellington[11]. However at Re = 120, the spanwise flow was absent, which resulted in lower forces. Miller and Peskin[15] studied the effect of Reynolds number (8 to 128) on the formation of the LEV using the immersed boundary technique. At Re < 32, the LEV (negative pressure region) and trailing edge vortices (positive pressure region) remain attached, which resulted in lower lift. At Re > 64, they observed shedding of the trailing vortex during translation, which resulted in vortical asymmetry, leading to high lift production.

Tarascio et al.[16] conducted a flow-visualization experiment on a hovering flapping flight model at Reynolds number of the order of 8000. The flow field consisted of folded wakes formed by the strong starting vortex shed at the end of each half stroke during the wing rotation. Due to the induced flow, the wakes were pushed downwards parallel to the flapping plane. The key finding of this study was that during translation, the top surface was covered by multiple vortices and the LEV was continually generated and shed into the wake. This result is in contrast to previous studies[9,11], where a stable single LEV is present during translation. Further, they observed that the strength of the LEV increased along the span and identified separated flow at the outboard region of the wing.

5.1.2 Flexible wings and Aeroelasticity analysis

Wing morphing of birds and insects significantly affect the unsteady mechanisms and the force production. For numerical analysis of their effects, a solver capable of solving both fluid and structural equations is necessary. In this section, a brief review of previous studies focused on aeroelastic analysis related to MAVs, both fixed and flapping wings are provided. Shyy et al.[17] and Ho et al.[18] provided a detailed review of performance of flexible fixed wings for MAVs. Shyy et al.[19] analyzed stationary airfoil performance at Reynolds number of 7.5x10^4 in a sinusoidal freestream with three different types of flexibility; rigid, flexible and hybrid. The initial camber of all airfoils was fixed at 6°. In
the case of the flexible airfoil, the camber was allowed to change above and below the initial camber, while in the case of the hybrid airfoil, a decrease in camber was prevented by a wire construction beneath the flexible membrane. The results showed that the flexible airfoil had a higher sensitivity to freestream fluctuation and produced higher lift-to-drag ratio than the fixed airfoils at high velocities. However, the camber of the flexible membrane collapsed at low velocity due to freestream fluctuations, which resulted in massive separation over the whole surface. On the other hand the hybrid airfoil with low camber value fixed was less sensitive to freestream fluctuation and produced superior performance at all flow velocities. Shyy et al.[20] analyzed the effect of a flexible membrane placed on top of the Clary-Y airfoil on the aerodynamic performance. The flexible membrane adjusted the profile based on the fluctuation of the freestream, which resulted in better performance.

Smith[21] included the aeroelastic effects while analyzing tethered moth flapping flight using an unsteady panel method. He modeled the veins in the wing as three-dimensional tubular beam elements and the wing surface as a quadrilateral orthotropic plane stress membrane. The unsteady panel method employed did not account for the separation at the leading edge, which resulted in a deviation of the computed force from experimental results. Ho et al.[18] compared the aerodynamic performance of a cicada wing, which is rigid along the spanwise direction with a flexible titanium alloy wing without leading edge support. The results showed that the stiffness along leading edge is critical for the stability of the LEV, as the cicada wings produced higher lift than the flexible wing. They also showed that the stiffness distribution is a key parameter in defining vortex interaction and thrust production. Their results showed that high stiffness is required at the outboard region of the wing to enhance lift and flexibility required in the inward region for producing thrust.

Stanford et. al[22,23] analyzed the flexible membrane effect on a fixed airfoil by both experiments and numerical modeling. They modeled the membrane as inextensible using linear stress-stiffening model. The linear stress-strain assumption holds good, since the strain accumulated due to aerodynamic load was small in comparison with the pre-strain of the membrane. Their results showed that the efficiency of the rigid wing increased
with Reynolds number, where as it dropped for the flexible membrane as it provided a non-optimal airfoil shape at high Reynolds number. Stanford et. al[24] analyzed flow over a flexible fixed wing using a static aeroelastic model by coupling a laminar flow solver and structural membrane solver. They compared the numerical results with experiments and showed that the numerical model failed to predict the exact location of separation and reattachment. They identified that the unsteady nature of the flow, turbulence effects, and membrane wrinkling are the primary reason for poor performance of the static aeroelastic model.

Previous research on flapping flights has focused mainly on the aerodynamics of rigid wings. However, kinematic studies show that birds and insects undergo significant wing morphing to improve the aerodynamic efficiency. In addition, studies related to the effect of flexibility show that flexible wings offer better performance than rigid wings. Hence, it is crucial to examine the effect of wing flexibility for flapping flights. The present study addresses this issue by analyzing flapping flight for a flexible wing at Re=10,000. The study employs a linear elastic membrane solver coupled with unsteady Large Eddy simulation (LES) flow solver to analyze the flapping flight. The wing is considered as an elastic membrane with in-plane pre-stresses. The pre-stresses of the wing are tailored to get the required camber and their effect is analyzed based on changes in flow structure and variation of thrust and lift.

5.2 Methodology
5.2.1 Flow solver

The governing equations for unsteady incompressible viscous flow in a moving grid coordinate system consist of space, mass, and momentum conservation laws. The equations are mapped from physical ($\tilde{x}$) to logical/computational space ($\tilde{\xi}$) by a boundary conforming transformation $\tilde{x} = \tilde{x}(\tilde{\xi})$, where $\tilde{x} = (x, y, z)$ and $\tilde{\xi} = (\xi, \eta, \zeta)$. The equations are non-dimensionalized by chord length ($C$) and flapping velocity ($U_f$) and written in conservative nondimensional form as:
Space:

\[
\frac{\partial}{\partial t} \left( \sqrt{g} g^{j} \right) - \frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j g \right) = 0
\]  

(5.1)

Mass:

\[
\frac{\partial}{\partial \xi_j} \left( \sqrt{g} U^j \right) = 0
\]  

(5.2)

Momentum

\[
\frac{\partial}{\partial t} \left( \sqrt{g} u^i \right) + \frac{\partial}{\partial \xi_j} \left( \left( \sqrt{g} U^j - \sqrt{g} U^j g \right) u_i \right)
\]

\[
= -\frac{\partial}{\partial \xi_j} \left( \sqrt{g} (a^j_i) \right) + \frac{\partial}{\partial \xi_j} \left( \sqrt{g} g^{jk} \frac{\partial u_k}{\partial \xi^j} \right)
\]  

(5.3)

where \( \bar{a}^i \) are the contravariant basis vectors, \( \sqrt{g} \) is the Jacobian of the transformation, \( g^{ij} \) is the contravariant metric tensor, \( \sqrt{g} U^j = \sqrt{g} (a^j) \) is the contravariant flux vector, \( \sqrt{g} U^j g = \sqrt{g} (a^j) \) is the contravariant flux vector due to grid velocity \( u^\xi \), \( u_i \) is the Cartesian velocity vector, and \( p \) is the pressure. In the above formulation, the grid velocity \( u^\xi \) is not used explicitly. Instead, the grid contravariant flux vector is employed which is directly computed based on the SCL. The non-dimensional time used is \( t* U^f / C \) and the Reynolds number is given by \( U^f C / v \). \( Re_t \) is the inverse of the subgrid eddy-viscosity which is modeled as

\[
\frac{1}{Re_t} = C_s^2 (\sqrt{g})^{2/3} |\vec{S}|
\]  

(5.4)

where \( |\vec{S}| \) is the magnitude of the strain rate tensor given by \( |\vec{S}| = \sqrt{2S_{ik} S_{ik}} \) and the Smagorinsky constant \( C_s^2 \) is obtained via the dynamic subgrid stress model (Germano et
al.[25]). To this end, a second test filter, denoted by \( \hat{G} \), is applied to the filtered governing equations with the characteristic length scale of \( \hat{G} \) being larger than that of the grid filter, \( \overline{G} \). The test filtered quantity is obtained from the grid filtered quantity by a second-order trapezoidal filter which is given by \( \hat{\phi} = \frac{1}{4}(\overline{\phi}_{i-1} + 2\overline{\phi}_i + \overline{\phi}_{i+1}) \) in one dimension of computational coordinates. The resolved turbulent stresses, representing the energy scales between the test and grid filters, are then related to the subtest, subgrid-scales stresses through the identity, \( L_{ij} = T_{ij} - \hat{\tau}_{ij} \) The anisotropic subgrid and subtest-scale stresses are then formulated in terms of the Smagorinsky eddy viscosity model as:

\[
\overline{\tau}_{ij} = -2C_s^2 \left( \sqrt{g} \right)^{\frac{2}{3}} \left| \overline{S}_{ij} \right| \tag{5.5}
\]

\[
T_{ij} = -2C_s^2 \alpha \left( \sqrt{g} \right)^{\frac{2}{3}} \left| \overline{S}_{ij} \right| \tag{5.6}
\]

Using the identity

\[
\overline{L}_{ij} = \overline{T}_{ij} - \frac{1}{3} \delta_{ij} L_{kk} - 2C_s^2 \left( \sqrt{g} \right)^{\frac{2}{3}} \left[ \alpha \left| \overline{S}_{ij} \right| - \left| \overline{S}_{ij} \right| \right] = -2C_s^2 \left( \sqrt{g} \right)^{\frac{2}{3}} M_{ij} \tag{5.7}
\]

Here \( \alpha \) is the square of the ratio of the characteristic length scale associated with the test filter to that of grid filter and is taken to be \( \frac{\hat{\Lambda}_i}{\overline{\Lambda}_i} = \sqrt{6} \) for a representative one-dimensional test filtering operation. Using a least-squares minimization procedure of Lilly, a final expression for \( C_s^2 \) is obtained as:

\[
C_s^2 = -\frac{1}{2} \frac{1}{(\sqrt{g})^{2/3}} \frac{L_{ij}^a \bullet M_{ij}}{M_{ij} \bullet M_{ij}} \tag{5.8}
\]

The value of \( C_s^2 \) is constrained to be positive by setting it to zero when \( C_s^2 < 0 \).
5.2.2 Elastic Membrane Model

The wing is modeled as a linear elastic membrane structure which is pre-stressed by stretching at its boundaries. The out of plane deformation is computed using the non-dimensional dynamic membrane equation[26] in the wing reference coordinate (Fig.5.2a)

\[
N_\xi \frac{\partial^2 w}{\partial \xi^2} + 2N_{\xi\xi} \frac{\partial^2 w}{\partial \xi \partial \zeta} + N_\zeta \frac{\partial^2 w}{\partial \zeta^2} + p = \rho_w h_w \frac{\partial^2 w}{\partial t^2}
\]  

(5.9)

where, \(w\) is out of plane displacement, \(p\) is the applied aerodynamic differential pressure across the wing, \(\rho_w\) is density of the wing, \(h_w\) is thickness of the wing, and \(N_\xi, N_\zeta\) and \(N_{\xi\xi}\) are in-plane pre-stresses along the chordwise, spanwise, and in shear, respectively. The equation is non-dimensionalized with the same characteristic parameters, chord length and flapping velocity used for the flow solver. The pre-stresses are normalized by \(\rho a^2 C\) and \(\rho_w h_w\) is normalized by \(\rho_a C\). In practice, the linearity assumption employed in Eq.5.9 is strictly valid only if the strain accumulated by the deformation is small in comparison to the pre-strain in the membrane. However, for simplification the present study employs a linear assumption for all the prestress values studied. Further, the inertial forces due to flapping are not considered in the current study.

5.2.3 Coupling

An explicit time advancement method using the latest available information is employed for coupling between the flow solver and the membrane solver. For each fluid time step the membrane deformation is of \(O(1\times10^{-4})\) and has no significant effect on the flow and pressure distribution. The steps involved in coupling are

1. The flow is advanced to time level \(n+1\) with known deformation values at \(n\).
2. The pressure values are transferred from the fluid solver to the membrane solver. Since the same grid distribution is used for both solvers, no interpolations are necessary.
3. The membrane solver is advanced using the pressure values at \(n+1\) level and known deformation at level \(n\) and \(n-1\). A second order central difference at time level \(n\) is employed for both spatial and temporal derivatives.
4. The deformation values are then transferred to the flow solver.
5. The steps 1 to 4 are repeated for the next time advancement.

5.3 Results

The main focus of the study is to evaluate the effects of aeroelastic cambering on flow structures and aerodynamic performance. To estimate their effect, simulations with different pre-stresses (cases A-C) as given in Table 5.2 are carried out and the resulting performance is compared against that of a rigid wing. The pre-stress values \( N_\xi \) and \( N_\zeta \) are tailored to obtain the camber in the order of 0.05 to 0.25 chord and the pre-stress in shear \( N_{\xi\zeta} \) is kept at zero for all the simulations. In addition, the different pre-stresses are used in the spanwise and chordwise directions to analyze their effects on the performance. All the simulations are carried out at \( Re=10,000 \) and at advance ratio \( J=0.5 \), which corresponds to a flapping velocity \( U_f \) of 8 m/s and a forward (freestream) velocity \( U_\infty \) of 4 m/s for a wing with semi-wing span of 8 cm. For aeroelastic analysis, the material properties of light weight ornithopter[27] wings are used. The ornithopter wings are made of titanium alloy \( \rho_w = 4500 \text{ kg/m}^3 \) with thickness, \( h_w \) of 15 \( \mu \text{m} \). A zero displacement boundary condition is specified at all edges of the wing.

Table 5.2 Membrane prestress used for the analysis

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( N_\xi ) N/m</th>
<th>( N_\zeta ) N/m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Case -A</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Case -B</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Case -C</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Case -D</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Case -E</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

5.3.1 Wing Configuration and Kinematics

A rectangular wing with chord length of 2 cm and aspect ratio of 4 from base to tip as shown in Fig.5.2a is used for the analysis of flapping flight. The pitching axis is placed at one fourth of the chord length from the leading edge. The coordinate \((x,y,z)\) is used for
the fixed frame, where the y-z plane represents the stroke plane (Fig. 5.1). The coordinates \((\xi, \eta, \zeta)\) are used for the moving frame fixed with the wing, where \(\xi\) is along the chordwise direction, \(\eta\) is perpendicular to the wing, and \(\zeta\) is along the spanwise direction (Fig. 5.2a). For the kinematics, a sinusoidal variation of flapping angle and torsional angle as shown in Fig. 5.2b is provided. The selection of kinematics is based on results from our previous analysis on the effect of rotation kinematics [28, 29], which showed that a continuous rotation results in high thrust. The movement of the wing tip for the prescribed kinematics is shown in Fig. 5.3a. During the start of the translation, the angles of attack is close to 90° and it drops during the first half to its lowest value and increases to the initial value during the second half of the translation. The angle of attack during the middle of downstroke is 75° and during upstroke it is 45°. A lower value of angle of attack during upstroke is used to reduce the downward force. The effective angle of attack depends on flapping velocity, free stream velocity and prescribed angle of attack \((\alpha_u, \alpha_d)\) as shown in Fig. 5.3b. Due to the variation in flapping velocity \((U_f)\), the effective angle of attack also varies along the span with a maximum value being at the tip. The other kinematics parameters used are stroke amplitude, 60° (±30°) and stroke plane angle, \(\beta=90°\).

5.3.2 Computational grid and Validation

The grid is made of 60 blocks with approximately 6.5 million cells. The flow domain is defined from 10 chord lengths upstream of the leading edge and extends 15 chord lengths downstream from the trailing edge. In the direction normal to the wing, the flow domain extends 10 chord lengths on either side and in the spanwise direction from the tip. A constant velocity boundary condition is applied at all inlet faces and an outflow boundary condition is specified at the downstream boundary. The symmetry condition is applied along the flapping axis at the base of the wing. The wing is resolved using 80x40 grid points and 80 grid points are used perpendicular to the wing as shown in Fig. 5.4. A grid refinement study is carried out by increasing the number of points along the perpendicular direction from 80 to 120. The comparison of instantaneous lift and thrust forces in Fig. 5.5 do not show any perceptible difference and the mean values of lift and thrust differ by less than 1%. More validation related to the dynamic mesh capability of
the solver is available in our previous studies[30,31]. Further, an analysis of a hovering fruitfly was also carried out[29] and the resultant forces show good comparison with experimental results.

5.3.3 Rigid Wing Performance

Before analyzing the effect of the flexible membrane on performance, critical flow structures obtained for a rigid wing are presented in this section. The results obtained during the fourth flapping cycle are used for the analysis.

5.3.3.1 During downstroke

The isosurface of vorticity along the spanwise direction in wing reference frame $\omega_\zeta$, at different times is given in Fig.5.6. The isosurfaces show the formation of the LEV (negative vorticity) and its subsequent separation during the downstroke. At $t^* = 0.05$, a spiral LEV with its size gradually increasing from base to tip forms and it is attached on the top surface of the wing. The size of the LEV grows with time until its separation. At $t^*=0.2$, the spiral LEV is the strongest which results in a peak in lift (Fig.5.5). The pressure contours and streamlines in the chordwise plane, $\zeta=3$ at different times in Fig.5.7 show detailed slices of the LEV evolution and separation. The LEV starts to lift away from the wing as early as $t^*$ of 0.1 and its separation leads to the formation of multiple secondary LEVs. The secondary LEVs also lift away from the surface of the wing and the pressure contours show the detachment of the LEV (low pressure region) and increase in pressure on the surface of the wing by the entrainment of freestream fluid. The isosurfaces of vorticity show that the LEV near the base is attached for most of the downstroke whereas the LEV near the tip sheds and completely dissipates into the flow during the end of downstroke ($t^*=0.4$ to 0.5). The vorticity contours also show the growth of a Trailing Edge Vortex (TEV) during the downstroke with its maximum size near the tip. The TEVs are also shed at the end of downstroke ($t^*=0.4$ to 0.5) and dissipate into the flow.

To analyze the structure of the LEV, particle traces are obtained by releasing particles along the leading edge. The particle traces at $t^*=0.25$, Fig.5.8a, show a spiral LEV attached near the base and lifted from the wing near the tip. The spanwise velocity $v_\zeta$
contours along the center of the LEV, Fig.5.8b, show a strong positive velocity of the order of the flapping velocity from the base to the tip. Similar results were obtained by the flow visualization studies conducted by Ellington[11] using a large mechanical model of hawkmoth, flapper at (Re~4000). They showed a spiral LEV with a spanwise velocity comparable to the flapping velocity during the downstroke and also suggested that the spanwise flow removed the vorticity from the LEV and stabilized it. However, the present results show that despite the presence of the spanwise flow, the LEV separates from the wing as early as $t^*$ of 0.1. We surmise that the presence of strong negative spanwise velocity due to the tip vortex shown by the curved arrow (Fig.5.8b) is the primary reason for the separation of the LEV, as it prevents the removal of vorticity from the LEV. Vorticity starts building up near the tip, both due to the high angle of attack and convection of vorticity from the base. This increase in vorticity leads to an instability in the LEV and its separation from the wing.

5.3.3.2 During upstroke

The behavior of flow during the upstroke is similar to that during the downstroke. During the upstroke, the angle of attack is low and the effective angle of attack is negative only for a small portion of the wing near the tip. Hence there is no clear formation of the LEV on the bottom surface and the vorticity contours (Fig.5.6) show only a small positive vortex attached near the tip. The streamlines and pressure contours, Fig.5.7, show no apparent vortex formation at locations $\zeta=3.0$. A small low pressure region at around $t^* =0.8$ and the presence of multiple small LEVs are observed. This low pressure region results in a peak in negative lift and also generates thrust (Fig.5.5). These LEVs become unstable and shed during the end of upstroke.

5.3.4 Effect of Flexible Wing

To analyze the effects of aeroelastic deformation on the flow structure, three simulations (cases A-C) with different pre-stresses are carried out. The deflection for the cases ranges from 0.05 to 0.25 chord. For maximum thrust production, positive deflection during the downstroke and negative deflection during the upstroke are preferred. Figure 5.9 shows the deformation contour at different times for all three cases. During the downstroke, the deformation is positive which introduces a positive camber and the
maximum value near the tip corresponds to the location where the size of the LEV and the pressure difference across the surface are maximum. In case of pre-stresses 8 and 4 N/m the camber reaches a maximum during the middle of the downstroke (at t* =0.25) and the deformation introduces a uniform camber structure. In case of low pre-stress condition 2 N/m, the deformation at the start of downstroke is non-uniform, having negative displacement near the base and positive displacement near the tip. The negative displacement forms due to the presence of a low pressure region on the bottom surface formed during the previous upstroke. In addition, the deformation during the middle of the downstroke introduces an uneven camber due to the separation of the LEV.

During the upstroke, a negative camber forms for all the simulations and its maximum value is lower than that during the downstroke due to a low angle of attack. The time of formation of negative camber differs significantly between the three cases. In case of high pre-stress the maximum camber occurs at around t* of 0.75 while it is t* =0.85 and t* =0.95 for cases B and C, respectively, as the pre-stress decreases. For the low pre-stress membrane, at the start of the upstroke, the deformation is positive near the base due to the presence of the unshed LEV near the base during the previous downstroke.

5.3.4.1 Effect on flow structure

The effect of camber on flow structure is shown by the vorticity contours at different times for all three cases in Fig.5.10 and the streamlines and pressure contour in a chordwise plane at $\zeta = 3$ in Figs 5.11 to 5.13. At the start of the downstroke, the introduction of camber reduces the effective angle of attack and hence delays the formation of the LEV. This effect is prominent in the case of low pre-stress 2 N/m, where the formation of the LEV is not continuous at time t*=0.1 and the streamlines in the chordwise plane $\zeta = 3$ show no formation of the LEV. During the first part of the downstroke, the LEV grows and starts to lift away from the surface for high pre-stress values. However for the low pre-stress case, due to the introduction of the camber the LEV does not separate from the wing, instead it glides over the camber as shown in Fig.5.13 at t* of 0.15. At t* of 0.25, the flexible wings introduce positive cambers of the order of 0.05, 0.12 and 0.25 chord for pre-stresses 8, 4 and 2 N/m, respectively. The
location of the maximum camber is near the center of the LEV. In the case of the rigid wing, the LEV separates near the tip as early as \( t^* = 0.1 \) and lifts off completely from the wing during the middle of the downstroke and dissipates into the flow. In the case of flexible wings, the streamlines in the chordwise plane \( \zeta = 3 \) show the presence of multiple LEVs for cases A and B, while a single attached LEV is observed for case C and it covers almost half of the wing from the leading edge. The isosurface vorticity contours shown in Fig. 5.10 also reflects this phenomena where the negative vorticity covers most of the wing surface. This gliding of the LEV due to the adaptive camber increases the pressure difference across the wing and results in high force production. In addition, due to the introduction of a camber the resultant force direction shifts towards the forward direction resulting in high thrust to lift ratio. At \( t^* = 0.35 \), the LEV starts separating from the wing for all cases and the camber decreases with the location of maximum camber moving towards the trailing edge. During \( t^* = 0.4 \) to 0.5 the LEVs dissipate into the flow and only a small portion of the LEV is attached near the base.

During the upstroke, the flexible wings introduce negative camber and the value of camber is high for low pre-stress. During the first half, a small LEV forms near the tip for all three cases and glides along the camber as shown in Figs. 5.11 to 5.13 during the second half. At the end of the upstroke the vortex on the bottom surface sheds and dissipates into the flow. The flow structure obtained for the low pre-stress case differs from case A and B due to the introduction of a non-uniform camber. At the start of the upstroke, the low pre-stress has positive deformation near the base due to the unshed LEV formed during the previous downstroke. In addition, the deflection is positive near the trailing edge at \( t^* = 0.75 \) (Fig. 5.13) due to the shedding of a TEV. This results in high pressure near the trailing edge for a low pre-stress which reduces the force production.

### 5.3.4.2 Lift and thrust comparison

The variation of instantaneous lift and thrust coefficient, normalized based on flapping velocity and planform area is shown in Fig. 5.14 for the flexible wings and the rigid wing. During the first half of the downstroke, the lift increases due to the formation of the LEV and the maximum value is obtained at around \( t^* = 0.25 \) for all cases. The maximum value of the lift coefficient increases with adaptive camber and a value of
around 3 is obtained for low pre-stress. During the second half of the downstroke the lift drops due to the shedding of the LEV. During the upstroke the lift is negative and the maximum value of around 1 is obtained at $t^* = 0.825$. The peak negative value of lift for cases A and B is higher than the rigid wing. While for case C the peak value reduces due to the shedding of the TEV and formation of positive pressure near trailing edge.

The thrust produced by flapping flight is positive throughout the flapping cycle and two peaks are produced at around $t^* = 0.25$ and 0.82. The peak value increases with decreasing pre-stress and a maximum value of 1.6 is obtained for case C. The average values of thrust and lift for all simulations are listed in Table 5.2. The aeroelastic deformation increases both average values of lift and thrust and maximum values of $C_T = 0.53$ and $C_L = 0.66$ are obtained for case C, which can support 248 grams and produces ~1N thrust force. The thrust and lift increases with camber and a 43% rise in thrust and 18% rise in lift are obtained for a pre-stress of 2N/m.

### 5.3.5 Effect of Different Pre-Stress

The analysis of flexible membrane flapping flight reveals that introduction of adaptive camber increases thrust and lift production significantly. In particular, for the low pre-stress case, an increase in thrust of the order of 40% is obtained. However, the low pre-stress case results in deformation even for small differential pressures leading to a non-uniform camber during the start of translation and during the upstroke. One way to reduce uneven camber is to introduce different pre-stresses in the spanwise and chordwise directions. Combes and Daniels[32,33] measured flexural stiffness of wings in both the spanwise and chordwise directions for 16 insect species. These measurements show that the spanwise flexural stiffness scales strongly with the cube of wing span, whereas the chordwise flexural stiffness scales with the square of chord length. Hence, to understand how different pre-stresses affects the flow, two simulations, Case D-chordwise stiff, and case E-spanwise stiff (Table 5.2) are analyzed. The pre-stress combination of 2 N/m and 8 N/m are used for both simulations. The deformation contours for case D and E are shown in Fig.5.15. In the case of chordwise stiff wing, the deformation curvature is in the spanwise direction and the maximum deformation is only 0.06 C, which is much lower than that of the low pre-stress case. The maximum
deformation is located very near the tip and the deformation is non uniform throughout the flapping cycle. In the case of spanwise stiff wing, the membrane deformation introduces a uniform camber structure and the deformation is 0.18 C which is slightly less than case C. In addition, there is no non uniformity in deformation during the start of translation as observed in case C.

The effect on the flow structure is shown by the pressure contours and streamlines in the chordwise plane at $\zeta=3$, Fig.5.16. For chordwise stiff wings, the LEV starts to form early and separates from the wing at around $t^*=0.15$. The streamlines during the middle of the downstroke show the lifting of the LEV and the presence of multiple LEVs. The camber produced is low and the maximum camber location is at the center of the wing. At the end of the downstroke the LEV sheds and dissipates into the flow. The camber introduced during the upstroke is very small -0.04 and the presence of a small vortex is observed during the second half of the upstroke.

In the case of spanwise stiff wing, the flow structure resembles that of the low pre-strain case. Introduction of camber reduces the angle of attack and hence delays the formation of the LEV during the start of downstroke. At $t^*$ of 0.25, a single LEV is observed in the chordwise plane and it slides over the camber and covers most of the wing surface. At this time, the maximum camber location is very close to the leading edge and it moves towards the trailing edge during the second half of the downstroke. The LEV starts to separate from the wing at around $t^*=0.35$ and sheds into the flow. During the start of the upstroke the deformation is not large like that of the low pre-strain case. At $t^*=0.75$, the deformation near the trailing edge is slightly positive and pressure contours do not show positive pressure on the bottom surface as observed in case C. The negative camber is smooth during the second half of the upstroke and a similar vortex gliding effect is observed.

The instantaneous variation of lift and thrust coefficients for cases D and E are compared with the low pre-strain case C. The chordwise stiff wing results in low average values of lift and thrust and have similar patterns as that of case A. The peak thrust value obtained during the middle of the downstroke is around unity for chordwise stiff while it is 1.6 for the spanwise stiff wing. The average lift value of the spanwise stiff wing
matches with that of the case C and the average thrust value is 0.5, which is slightly lower than case C. The results prove that low stiffness along the chordwise direction and high stiffness along the spanwise direction is preferable to obtain better thrust and lift characteristics and a uniform cambering effect.

Table 5.3 Average values of lift and drag, power required and propulsive efficiency

<table>
<thead>
<tr>
<th>Cases</th>
<th>C_L</th>
<th>C_T</th>
<th>Power Flapping</th>
<th>Power Rotation</th>
<th>Propulsive Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid</td>
<td>0.56</td>
<td>0.37</td>
<td>1.60</td>
<td>0.20</td>
<td>17.98</td>
</tr>
<tr>
<td>Case-A</td>
<td>0.59</td>
<td>0.40</td>
<td>1.65</td>
<td>0.23</td>
<td>18.62</td>
</tr>
<tr>
<td>Case-B</td>
<td>0.62</td>
<td>0.44</td>
<td>1.71</td>
<td>0.24</td>
<td>19.74</td>
</tr>
<tr>
<td>Case-C</td>
<td>0.66</td>
<td>0.53</td>
<td>1.88</td>
<td>0.21</td>
<td>22.19</td>
</tr>
<tr>
<td>Case-D</td>
<td>0.59</td>
<td>0.41</td>
<td>1.66</td>
<td>0.26</td>
<td>18.68</td>
</tr>
<tr>
<td>Case-E</td>
<td>0.66</td>
<td>0.50</td>
<td>1.82</td>
<td>0.26</td>
<td>21.03</td>
</tr>
</tbody>
</table>

5.3.6 Propulsive Efficiency

The membrane wing shows better aerodynamic performance in terms of lift and thrust. For a more comprehensive comparison, propulsive efficiencies are computed based on power required for flapping (P_x) and rotation (P_θ) for all simulations. The power requirement is computed based on the torque generated by the fluid forces and angular velocity of the wing:

\[
T = \int r \times (p + \tau) \, ds;
\]

\[
P = T \Omega
\]

where \( r \) is the radius from the axis, \( p \) is the pressure, \( \tau \) is the shear stress and \( \Omega \) is the angular velocity of the wing. The power required for the acceleration (inertial power requirement) of the wing is neglected as they are conservative. The instantaneous variation of power requirement (normalized based on fluid density, tip velocity and chord length, \( \rho U_s^3 C^2 \)) for chordwise stiff case E is shown in Fig.5.19. It follows a similar trend as that of lift and thrust. The propulsive efficiency of flapping flight is computed as
\[ \eta_{prop} = \frac{F \cdot U_x}{P} \] (5.11)

The average values of power requirement and propulsive efficiency for all simulations are given in Table 5.3. The performance of all flexible wing configurations is better than that of the rigid wing. The low pre-stress case offers the best propulsive efficiency of 22% followed by the spanwise stiff wing with 21%.

### 5.4 Conclusion

The effects of aeroelastic cambering on flapping flight performance are analyzed using a linear elastic membrane model. All the simulations are carried out at Re=10,000 for forward flight with advance ratio of 0.5. The flapping flight analysis with a rigid wing shows the formation of a spiral LEV during the downstroke, which results in high thrust and lift values. However the LEV lifts off from the surface during the middle of downstroke and sheds leading to a drop in lift and thrust. There is no significant vortex formation during the upstroke due to a low angle of attack. Aeroelastic analysis of the flexible wing membrane is carried out with different pre-stresses and the deformation is computed using a linear elastic membrane model. The flexible membrane introduces a positive camber during the downstroke and a negative camber during the upstroke. The introduction of camber increases lift and thrust production and has high propulsive efficiency. The main reason for the increase in force production is attributed to the gliding of the LEV along the camber, which covers most of the wing leading to high pressure difference across the wing surface. Introduction of the camber increases the force component in the direction of flight resulting in a high thrust to lift ratio. A 40% increase in thrust and 20% increase in lift are observed for the pre-stress of 2 N/m. However, the deformation for this case is highly non uniform leading to both negative and positive deformation during the start of translation. In order to avoid a non uniform camber formation, a combination of high and low pre-stress is used for the chordwise and spanwise directions, respectively. The results from these simulations show that having low pre-stress along the chord and high pre-stress along the span offers the best aerodynamics and aeroelastic performance. The deformation contours for the spanwise
stiff wing show uniform camber formation resulting in high lift and thrust forces and high propulsive efficiency.
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5.5 Figures

![Diagram of kinematic parameters]

Fig.5.1 Kinematic parameters
Fig. 5.2 (a) Rectangular wing configuration. (b) Variation of flapping and torsional angle; shaded region represents downstroke.
During Downstroke

\[ \theta = \tan^{-1}\left(\frac{U_f}{U_\infty}\right) \]
\[ = \tan^{-1}\left(\frac{1}{J}\right) \]

\[ \alpha_{\text{eff}} = \theta - \rho \]
\[ = \theta + \alpha_d - 90^\circ \]

Fig. 5.3 (a) wing positions at different times, (b) Effective angle of attack during downstroke
Fig. 5.4 Grid distribution (a) wing (b) spanwise plane (c) chordwise plane (every other grid line is shown for b and c)

Fig. 5.5 Comparison of lift and drag for different grid size
Fig. 5.6 Isosurface of spanwise vorticity $\omega_z$ at different times for rigid wing (continued)
Fig. 5.6 Isosurface of spanwise vorticity $\omega_z$ at different times for rigid wing
Fig. 5.7 Instantaneous pressure contours and streamlines in a chordwise plane at ζ = 3 for rigid wing
Fig. 5.8 a) Particle tracing showing structure of LEV and b) spanwise velocity along the center of LEV at time $t^* = 0.25$
Fig. 5.9 Deformation contours during flapping cycle for prestress (a) 8 N/m, (b) 4 N/m
Fig. 5.9 c) Deformation contours at during flapping cycle for prestress 2 N/m
Fig.5.10 Isosurface of vorticity $\omega_\zeta$ at different times for flexible wings with different pre-stress a) 8 N/m b) 4 N/m and C) 2 N/m
Fig. 5.11 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for Case A prestress = 8 N/m
Fig. 5.12 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for Case B prestress = 4 N/m
Fig. 5.13 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for Case C prestress = 2 N/m
Fig. 5.14 Comparison of lift and thrust variation for flexible wings to rigid wing.
Fig. 5.15 Deformation contours for a) chordwise stiff and b) spanwise stiff wing.
Fig. 5.16 Instantaneous pressure contours and streamlines in a chordwise plane at \( \zeta = 3 \) for chordwise stiff wing
Fig. 5.17 Instantaneous pressure contours and streamlines in a chordwise plane at $\zeta = 3$ for spanwise stiff wing
Fig. 5.18 Variation of lift and thrust for different prestress cases C to E.
Fig. 5.19 Instantaneous variation of power requirement for spanwise rigid wing (case E)
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6.1 Conclusion

In this study, the unsteady aerodynamics and aeroelastic analysis of forward flapping flight in the Reynolds number range of 100 to 100,000 using Large Eddy Simulation (LES) is carried out. In order to analyze the flapping flight, a boundary fitted dynamic grid method is developed for a 3D flow solver, GenIDLEST, in a structured-multiblock framework. The capability of the solver is tested with classical flow problems such as forced oscillation of a cylinder, a heaving airfoil, a moving indentation channel, and a hovering fruitfly. The results obtained both in terms of flow structure and force measurements were in good agreement with previous experimental and numerical studies. Analysis of forward flapping flight is carried at an advance ratio of 0.5 by varying the Reynolds numbers, the kinematic parameters and the stiffness of the wing. The following major conclusions are reached from these analyses.

1. A spiral Leading Edge Vortex (LEV) forms during the downstroke for all the simulations carried out. A strong spanwise flow of the order of the flapping velocity is observed along the core of the LEV. In addition, the formation of a negative spanwise flow is observed near the tip due to the tip vortex, which slows down the removal of vorticity from the LEV. This leads to instability of the LEV and drop in lift and thrust production.

2. Analysis of different kinematics shows that a continuous rotation is preferred for high thrust production and high propulsive efficiency, while shorter rotation could be used to produce high lift. Analysis of different angles of attack shows that a moderate angle of attack which results in complete shedding of the LEV at the end of translation is preferred for high propulsive efficiency.

3. Analysis of flapping flight at different Reynolds numbers shows that the trend of force production is identical for all Reynolds numbers (100, 10,000 and 100,000). At low Reynolds number Re=100, the magnitude of instantaneous lift and thrust coefficients are lower, while high values are obtained at higher Reynolds numbers. The critical reasons are that at higher Reynolds numbers, the location of
the LEV is closer to the surface and the LEV sheds and convects near the tip resulting in a low pressure region on most of the upper surface. The values obtained for Re=10,000 and Re=100,000 are identical signifying less impact of Reynolds number in this range.

4. The analysis of different tip shapes show that tip shapes do not have a significant effect on the lift and thrust production.

5. Analysis with a sinusoidal stroke deviation with the same frequency as that of flapping shows that lift and thrust production are affected during the upstroke due to interaction with the LEV shed from the previous downstroke. This interaction reduces the average lift production.

6. Aeroelastic analysis with different wing stiffness showed that the membrane wing outperforms the rigid wing in terms of lift, thrust and propulsive efficiency. The main reason for the increase in force production is attributed to the gliding of the LEV along the camber, which results in a high pressure difference across the surface. In addition, a high stiffness along the spanwise direction and low stiffness along the chordwise direction results in a uniform camber which results in high lift and thrust production.

6.2 Future work

The results from our analysis show that flapping flight offers a viable alternate solution for Micro Air Vehicles (MAVs) in the Reynolds number range of 10,000 to 100,000. In addition, the results from the aeroelastic analysis show that significant improvement can be obtained by using deformable membrane wings. The following recommendations are made for future work.

1. Our analysis shows that the structure of the LEV is affected significantly by changes in kinematic parameters. Birds significantly alter kinematic parameters such as stroke plane angle, deviation from stroke plane, wingbeat amplitude, percentage of wingbeat in downstroke and angular velocity of the wing to achieve the required force for different flight conditions. For a comprehensive
understanding of flapping flight, a more detailed analysis of the effect of these parameters on the aerodynamic performance is necessary.

2. In addition to complex kinematics, birds and insects change their camber significantly to achieve the desired flight conditions. The results from our simulations show that the camber introduced by the membrane wing improves thrust and lift production by 40% and 20%, respectively. Hence analysis with a prescribed temporally varying camber could be carried out for a better understanding of the effect of camber.

3. In the present study for aeroelastic analysis, a linear membrane model is used to compute out of plane deformation with applied aerodynamic loads. For a more realistic analysis, a membrane model which allows both in plane and out of plane deformation and with both inertial and aerodynamic loads applied should be used to develop a favorable wing structure. In case of insect wings, the stiffness differs considerably along the surface of the wing. Most wings have high stiffness along the leading edge and a flexible membrane near the trailing edge which is deemed critical for the high performance of their flight. Hence aeroelastic tailoring of the wing could be used to obtain better aerodynamic performance.

4. One of the requirements for a viable MAV is the ability to withstand sudden perturbations in the wind speed. Atmospheric turbulence dictated by terrain and weather conditions can potentially introduce roll, pitch and yaw disturbances. The MAV is expected to fly within 100m from the ground where wakes shed by ground objects are also anticipated to play a significant role. Hence, analyzing flapping flight by changing the freestream condition using an impulse function with varying frequency and amplitude is necessary to get a comprehensive understanding of the effect of wind gusts on lift and thrust production.
Appendix

A.1. Moving indentation channel

The channel with a moving indentation has been studied experimentally[1] and numerically[2-4] in many previous studies. Fig.A.1 shows the configuration of the indentation channel. The shape of the indentation[4] is given by

\[
y(x) = \begin{cases} 
  h & \text{for } 0 < |x| < x_1 \\
  0.5h(1 - \tanh[a(x - x_2)]) & \text{for } x_2 < |x| < x_3 \\
  0 & \text{for } |x| > x_3 
\end{cases}
\]

where \(a = 4.14, x_1 = 4, x_3 = 6.5, x_2 = 0.5(x_1 + x_2)\) and

\[h = 0.5h_{\text{max}} \left[1 - \cos(2\pi t^*)\right], \quad t^* = (t - t_0) / T, \quad h_{\text{max}} = 0.38\]

An upstream length of \(9.85(L_1)\) and downstream length of \(18(L_2)\) from the center of indentation is used for the computational domain. The Strouhal number based on channel width, mean velocity and oscillation period \((St = bU/T)\) is 0.037 and the Reynolds number of the flow is 507. The flow is initialized with a fully developed velocity profile and the same is specified as the inlet boundary condition, while an outflow boundary is specified at the outlet. The simulation is carried out for a normalized time unit \(t^*\) of 1. For \(t^* < 0.5\) the indentation moves towards the middle of the channel and reaches a maximum height of 0.38 at \(t^* = 0.5\). For \(t^* > 0.5\) the indentation moves away from the center and reaches the initial position at \(t^* = 1\).

The stream lines downstream of the indentation at various time \(t^*\) is shown in Fig.A.2. At time \(t^* = 0.2\), a small separated eddy \(A\) forms near the indentation. As time progresses, the size of the eddy \(A\) increases while a second eddy \(B\) forms near the top wall at time \(t^* = 0.4\). At time \(t^* = 0.7\), three more additional eddies \((C, D, E\) shown in Fig.A.2) form downstream. Further, at time \(t^* = 0.7\), the eddy \(B\) near the top wall breaks into two counterclockwise rotating eddies. The formation of eddies and the breakup of eddies matches well with the experimental study by Pedley et al.[1]. A maximum velocity of 2.654 occurs at \(t^* = 0.384\), while a value of 2.645 was reported in
Demirdzic[4]. The shear stress along the moving wall and top wall at time $t^*=0.5$ is compared with the results of Demirdzic [4] (Fig.A.3). The location of maximum and minimum shear stress matches well with the previous study, while the present study slightly under predicts the peak stress values. The difference might be due to the non-orthogonal grid near the indentation curves and resulting errors in calculating the shear stress.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke Plane</td>
<td>The plane defined by three points: wing base (B), and the wingtip at maximum ($T_1$) and minimum angular position ($T_B$)</td>
</tr>
<tr>
<td>Stroke plane angle, $\beta$</td>
<td>Angle between the stroke plane and the horizontal plane</td>
</tr>
<tr>
<td>Angle of attack, $\alpha$</td>
<td>Angle between the wing direction (from trailing edge to leading edge) and the direction of motion.</td>
</tr>
<tr>
<td>Torsional angle, $\rho$</td>
<td>Angle between the wing direction and the direction perpendicular to stroke plane.</td>
</tr>
<tr>
<td>Flapping Amplitude, $\phi$</td>
<td>Angle between the leading edge of the wing and the horizontal plane</td>
</tr>
</tbody>
</table>
| Reynolds number, $\frac{U_f c}{\nu}$ | Defined based on mid-span chord length, $c$ and flapping velocity, $U_f = 2\Phi f R$ ,  
  where $\Phi$ - total flapping amplitude (max to min)  
  $R$ - spanwise length (wing length)  
  $f$ - frequency of flapping |
| Advance ratio, $J = \frac{U_\infty}{U_f}$ | Ratio of the flight velocity to the flapping velocity                                                                                         |

**A.2. Unsteady aerodynamics of dragonfly flight**

Unsteady aerodynamic theories such as delayed stall[5,6], wake capturing[7], rotational circulation[7] have been proposed for the superior performance of insect flight. Among these, delayed stall, employed by most birds and insects, involve the formation of a stable Leading Edge Vortices (LEV), which enhances the production of thrust and lift.
The other mechanisms, wake capturing and rotational circulation contribute to force production during the rotational phase of the wing. In the current study, the flow structures involved in dragonfly flight is analyzed to evaluate the contribution of these unsteady mechanisms to the total force. Before discussing the results, a brief description of kinematic parameters and non-dimensional numbers involved in the flapping flight is provided in Fig.A.4 and Table A.1.

A two dimensional model of forewing and hindwing based on the mid-span wing dimensions as shown in Fig.A.5 is employed. The lengths shown in Fig.A.5 are normalized by the mid-span chord length of the forewing (10mm). The center of rotation for both wings is placed at one quarter of their chord length and the wing thickness of 1% of forewing chord length is used. The direction of upstroke and downstroke and the free stream velocity is also shown in Fig.A.5. A 35 block grid with 15 blocks on forewing side and 20 blocks on the hindwing side is used for the simulation. The spring analogy is employed with two separate spring systems, one each for forewing and hindwing side of blocks, to compute the displacement of block corners. A linear interpolation is employed for computing dependent variables at the non-matching interface between the two wings. The grid is made fine enough for length of ±2 in the y direction to accommodate the flapping of the wings. The flow field is normalized based on flapping velocity at mid-span, \( U_f = 2\Phi fR \). The values of \( R=20 \text{ mm} \), the total flapping amplitude \( \Phi=60^\circ \) and the flapping frequency of 33.4 Hz are chosen from Wang et.al.[9], which results in the flapping velocity of 1.5372m/s. The Reynolds number of the simulation based on \( U_f \) and the chord length is 990 and the non-dimensional flapping frequency is 0.2173. The inlet velocity condition is computed based on the advance ratio, \( J \) of 1.0 and the stroke plane angle of 75°. The kinematics measured by Wang et.al.[9] (Fig.A.6) during the forward flight of dragonfly, *Polycanthagyna melanictera*, is used for the simulation.

The variation of instantaneous force coefficients in the stroke plane for forewing and hindwing are shown in Fig.A.7 and the vorticity contours at various time is shown in Fig.A.8. The force production by forewing occurs mainly during its downstroke. An LEV forms on the top surface of forewing (Fig.A.8b) during the first half of its downstroke resulting in a peak of thrust and lift (Fig.A.7). This LEV sheds during the
midddle of the downstroke due to strong rotation leading to a drop in lift. During the second half of the downstroke, a second LEV forms (Fig.A.8c), which results in the second peak of lift and thrust forces. During the entire upstroke, no strong vortices are present around forewing (Fig.A.8d) and the force production is low.

The hindwing experiences low pressure on the top surface at the start of the downstroke, produced by the wake vortices of the forewing. This phenomena, which is similar to wake capturing (Fig.A.8d) leads to a small peak in lift at non-dimensional time, \( t = 3.7 \). During the middle of downstroke, a peak value in lift and thrust forces is produced due to the presence of both LEV and trailing vortex (Fig.A.8a), which create a low pressure region on the top surface. A small LEV forms during the upstroke (Fig.A.8c) resulting in the second peak of lift and a peak in drag force.

The variation of coefficient of thrust and lift produced by both wings is shown in Fig.A.9. There are two peaks in the lift force; each one is produced during the downstroke of the hindwing and forewing. The peak in thrust is produced during the middle of the hindwing downstroke and at the end of the hindwing upstroke. The average values of coefficient of lift, \( C_L \), and thrust, \( C_T \) are 1.75 and 0.037. The lift force produced by all wings is 4.9824 mN, which is sufficient enough to support the weight of dragonflies, *Polycanthagyna melanicter*, 2.845 mN (0.29g)[9]. Under steady state conditions, the thrust produced by the wing balances the body drag. From the experimental study of Wakeling and Ellington[10], the body drag force for dragonfly, *Calopteryx splendens*, at Re=5790 and body alignment angle of 15° is 0.0662 mN, which is lower than the thrust, 0.1053 mN computed by the present simulation. The current study of dragonfly flight proves the capability of the solver in simulating complex boundary movements.

A.3. Aeroelastic modeling

The wing is modeled as a linear elastic membrane structure which is pre-stressed by stretching at its boundaries. The out of plane deformation is computed using the non-dimensional dynamic membrane equation in wing reference coordinate
where, \( w \) is out of plane displacement, \( p \) is the applied differential aerodynamic pressure across the wing, and \( N_x, N_y \) and \( N_{xy} \) are prestresses along chordwise, spanwise and in shear, respectively. The inertial source term is given by

\[
S_{\text{iner}} = -\rho_w h_w (\dot{V} + \dot{\Omega} \times r + 2\Omega \times \dot{V} + \Omega \times \Omega \times r)
\]

where, \( V \) and \( \Omega \) are the prescribed wing linear and angular velocity at the reference point, \( r \) is the distance from the reference point, \( \rho_w \) is density of the wing, \( h_w \) is thickness of the wing. The equation is non-dimensionalized with the same characteristic parameters, chord length and flapping velocity used for the flow solver. The pre-stresses are normalized by \( \rho_w u_f^2 C \) and \( \rho_w h_w \) is normalized by \( \rho_w C \). The linearity assumption employed is strictly valid only if the strain accumulated by the deformation is small in comparison to the pre-strain in the membrane.

**Coupling**

An explicit time advancement method using the latest available information is employed for coupling between the flow solver and the membrane solver. For each fluid time step the membrane deformation is of \( O \left(1 \times 10^{-4}\right) \) and has no significant effect on the flow and pressure distribution. The steps involved in coupling are

1. The flow is advanced to time level \( n+1 \) with known deformation values at \( n \).
2. The pressure values are transferred from fluid solver to membrane solver. Since same grid distribution is used for both solvers, no interpolations are necessary.

3. The inertial loads are computed based on the prescribed motion.

4. The membrane solver is advanced using the aerodynamic and the inertial loads at \( n+1 \) level and known deformation at level \( n \) and \( n-1 \). A second order central difference at time level \( n \) is employed for both spatial and temporal derivatives.

5. The deformation values are then transferred to the flow solver.

6. The steps 1 to 5 are repeated for the next time advancement.

**Validation of the membrane solver**

Validation of the membrane solver is carried out based on method of manufactured solution. A known temporally varying deformation

\[
w = \sin x \sin y \sin t
\]  

(A.3)

is substituted in Eq.A.1 along with prescribed values of pre-tension and the mass of the wing to get a source term. This source term is then applied to the membrane solver and the value of out of plane deformation from the solver is compared against Eq. A.3.
A.4. Figures

Fig. A.1 Channel with moving indentation

Fig. A.2 Stream lines downstream of the moving indentation channel for $t^* = 0.2$ to 0.9.
Fig. A.3 Comparison of shear stress along top and bottom wall with previous study Demirdzic.
Fig. A.4 Kinematic parameters

- \( \beta \) - Stroke planes angle
- \( \alpha_u \) - Angle of attack during upstroke
- \( \alpha_d \) - Angle of attack during downstroke
- \( \rho \) - Torsional angle
- \( \phi \) - Flapping Amplitude

Fig. A.5 Two dimensional wing arrangement used for dragonfly simulation

<table>
<thead>
<tr>
<th>Upstroke</th>
<th>Downstroke</th>
<th>Forewing</th>
<th>Hindwing</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_\infty )</td>
<td>1.0</td>
<td>0.35</td>
<td>1.5</td>
</tr>
<tr>
<td>( b )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Non-matching interface
Fig. A.6 Variation of flapping and torsional angle of forewing and hindwing
Fig. A.7 Forces generated in stroke plane by a) forewing and b) hindwing
Fig. A.8 Vorticity contours at different time of flapping cycle. The arrows indicate the movement of forewing and hindwing.
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