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ABSTRACT

More power semiconductors are applying to the aircraft power system to make the system smaller, lighter and more reliable. Average models provide a good solution to system simulation and can also serve as the basis to derive the small signal model for system-level study using linear control theory.

A new average modeling approach for three-phase and nine-phase diode rectifiers with improved ac and dc dynamics is proposed in this dissertation. The key assumption is to model the load current using its first-order Taylor Series expansion throughout the entire averaging time span. A thorough comparison in the time domain is given of this model and two additional average models that were developed based on different load current assumptions, using the detailed switching models as the benchmark. The proposed average model is further verified by experimental results.

In the frequency domain, the output impedance of a nine-phase diode rectifier is derived, and the sampling effect in the average model is investigated by Fourier analysis.
The feeder’s impedance before the rectifier is modeled differently in the output impedance in contrast in the equivalent commutation inductance.

The average model is applied to the resonance study in a system composed of a synchronous generator, a nine-phase diode rectifier and a motor drive. The Thevenin’s and Norton’s equivalent circuits are derived to construct a linearized system. The equivalent impedances are derived from the average models, and the source are obtained from the switching circuit by short-circuit or open-circuit. Transfer functions are derived from the harmonic sources to the bus capacitor voltage for resonance study. The relationship between the stability and the resonance is analyzed, and the effect of controllers on the resonance is investigated.

Optimization is another system-level application of the average model. A half-bridge circuit with piezoelectric actuator as its load is optimized using genetic algorithm. The optimization provides the possibility to design the actuator and its driving circuit automatically.
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CHAPTER 1  INTRODUCTION

1.1 Dissertation Background

1.1.1 Average model of power converters in aircraft power system

The work in this dissertation is based on the next generation of the aircraft power system. Aircraft transportation capability has been increasing dramatically since the 1960s. The traditional aircraft subsystem is powered by a combination of electrical, hydraulic, mechanical and pneumatic means. When power requirements and complexity grow, this system becomes large, heavy and difficult to maintain [1-4].

The concept of the “More Electric Aircraft” (MEA) has been proposed to solve this problem since 1990s. The ultimate objective of the MEA is to completely replace the non-electrical power in the aircraft with electricity. This idea was first applied to meet the military requirement for less overall weight of the aircraft, lower maintenance costs, higher reliability and better performance. With increasing capacity of civil aircrafts, it has been also applied into civil aircraft power systems [2].

The fast development of power electronics makes it feasible to transmit the energy to the load electrically. Power electronics is used throughout the entire system, including power generation, power transmission, environmental control, etc. In the future, it will be also utilized to replace the traditional circuit breakers [3].
The trend for building such a complex aircraft power system is to manufacture components from different vendors and then to synthesize these components. This can reduce the design cost and shorten the design cycle. However, the success of the system integration cannot be guaranteed. Simulation is then necessary for system-level study before the integration of the hardware components.

Because of power switches, it is usually difficult and sometimes even impossible to simulate the entire system using the physical model of each component. The simulation step for power switching devices must be chosen to be very small, typically in milliseconds. However, the transient of the system usually lasts hundreds of milliseconds. A huge amount of time is consumed and the convergence is a big problem. Furthermore, the switching action of power devices causes the system to be discontinuous and non-linear, which prohibits using classical control theory for system analysis. For instance, aircraft power systems always have many motor drives as the loads. The motor drive is a constant power load and is a negative resistor in the small-signal sense. Therefore, the system stability is critical. It is convenient to use stability criteria for a dc-distributed power system if the system is linear and time-invariant (LTI). The detailed switching model is not suitable for this condition.

Simulation using average models is much faster than simulation using the switching models. In system-level study, the exact behavior of the power switching devices is not always of concern, which allows the possibility of using the average model for many simulation cases.

Most switching power converters are LTI circuits for every switch configuration. Averaging different circuit topologies within one switching period $T$ provides a way to
eliminate the switching action from the circuit. The average modeling technique then changes a discontinuous system into a continuous system, which forms the basis for developing small-signal model.

The average modeling technique is first applied to dc-de pulse-width-modulator (PWM) converters, and then is expanded to ac-de PWM converters. In an aircraft power system, instead of PWM converters, multi-phase diode rectifiers are preferred to convert ac to dc due to their high power capability and reliability. The multiphase diode rectifier is usually composed of a multi-phase transformer, diode rectifier bridges and an output filter. Compared with three-phase diode rectifier, the harmonics in the line current and the output voltage of the multi-phase diode rectifier are much lower.

Averaging the line-commutated diode rectifier is not so straightforward. There is no “switching period” as there is in PWM converters, although the circuit topology changes. During the past decade, much research has been focused on developing the average model for a line-commutated diode rectifier, but mostly for only the three-phase diode rectifier. Meanwhile, the dynamics of the model still need to be improved. A more accurate dynamic average model for a multi-phase diode rectifier is necessary for system study.

Besides the development of the average model, the average model validation is important for model’s application, especially in the frequency domain. Assumptions are unavoidable during the modeling process because of the limitations of the averaging technique. Sampling theory has been applied to explain phenomena in a dc-de PWM converter [57]. The model’s evaluation, both in the time domain and in the frequency
domain, is important for proper applications of the model. Such problems have not been investigated before this study.

1.1.2 Average model applications

After obtaining the average model, the next task in this dissertation is to apply the model to system-level study. Two different applications are demonstrated in this work: system harmonic resonance study and system optimization. These two applications are typical system-level studies that cannot be carried out without the average models of the switching power converters.

Resonance occurs when the system nature frequency is equal to the harmonic source frequency in the system. The harmonic source might generate from the nonlinear block in the system, or when the system is under abnormal operating conditions. Many efforts have been made in the past to predict the resonance in power systems and damp it. To predict the resonance, the transfer function from the harmonic source to the voltage or current of the node that is concerned is derived. The system nature frequency and the amplification of the harmonics under each frequency can be obtained from the gain of the transfer function. For systems that have switching power converters, the non-linear blocks are usually modeled by ideal voltage or current sources depending on their characteristics, under the assumption that their internal impedances are small enough to neglect.

This modeling approach is effective under many conditions. Nevertheless, there are some cases in which this assumption does not hold true. For example, in this dissertation, the resonance study is based on a simplified aircraft system, composed of a synchronous
generator, a nine-phase diode rectifier, a motor drive and filters. When the filters in this system are designed to be small in order to reduce the size and weight of the aircraft power system, the internal impedance of the switching converter is comparable to the filters and cannot be ignored. Therefore, Thevenin’s and Norton’s equivalent circuits are proposed to substitute for the non-linear blocks in the system to derive the transfer function, which requires the average models of the switching converters. How to obtain the equivalent circuits is the main goal of this research.

In most resonance studies, the relationship between stability and resonance is not clearly stated. Additionally, the parameter sensitivity to the system resonance needs to be investigated to provide design guidance. All of these are questions that should be answered during resonance study.

Another application of average models is optimization. System optimization has been proposed for the aircraft power system because the weight and size are critical. Traditional design depends mainly on engineers’ experience, which may result in a sub-optimal design. Furthermore, because of the interaction between the load and the circuit, the traditional design approach is highly compartmentalized and sequential. Mathematical optimization has emerged recently as an integration platform to design the system in an organized and methodical way. It allows the designer to potentially use a large number of design variables and to generate the design automatically.

The example system for optimization used in this dissertation is a switching amplifier with an actuator as its load. The multi-phase diode rectifier is not chosen because the optimization of the transformer has already been studied and is easily applied to the multi-phase diode rectifier [90]. Moreover, in the aircraft system, the interaction between
the converter and the load is of high interest, while the diode rectifier has little interaction with the load and only provides the dc bus voltage.

In contrast, the actuator and its driving amplifier have close interaction in the aircraft system. Actuators employing smart materials have attracted substantial attention in the past decade because of their high power density. Piezoelectric (PZT) and electrostrictive materials are two smart materials that change their shapes in response to an electric field. For smart structure applications where the frequency is above 5Hz, piezoelectric material is usually used due to its ability to use in a high operating frequency range [86], which is the case in the work here.

The capacitive characteristic of the PZT actuator brings the challenge of the design of driving amplifiers. Although the actuator consumes almost no real power, a considerable amount of reactive power circulates between the actuator and the amplifier. A standard linear amplifier dissipates the regenerated energy into heat, which then requires a bulky and heavy heat sink. In contrast, a switching power amplifier can recycle the regenerative energy back to the source, resulting in a small, light and efficient amplifier. In [87], the comparison of linear and switching drive amplifiers is presented, given the conclusion that the linear amplifier consumes more power than the switching amplifier.

The optimization is applied to the switching power converter and the PZT actuator. Accurate models of each component are necessary for the optimization. In order to be executable with commercial optimization software, the switching power converter must be described with mathematical equations, which come from the average models.

In summary, this dissertation is focused on the average models of switching converters and their applications in system-level study.
1.2 Literature Review

1.2.1 More Electric Aircraft (MEA)

Electricity was first used in the aircraft power system for ignition, which only required hundreds of watts. Within one century, the electricity has exceeded over megawatts [1, 2]. Due to fast-increasing requirement, the concept of the MEA is proposed to reduce the weight and size of the aircraft.

Power generation and distribution in the aircraft system has changed significantly in order to reduce the weight and size of the system. The dc power system was used at the beginning of aircraft design. The dc voltage changed from 14.25V to 28V in 20 years. Later, a 115/200V, 400Hz ac system was selected to have a lighter system. This ac system is still in wide use today [1-8].

There are three main methods to generate ac systems: a constant speed drive (CSD), a variable speed constant frequency (VSCF) system and a dc-link system. The latter two systems have variable frequencies out of the generators, and the fixed frequency for the system is provided through switching power converters. The advantage of these two systems is that they provide a better starter/generator system without mechanical parts [8].

Other system architectures are also of interest. One such architecture was introduced in the 1980s, when a 270V dc power system was proposed by NASA to reduce the wire weight. This power system has been applied on some military aircrafts.

The variable frequency system is very cost-effective and is becoming widely used on business jets [5]. The generator’s efficiency during the entire frequency range and the power quality are major concerns in such a system.
Among these architectures, the variable frequency generator is promising for future designs. Therefore, the variable frequency system becomes the major concern in this dissertation.

1.2.2 Ac-dc converters in MEA

The development of power electronics makes the MEA feasible. The key achievement of power electronics in terms of designing the MEA is the increase in power density obtained by power semiconductors, which is applied from the power generation to power distribution and utilization. For example, various types of power converters generate multi-level voltages in the aircraft power system for different usage. The loads in the MEA also require lots of motor drives and dc-dc converters [13-16].

In an MEA, power converters must meet the system harmonic requirements, especially the converters that connect the generators and the dc buses [17]. Either active or passive rectifiers can be used as front-end converters for aircraft power systems. Multi-phase diode rectifiers are passive converters, which are based on multi-phase transformers. In [18] and [19], comprehensive comparisons between a twelve-pulse diode rectifier and an active PWM converter are presented. Compared with active rectifiers, transformer unit rectifiers (TRU) are simpler, more reliable and more efficient. A conventional TRU is an unregulated device, but its output voltage can be controlled by adding controllers into the system (RTRU) [20, 21], which is beyond the scope of the dissertation.

In a current MEA, there are two main types of passive ac-dc converters: six-phase (twelve-pulse) diode rectifiers and nine-phase (eighteen-pulse) diode rectifiers. The six-
phase diode rectifier usually provides the 28V dc voltage in the aircraft power system. In [22], one such low-weight, low-cost rectifier is developed. Obviously, the harmonics become lower when the number of rectification pulses increases, and the nine-phase diode rectifier is proposed. An autotransformer, instead of a transformer, is used before the diode rectifier bridge. Different autotransformer topologies are compared in [23] in terms of weight, power rating, and efficiency. In [24], the harmonics influenced by the autotransformer is discussed. A detailed analysis of a nine-phase diode rectifier is given in [25]. With these converters, the aircraft power system has different levels of dc voltage for the power distribution system.

### 1.2.3 Average modeling of ac-dc converters

System simulation involving switches is not an easy task [26, 27]. For easier analysis and faster simulation, a multi-level modeling approach is proposed to meet the modeling guidelines [28]. Switching models are only necessary when switching ripples are of interest or detailed transient information is needed. Otherwise, average models provide enough information at a low frequency range [29, 30]. Meanwhile, average models change the discontinuous system into the continuous system, which are the basis of small-signal models to use classical control theory [31].

The average modeling technique for modeling switching power converters has been studied since the 1970s. The state-space averaging method was first proposed for PWM dc-dc converters in [32]. For each switching configuration (ON or OFF), the circuit is linear. The state-space averaging method is to average the two circuits within one switching period. This method is useful but is limited. A generalized averaging method
refines the state-space averaging method using Fourier series expansion [33, 34]. Fourier coefficients other than that of the fundamental frequency are taken into account. Using this method, the ripples can be recovered in the average model. This method is applied also in multi-converter systems to simulate the dc power system [35, 36].

In a three-phase ac-dc system, the state-space averaging method can be applied to PWM converters with the Park transformation [37]. However, the average model of the three-phase diode rectifier cannot be derived directly by this method. The operating principle of the diode rectifier is given in [38]. The circuit topology changes during the commutation and conduction periods. In reference [41], based on the fundamental averaging theory, the average model of the line-commutated three-phase diode rectifier with an ideal input voltage source is derived by averaging the dc output voltage within 60°. In [42], the generator’s equations are combined into the average model of the rectifier when the subtransient impedances of the generator in $d,q$-axes are not the same. This model is the static model, which assumes that the load current stays constant. When the load current is assumed to change during one switching period, another average model is developed, which is explained in [43]. This is defined as a dynamic average model of the diode rectifier. In [44], it is pointed out that the commutation angle is only related to the average current during the commutation period. The average model is then completely re-derived using other forms of mathematical expression.

The static model of the three-phase diode rectifier in [41] is expanded to a six-phase diode rectifier in [45]. Reference [46] gives the equivalent circuit for a six-phase diode rectifier when there is line inductance before the transformer. Reference [47] presents the
static average model when the generator is modeled together with the six-phase diode rectifier.

All the above average models for diode rectifiers are derived using mathematics. Another approach for deriving models is to treat the diode rectifier as a black box and get its input-output voltage and current relationships. This has been successfully applied to a three-phase and multi-phase diode rectifier [48-50]. The impedance characteristic of a six-phase synchronous generator-rectifier system is obtained via this method [51].

The nine-phase diode rectifier is applied in the aircraft power system, which also needs the multi-level modeling approach [52]. In [53], the quasi-stationary small-signal model of a nine-phase diode rectifier is developed, which is used to predict the system stability.

The validation of the average model is of great concern. Reference [56] makes the points that the small signal models of PWM converters are not valid after half of the switching period, due to the sampling theory [56]. The sampled-data model improves the model’s accuracy by combining discrete modeling techniques [57]. In [58], the average model is improved by modeling the sampling block using a transfer function. However, it is still limited to the same frequency range [59]. Reference [60] describes the approximation and validation of the average model in detail using mathematics. Documentation of such investigation does not exist for average models of line-commutated diode rectifiers.

Average models can include harmonic distortion, as presented in [54, 55], which is beyond the scope of this work.
1.2.4 System harmonics resonance study

Harmonic study is discussed intensively in industrial power systems [66-73]. The existence of a nonlinear load or an unbalanced component brings more harmonics into the system. There are two resonant conditions: series resonance and parallel resonance. In [67], the measurement of hardware for harmonics study is given however, it is better to use system models to predict the harmonics before it occurs. System modeling for harmonic studies needs to be accurate, but also needs to result in models that are not too complicated. It is pointed out in [68] that the harmonic source should be modeled using Norton’s or Thevenin’s equivalent circuits. The nonlinear load is classified into two types of harmonic source: Current Source Nonlinear Load (CSNL) or Voltage Source Nonlinear Load (VSNL) [69]. The CSNL can be modeled as the Norton’s equivalent circuit, while the VSNL should be modeled as the Thevenin’s equivalent circuit. In [70-72], Thevenin’s equivalent circuit is used to predict the resonance in an ac power system. Reference [73] studies when harmonics might occur due to an unbalanced input voltage. Various damping methods are proposed for an ac power system [75-77].

However, there are not many studies on resonance for dc power distribution systems. In [78] and [79], the harmonics resonance is studied in a railway system, which is quite similar to an aircraft system. The transfer function is derived from the harmonics to the bus capacitor by modeling the harmonic sources as ideal current sources. Impedance modeling is proposed in [80] based on a numerical-linearization technique. It shows that impedance at low frequency will influence the resonance, but this method requires a great deal of computation.
1.2.5 Optimization

System optimization is proven to be effective in reducing the weight and size of the aircraft system [88]. The optimization for the actuator and the electronics circuit was performed separately in the past. An overview of optimization for the piezoelectric actuator and its electronics circuit is given in [91]. There are many papers for actuator optimizations, while the number of papers on the optimization for the driving circuit is limited.

Nonetheless, there is some literature on optimization in power electronics in the past [92-99]. Early efforts focus on strictly continuous optimization [92-97], which means all design variables are continuous variables. Different objective functions were selected, such as the weight of the inductor or the power dissipation in the circuit. Continuous optimization can result in a better design than the traditional design, but it has two shortcomings: 1) the switch selection for drive amplifier cannot be handled and 2) the optimal result must be round to the off-the-shelf components, which will degrade the effect of optimization.

More recent work has employed genetic algorithms as discrete optimizers for device selection, using cost to be the objective function [95, 96]. Genetic algorithms (GA) are probability-based algorithms that utilize the process of natural selection, and have been experimentally proven to be robust in their application to many research problems [100].
1.3 Dissertation outline

The dissertation includes two main parts: the average model development of line-commutated diode rectifiers (Chapter 2 to Chapter 5) and the application of average models in system-level study (Chapter 6 and 7).

Chapter 2 gives a detailed overview of the existing average models for line-commutated diode rectifiers. Two different modeling approaches are introduced and compared. This comparison determines the choice of the modeling approach for a multi-phase diode rectifier in a variable frequency system in this work.

In Chapter 3, new average models of three-phase and nine-phase diode rectifiers with improved dynamics are developed. The derivations for average models of three-phase and nine-phase diode rectifiers are very similar. Therefore, the detailed derivation is described based on three-phase diode rectifiers for simplicity. For nine-phase diode rectifiers, the difference when considering the feeder’s inductance before the transformer is stressed due to the existence of the autotransformer. The limitation of the average model is presented at the end of this chapter.

The time domain evaluation of new average models of three-phase and nine-phase diode rectifiers is given in Chapter 4. The three average models, the static model, original dynamic model and new improved dynamic model, are developed in MATLAB/Simulink and are compared to the detailed switching model in Saber. Interpolation is utilized in order to give quantized comparison results. The models are compared under both steady state and transient conditions. The experimental validation of the improved dynamic average model is also given in Chapter 4.
In Chapter 5, output impedances of nine-phase diode rectifiers are derived based on different average models for system-level study. When a generator is considered instead of an ideal voltage source, the influence of the generator output impedance is discussed, which provides useful information for Chapter 6. Another topic in Chapter 5 is the frequency validation of the average model. The sampling effect in the average model is given by simulation result.

The average model is applied into system harmonic resonance study in Chapter 6. The system consists of a generator, a nine-phase diode rectifier and a motor drive. The average models replace the switching power converter, including the rectifier and the inverter for the motor drive. Norton’s and Thevenin’s equivalent circuits are developed for system linearization. Transfer functions are derived in this chapter to predict the resonance and the controller influence of the motor drive and generator on system resonance is given according to the simulation result. Some issues of resonance, such as the relationship between the resonance and stability, are presented.

Chapter 7 gives the optimization of an electronics circuit with a piezoelectric actuator as its load. The average model must be used with commercial optimization software. The genetic algorithm is selected as the optimization algorithm. The objective function, design variables and constraints are given for the circuit and the system optimization.

Conclusions and possible future research work are presented in Chapter 8.
CHAPTER 2  OVERVIEW OF AVERAGE MODEL FOR DIODE RECTIFIER

2.1. Introduction

Line-commutated diode rectifiers are often applied to ac-dc power systems with constant power loads. Because of the negative resistance characteristic of the constant power load in the small-signal sense, the system stability becomes a critical issue in such a system. It is convenient and valuable to use the classical linear time-invariant (LTI) control theory for linear system stability study. However, since the switching model of the diode rectifier is discrete and non-linear, it is impossible to use the LTI theory directly. An average model is then required as the first step to eliminate higher-order harmonics in the waveforms by calculating the average value during one switching interval. During this switching interval, the high-frequency switching content is averaged out. This averaging function is sometimes referred to as the “moving average” or “fast average”. Assuming that $T$ is the switching period, this function can be written as

$$\bar{x} = \frac{1}{T} \int_{t-T}^{t} x(t) \, dt,$$

where $x$ are the state variables [39].

Furthermore, using the average model, the simulation time will be much less than the simulation time using the switching model because there is no longer any switching action. The average model also provides a basis to derive a small-signal model with perturbation and linearization.
The average modeling technique has been studied for dc-dc PWM converters for over 30 years [56-60]. The state-space averaging method is now widely used in the modeling work of dc-dc PWM converters by replacing switches with dependent voltage and current sources. This method has been extended to ac-dc PWM converters [37].

The average model for the line-commutated diode rectifier cannot be derived in the same way. Although the circuit topology changes within one switching period, the switches cannot be substituted by single-pole-double-throw switches, which prohibit replacing the switches by dependent sources. Instead, the state variables in the rectifier are averaged directly. The output dc voltage and input ac currents in $dq$-axes are chosen as the state variables in the rectifier.

There are two existing averaging methods [42, 48] to derive the average model for a three-phase line-commutated diode rectifier, denoted as the transfer function method and the mathematical derivation method. Both methods use the moving average theory but each with a different approach. In this chapter, the detailed modeling approaches are introduced and compared.

2.2. Line-commutated three-phase diode rectifier

A three-phase diode rectifier can convert alternating current into direct current. The circuit topology of a line-commutated three-phase diode rectifier is shown in Figure 2-1(a) and the voltage waveforms are given in Figure 2-1 (b).
According to the diode characteristics, the ac line current will be switched from one diode bridge to another at six times the line frequency. The current transfer cannot be completed instantaneously when line-commutating inductance $L_c$ exists. For example, at $\pi/3$ in Figure 2-1(b), current will transfer from $i_a$ to $i_b$, while $i_c$ conducts full current $i_{dc}$. There are three diodes conducting current $T_1$, $T_2$, and $T_3$ till $i_a$ is equal to $i_{dc}$ and the current transfer is completed. This period is defined as the commutation period. After the commutation period, only two diodes conduct current ($i_b$ and $i_c$ for this case), $T_2$ and $T_3$, till another current transfer begins. This is defined as the conduction period. The circuit topology will change between the commutation and conduction period. Figure 2-2 gives operation models in the commutation and conduction periods of every switching period.
The symmetrical structure of the diode rectifier leads to the periodical waveform of the output dc voltage $V_{dc}$ with a frequency that is six times the line frequency. Since commutation also occurs at this frequency, it is denoted as the switching frequency $f_{sw}$ for the three-phase diode rectifier. Although the ac line currents’ frequency is equal to the line frequency, their expression in $dq$-axes using the Park transformation has the same switching frequency as $f_{sw}$, shown in Figure 2-3.

![Figure 2-3 AC line current](image)

**Figure 2-3 AC line current**

### 2.3. Average model of diode rectifier

The derivation of the average model for a three-phase diode rectifier has been proposed in [41-44, 48-49], which can be categorized in two methods: the transfer function method and the mathematical derivation method. Both methods average the state variables of the rectifier within one switching period.
2.3.1. Transfer function method

The transfer function method was proposed for deriving the average model for a three-phase generator-rectifier with generator in [48]. The transfer function between the output and input of the rectifier is found using a black box approach, as in Figure 2-4.

![Figure 2-4 Transfer function method](image)

For each operating point, the relationship of the magnitude between the input and the output vector is calculated. The input and output data are obtained either from hardware experiments or from detailed simulation results. The magnitudes of the generator’s output voltage and current in the $dq$-axes at the fundamental frequency are assumed to be proportional to the dc components of the rectifier output voltage and current. The average model is shown Figure 2-5. $\delta$ is the angle between the generator output voltage in $d,q$-axes $V_d$ and $V_q$. The angle between the generator output current in the $d,q$-axes $I_d$ and $I_q$ are denoted as $\alpha$. For each operating point, $\delta$ can be calculated by $\text{tg}^{-1}(V_q/V_d)$. The coefficient $k_v$ is the ratio between the magnitude of the rectifier output voltage $V_{dc}$ and its input voltage $V_d, V_q, \delta$. The ac currents $I_d$ and $I_q$ can be modeled using the dc current $I_{dc}$, the magnitude ratio $k_i$ and phase $\alpha$. To develop the average model, the value of coefficients $k_v, k_i$ and $\alpha$ should be determined using the switching model.
This method has been extended for the multi-phase transformer rectifier unit in [50]. Curve fitting of $k_v$, $k_i$ and $\alpha$ is utilized to create an average model of the circuit in a certain range. The averaged model is almost the same as the model in Figure 2-5 except that the synchronous reference frame is used instead of the arbitrary reference frame, which means that $V_q$ is set to zero and there is no $\delta$ in the model.

2.3.2. Mathematical derivation

The mathematical derivation method is to derive the differential equations of the circuit during the commutation and the conduction period, which includes both the dc-side output voltage and the ac-side input current. The equations are then averaged within one switching period [41].

The period $(\pi/3, 2\pi/3)$ is chosen in which the equations will be derived. If the load current $i_{dc}$ is assumed to be constant during one switching period, the static average model is derived. From Figure 2-2, the equations of the circuit during the commutation period is written as


\[ 2 \cdot L_c \cdot \frac{di_a}{dt} = V_b - V_a. \quad (2-1) \]

Using the boundary condition \( i_a(\pi/3) = 0 \), the line current \( i_a \) is expressed as

\[ i_a(t) = \frac{\sqrt{3} \cdot V}{2 \cdot \omega \cdot L_c} \cdot (1 - \cos \mu) \]  

\[ \quad (2-2) \]

where \( V \) is the peak value of the input voltage source, \( \omega \) is the line frequency in \text{rad/sec} \) and \( \mu \) is the commutation angle. When \( i_a \) is equal to \( i_{dc} \), the commutation ends, which means that the commutation angle is

\[ \mu = \arccos \left( 1 - \frac{2 \omega \cdot L_c \cdot i_{dc}}{\sqrt{3} \cdot V} \right). \quad (2-3) \]

The output voltage is determined by

\[ \overline{V_{dc}} = \frac{3 \cdot \sqrt{3}}{\pi} \cdot V - \frac{3 \cdot \omega \cdot L_c}{\pi} \cdot I_d. \quad (2-4) \]

This model has been improved to include dynamics in the circuit. The load current is not assumed to be constant but to change \( \Delta i_{dc} \) during one switching period. The commutation angle for this model is the same as in (2-3). The output voltage is derived by averaging its expressions during the commutation and conduction period, which is

\[ \overline{V_{dc}} = \frac{3 \cdot \sqrt{3}}{\pi} \cdot V - \frac{3 \cdot \omega \cdot L_c}{\pi} \cdot I_d - 2 \cdot L_c \cdot \frac{di_{dc}}{dt}. \quad (2-5) \]

The ac currents in the \( dq \)-axes are derived but \( \Delta i_{dc} \) is ignored. The expressions are

\[ \overline{i_d} = \frac{3}{\pi} \left( \int_{\pi/3}^{\mu} i_{d,\text{com}}(t) \cdot dt + \int_{\pi/3 + \mu}^{2\pi} i_{d,\text{con}}(t) \cdot dt \right) = \overline{i_{d,\text{com}}} + \overline{i_{d,\text{con}}}, \]

\[ \overline{i_q} = \frac{3}{\pi} \left( \int_{\pi/3}^{\mu} i_{q,\text{com}}(t) \cdot dt + \int_{\pi/3 + \mu}^{2\pi} i_{q,\text{con}}(t) \cdot dt \right) = \overline{i_{q,\text{com}}} + \overline{i_{q,\text{con}}} \quad (2-6) \]

where \( \overline{i_{d,\text{com}}} \), \( \overline{i_{q,\text{com}}} \) are the input currents during the commutation period in the \( dq \)-axes,

and \( \overline{i_{d,\text{con}}} \), \( \overline{i_{q,\text{con}}} \) are input currents during the conduction period. The ac currents could
be obtained by solving the differential equations of the circuit in the three-phase diode rectifier, followed by Park transformations. The detailed derivation procedure can be seen in [41].

The average model using this method has the same topology as in Figure 2-5 except that \( V_{dc} \) and \( I_d, I_q \) will be expressed by equations.

When the input voltage source is a generator, the commutation inductance should involve the generator’s output impedance, which is basically an inductor in series with a resistor. Besides the line inductance, it will also contribute to the commutation period of the diode rectifier.

The generator’s output impedance is in the \( dq \)-axes, but the calculation of the commutation angle is based on the commutation inductance in 3-phase. This brings the challenge of how to match the generator impedance in \( dq \)-axes into line commutation inductance. Reference [42] gives the average model of a synchronous generator-fed rectifier at steady state. Combing the generator model with the diode rectifier, the flux of the generator is used instead of the voltage magnitude in the averaging process of the diode rectifier. The equivalent line commutation inductance is

\[
L_a(\beta) = \frac{1}{2} \left( L_d'' + L_q'' \right) + \left( L_d'' - L_q'' \right) \sin \left( 2\beta + \frac{\pi}{6} \right), \tag{2-7}
\]

where \( L_d'' \) and \( L_q'' \) are subtransient inductances and \( \beta \) is the delay firing angle. For the diode rectifier here, \( \beta \) is zero. The steady state commutation inductance \( L_{ss} \) becomes \( L_d'' \) in this work.

Reference [43] improves the model to have transient characteristic by assuming the load current change within one switching period. The transient commutating inductance is defined as
\[ L_i(\beta) = L_d'' + L_q'' + \left(L_d'' - L_q''\right) \sin\left(2\beta - \frac{\pi}{6}\right). \] (2-8)

When \( \beta \) is zero, the transient commutation inductance \( L_t \) is equivalent to \( 0.5 \cdot L_d'' + 1.5 \cdot L_q'' \).

In the work above, the generator is expressed with its open-loop subtransient impedance \( L_d'' \) and \( L_q'' \). This is because the switching actions of the diodes are much faster than the generator’s dynamics. Moreover, the close-loop subtransient impedance is almost the same as the open-loop subtransient impedance. Therefore, the open-loop subtransient impedance can represent the generator’s behavior for this situation.

### 2.3.3. Method comparison

The transfer function method and mathematical derivation are both powerful tools for developing the average model of the diode rectifier. They are both based on the assumption that the input voltage source and the line inductances are symmetrical and balanced. Only under this condition, does the circuit have the switching frequency of six times the line frequency and can it be averaged within that period.

Using the transfer function method to derive the average model of the rectifier is easy and straightforward. The transfer function method avoids the complex calculation of the differential equations. Meanwhile, the non-linearity effects of the circuit, such as the saturation of the transformer, could be taken into account when obtaining the parameters. The disadvantage of this method is that the switching model must be simulated under each operating point to obtain the data, and it is time-consuming to build the lookup tables of the coefficients for the average model. Since this method is static by definition, the inclusion and improvement for model dynamics has been proven to a difficult task to
achieve. Moreover, when the line frequency is not constant, curve fitting adds intricateness to frequency identification.

In contrast, the mathematical model is completely unlimited in this sense. The line frequency becomes one of the variables in the expression of the average model, like the input voltage source. The circuit dynamics can be included in the average model. Once the model is developed, it is easy to use under different parameters in the system. Its disadvantage is that the generator and the rectifier have to be modeled as one block, where the generator’s dynamics is ignored. The calculation of the commutation inductance becomes complicated when the system has multiple branches in parallel. The non-linearity in the system is also not considered in the derivation.

Since our models are developed specifically for a variable-frequency aircraft power system, the mathematical method is adopted in this work for deriving the average model.

### 2.4. Summary

The basic operation principle of the three-phase diode rectifier is introduced in this chapter. The switching period of the rectifier is six times the line frequency based on its symmetrical structure. The commutation period is the time period during which current transfers from one branch to another. The development of the average model of the rectifier is to average the output dc voltage and ac currents during the commutation and conduction periods.

The relationship between the input and the output variables can be obtained either by the transfer function method using the switching model simulation result point by point, or by mathematical derivation of the differential equations. Both methods are limited to a
symmetrical and balanced system. Since mathematical derivation is more suitable for a variable-frequency power system, it is chosen as the averaging method in this dissertation.
CHAPTER 3  IMPROVED DYNAMIC AVERAGE MODEL OF DIODE RECTIFIER

3.1. Introduction

The average model of the diode rectifier forms the basis for obtaining the small-signal model, which is a necessity for system stability. In [41], the static and dynamic models of three-phase diode rectifier are derived, as illustrated in Chapter 2 in detail.

The existing dynamic average model for the three-phase diode rectifier takes dynamics into consideration to some extent by assuming that the load current changes within one switching period. However, the load current change is ignored when deriving the commutation angle and ac line currents. In this chapter, the dynamic model of three-phase diode rectifier is improved. The key assumption taken for improved dynamics is to model the load current using its first-order Taylor Series expansion during the complete averaging time span, i.e., during both commutation and conduction periods. This improves both dc voltage and ac current dynamics, since the load current is never assumed constant and expressed in terms of its average value during the commutation period. The resultant improved average model has better accuracy on the system-level study. Additionally, the steady state performance is improved by modeling parasitic resistances, and by using a non-ideal I-V characteristic to model the diodes.

Same modeling approach is applied to a nine-phase diode rectifier to obtain its average model in this chapter. There are two special issues for nine-phase diode
rectifiers. First, it has an autotransformer and the feeder’s inductance before the autotransformer needs to be referred to the secondary for equivalent commutation inductance. It cannot be achieved by simply multiplying the feeder’s inductance with the turns ratio because of the nonlinearity of the diode rectifier. Second, a nine-phase $dq$-transformation is defined to model the line current. The limitation of the model is discussed at the end of this chapter.

3.2. Operation principle of nine-phase diode rectifier

A multi-phase diode rectifier is often applied in an aircraft power system as a front-end converter. The nine-phase diode rectifier is introduced in this work. It is composed of an autotransformer unit and one nine-phase diode bridge. The topology of this converter is shown in Figure 3-1.

![Figure 3-1 Schematic of 18-pulse nine phase diode rectifier](image)

The autotransformer has nine secondary windings that generate three sets of three-phase voltages, denoted as forward, center and lagging voltages, each phase-shifted by
+40°, 0°, and -40° with respect to the primary input voltage source. These voltages feed the three diode bridges in direct connection with their dc terminals. Each diode conducts the full load current for 40°, as opposed to paralleled 18-pulse rectifiers where diodes conduct 1/3 of the load current for 120°. One type of autotransformer phasor diagram is shown in Figure 3-2.

![Figure 3-2 Nine-phase autotransformer diagram](image)

The primary-secondary voltage ratio per phase is denoted as $n_v$ and the corresponding secondary-primary current ratio is denoted as $n_i$. Since each diode bridge will deliver one-third of the total power, the relationship between $n_v$ and $n_i$ becomes

$$n_i = 3 \cdot n_v.$$  \hspace{1cm} (3-1)

The voltage ratio $n_v$ can be calculated based on the number of turns in each winding from the vector diagram.\textbf{Error! Reference source not found.}
3.3. Assumptions

Assumptions are made in order to derive the mathematical averaged model for three-phase and nine-phase diode rectifiers. Some assumptions are made for the sake of simplicity, while others are necessary for derivation. In this section, all the assumptions will be given prior to derivation.

3.3.1. Input voltage source

The three-phase input voltage source must be symmetrical and balanced, which allows the diode rectifier to have the desired “switching frequency”. Given that only the fundamental frequency is considered when doing the averaging, an implicit assumption is that all power transfer occurs at the line frequency.

The input voltage source is

\[
\begin{align*}
V_a &= V \cdot \cos(\omega t + \theta_0) \\
V_b &= V \cdot \cos(\omega t - \frac{2\pi}{3} + \theta_0) \\
V_c &= V \cdot \cos(\omega t + \frac{2\pi}{3} + \theta_0)
\end{align*}
\]  

where \( V \) is the amplitude of the voltage source, \( \omega \) is the line frequency in rad/sec and \( \theta_0 \) is the initial angle. \( \theta_0 \) can be set arbitrarily for derivation convenience. The voltage source is ideal and has no output impedance.

In order to simplify the derivation, the voltage in the \( abc \)-axes will be converted to the \( d \)-axis only using the Park transformation as
\[ T_{dq}^3 = \frac{2}{3} \begin{bmatrix} \cos(\theta + \theta_0) & \cos\left(\theta - \frac{2\pi}{3} + \theta_0\right) & \cos\left(\theta + \frac{2\pi}{3} + \theta_0\right) \\ -\sin(\theta + \theta_0) & -\sin\left(\theta - \frac{2\pi}{3} + \theta_0\right) & -\sin\left(\theta + \frac{2\pi}{3} + \theta_0\right) \end{bmatrix}. \] (3-3)

### 3.3.2. Transformer and rectifier

The nine-phase diode rectifier includes an autotransformer and one nine-phase diode bridge. An \( LC \) output filter is usually connected with the diode rectifier at the dc output terminal. The average model of this unit is based on the average model of an equivalent nine-phase diode rectifier, given that both the autotransformer and the dc filter are passive components without switching elements.

From Figure 3-2, it shows that the autotransformer impedance is a complex cross-connected set of parallel and series impedances between the three-phase lines. However, the equivalent commutation inductance for each phase is required to average the nine-phase diode bridge within 20º. Fortunately, assuming the simplified equivalent impedance on the secondary side of the autotransformer almost does not cause the loss of useful information when simulating the averaged model. Specifically, the assumptions made in the autotransformer model are:

1. Autotransformer symmetry: the secondary voltage of the autotransformer is the same;
2. Autotransformer leakage impedance: the transformer leakage is modeled by using equal series inductances with each phase;
3. Magnetizing inductance: this inductance is neglected due to its much larger value when compared to the leakage inductances;
4. Nonlinear effects: saturation and hysteresis are not considered for the transformer.

The diodes are modeled by the I-V curve in Figure 3-3. The forward voltage drop $V_{on}$ and on-state resistor $R_{on}$ are considered. The switching behavior of the diodes is assumed to be ideal, which means that they will turn on or off instantaneously.

![I-V curve of diode rectifier](image)

These assumptions yield the following topology to model the average action of the nine-phase diode rectifier bridge. The input voltage to the diode bridge is shown in Figure 3-4 (b).

3.3.3. Commutation angle

There are five different operation modes for diode rectifier [38]. In this chapter, the model is only valid for Mode 1, which requires that the commutation should be finished within one switching period. For a three-phase diode rectifier, the commutation angle $\mu$ should be less than $60^\circ$; while for the nine-phase diode rectifier, $\mu$ should be less than $20^\circ$. The commutation angle is determined by the load current, commutation inductance, line frequency and voltage, which is shown in the following derivation. The validation of the model will be discussed in detail in section 3.5.
3.4. Improved dynamic average model of three-phase diode rectifier

The mathematical derivation method is used in this work to obtain the average model of diode rectifiers. As illustrated in Chapter 2, the difference among the static and dynamic model originally comes from their different assumptions on load current $i_{dc}$. In these models, the variation of $i_{dc}$ is ignored either completely or partially during the derivation [41-43]. In this work, $i_{dc}$ is assumed to vary linearly throughout the entire averaging period, i.e., during both commutation and conducting periods. Specifically, $i_{dc}$ is approximated using its first-order Taylor Series expansion as

$$i_{dc} (\theta) = i_{dc0} + k \cdot (\theta - \frac{\mu}{2}),$$

(3-4)

where $i_{dc0}$ is the average value of $i_{dc}$ during the commutation period, $\mu$ is the commutation angle, and $k$ is the derivative of current $di_{dc}/d\alpha$ during this period of time. Equation (3-4)
captures the variation of $i_{dc}$ even during the commutation period, resulting in a better
dynamic approximation for the converter output voltage and input currents.

Since $\mu$ only depends on the average current during the commutation [44], it is
important that $i_{dc0}$ be defined as the average current during the commutation period, not
the entire averaging period as has been the case in previous work.

For convenience in derivation, the initial angle of input voltage source $V_a$ is set to be
$-\pi/3$, which is defined as

$$V_a = V \cdot \cos \left( \omega \cdot t - \frac{\pi}{3} \right)$$
$$V_b = V \cdot \cos \left( \omega \cdot t - \pi \right)$$
$$V_c = V \cdot \cos \left( \omega \cdot t + \frac{\pi}{3} \right)$$

\[ (3-5) \]

3.4.1. Line current and commutation angle $\mu$

The average model is to derive averaged ac line currents and dc output voltage during
the commutation and conduction period, which are functions of the commutation angle $\mu$.
Therefore $\mu$ has to be determined as the first step. It can be accomplished by deriving one
of the ac line currents using boundary conditions. The current chosen here for analysis is
phase A’s current of the direct bridge $i_{ad}$.

Choosing the average period when the current commutates from phase C to A ($\theta = 0$
till $\theta = \pi/3$), the boundary conditions for three line currents are
During the commutation, phases A and C are shorted at the dc terminal and $i_a$ is derived as

$$L_c \frac{di_a(t)}{dt} - L_c \frac{di_a(t)}{dt} = V_a - V_c, \quad (3-7)$$

when the parasitic resistor $R_c$ is ignored and

$$i_c(t) + i_a(t) = -i_{dc}(t). \quad (3-8)$$

By substituting equations (3-4)(3-5)(3-8) into (3-7) and using the initial conditions when $\theta=0^\circ$, the differential equation describing the dynamics of $i_a$ may be solved as

$$i_a(\theta) = -\frac{\sqrt{3}}{2 \cdot \omega L_c} \cdot V \cdot (1 - \cos \theta) \cdot \frac{k}{2} \cdot \theta. \quad (3-9)$$

When $i_a$ equals the full load dc current, the commutation period ends and phase C ceases to conduct when $\omega$ is $\mu$, which means

$$-\frac{\sqrt{3}}{2 \cdot \omega L_c} \cdot V \cdot (1 - \cos \mu) \cdot \frac{k}{2} \cdot \mu = -i_{dc0} - k \cdot \left( \mu \cdot \frac{\mu}{2} \right). \quad (3-10)$$

The commutation angle can then be derived from (3-10) as

$$\mu = \arccos \left( 1 - \frac{2 \cdot \omega L_c \cdot i_{dc0}}{V \cdot \sqrt{3}} \right). \quad (3-11)$$

When taking the parasitic resistor $R_c$ into consideration, $i_a$ is expressed as
\[ i_a(\theta) = -\frac{\sqrt{3}}{2} \cdot \frac{V \cdot [R_c \cdot \sin(\theta) - \omega L_c \cdot \cos(\theta)]}{(\omega L_c)^2 + R_c^2} - \frac{1}{2} \left( i_{dco} - \frac{k \cdot u}{2} + k \cdot \theta \right) \]
\[ + \left[ -\frac{\sqrt{3}}{2} \cdot \frac{V \cdot \omega L_c}{(\omega L_c)^2 + R_c^2} + \frac{1}{2} \left( i_{dco} - \frac{k \cdot u}{2} \right) \right] e^{\frac{k \cdot \theta}{a_k}}. \]  
(3-12)

If \( R_c \) is considered, \( \mu \) has to be solved by the numerical method. However, under the system parameters in Table 3-1, the error of the commutation angle is 0.6\% when \( R_c \) is neglected. Even if \( R_c \) increased 10 times, this error would be only 0.94\%. Hence, equation (3-11) may be still considered valid when the \( R_c \) is taken into consideration in the rest of the derivation.

The line current expression could be further simplified if the dynamics of the load current is ignored, which is
\[ i_a(\theta) = -\frac{\sqrt{3}}{2 \cdot \omega L_c} \cdot V \cdot (1 - \cos \theta) \]  
(3-13)

Comparing equations (3-9),(3-12) and (3-13) in Figure 3-5, it can be seen that the parasitic resistor \( R_c \) could be ignored, but dynamic \( k \) must be considered for an accurate result.

![Figure 3-5 Line current comparison with and without \( R_c \) and dynamics](image-url)
3.4.2. Averaged dc output voltage and current

From the rectifier side, the dc-side output voltage can be derived using integration as

\[
V_{dc} = \frac{2}{\pi} \int_{0}^{\pi} \left( V_a - V_b \right) + \left( \omega L_e \right) \left( \frac{di_b}{d\theta} - \frac{di_a}{d\theta} \right) + R_e \cdot \left( i_b - i_a \right) \right] \cdot d\theta.
\]

(3-14)

According to boundary conditions in (3-6) and the current expression in (3-9), (3-14) may be solved in parts as

\[
\frac{3}{\pi} \int_{0}^{\frac{\pi}{3}} \left( V_a - V_b \right) \cdot d\theta = \frac{3}{\pi} \sqrt{3} \cdot V
\]

\[
\frac{3}{\pi} \int_{0}^{\frac{\pi}{3}} \omega L_e \cdot \left( \frac{di_b}{d\theta} - \frac{di_a}{d\theta} \right) \cdot d\theta = -\frac{3}{\pi} \omega L_e \cdot i_{dc,0} - L_e \cdot \frac{di_{dc}}{dt} \left( 2 - \frac{3\mu}{2\pi} \right)
\]

(3-15)

\[
\frac{3}{\pi} \int_{0}^{\frac{\pi}{3}} R_e \cdot \left( i_b - i_a \right) \cdot d\theta = \frac{V}{2 \cdot \omega L_e} \cdot R_e \cdot \frac{3}{\pi} \cdot \sqrt{3} \cdot (- \mu + \sin \mu) - R_e \cdot i_{dc,0} \cdot \left( 2 - \frac{3\mu}{2\pi} \right)
\]

\[-\frac{di_{dc}}{dt} \cdot \frac{R_e \left( \frac{\pi}{3} - \frac{3}{\pi} \cdot \frac{\mu^2}{4} \right)}{\omega}
\]

Additionally, the diode is modeled by its I-V curve in Figure 3-3 with its forward voltage drop \(V_{on}\) and on-state resistance \(R_{on}\). The final expression of the output voltage is

\[
V_{dc} = \frac{3\sqrt{3}}{\pi} \cdot V \cdot \left( 1 + (R_e + R_{on}) \cdot \frac{-\mu + \sin \mu}{2 \cdot \omega L_e} \right) - \left[ \frac{3}{\pi} \cdot \omega L_e + (R_e + R_{on}) \cdot \left( 2 - \frac{3\mu}{2\pi} \right) \right] \cdot i_{dc,0}
\]

\[-\frac{di_{dc}}{dt} \cdot \frac{L_e \left( 2 - \frac{3\mu}{2\pi} \right) + (R_e + R_{on}) \cdot \left( \frac{\pi}{3} - \mu + \frac{3}{\pi} \cdot \frac{\mu^2}{4} \right)}{\omega} - \frac{3}{2} \cdot V_{on}
\]

(3-16)

Finally, equating (3-16) with the averaged dc-link equation in that period

\[
V_{dc} = V_{load} + R_{dc} \cdot \left( i_{dc,0} + \frac{k}{2} \cdot \left( \frac{\pi}{3} - \mu \right) \right) + L_{dc} \cdot \frac{di_{dc}}{dt}
\]

(3-17)

yields the state space equation of \(i_{dc}\).
\[
\frac{di_d}{dt} = \frac{3\sqrt{3}}{\pi} V \left( 1 + \left( R_c + R_m \right) - \frac{\mu + \sin \mu}{2} \right) - \frac{3}{\pi} \left( \frac{\omega L_c}{2} \right) + \left( R_s + R_m \right) \left( 2 \frac{3\mu}{\pi} + R \right) \left( l_d0 - V_{\text{load}} - 2V_{\text{av}} \right) \\
L_c + L_s \left( \frac{3}{\pi} \frac{\omega L_c}{2} \right) + \frac{2}{\omega} \left( R_s + R_m \right) + \frac{R}{\omega} \left( \frac{\pi}{3} - \mu \right) + \frac{R_s + R_m}{\omega} \frac{3}{\pi} \frac{\mu^2}{4} 
\]

(3-18)

### 3.4.3. Averaged ac currents

The ac currents in the \(dq\)-axes have the same period as that of the output dc voltage, so it is reasonable to average the ac currents in the \(dq\)-axes with the Park transformation. The dc load current maintains its dynamic information as shown in (3-4) throughout the entire derivation. By using this equation and the integration boundary conditions given in (3-6), the averaged ac line currents can be derived. Because the line currents have different expressions during the commutation and conduction periods, the average model is derived at each interval and summarized together as

\[
\bar{i}_d = i_{d,\text{com}} + i_{d,\text{con}} \\
\bar{i}_q = i_{q,\text{com}} + i_{q,\text{con}}
\]

where \(i_{d,\text{com}}\) and \(i_{q,\text{com}}\) are currents during the commutation period, and \(i_{d,\text{con}}\) and \(i_{q,\text{con}}\) are the ones during the conduction period.

In order to simplify the derivation, the initial angle of the \(dq\)-axes transformation will be set to be zero. This requires the initial angle of the input voltage source to be zero, not \(-\pi/3\) as the one in the above section. The current commutation between \(i_a\) and \(i_b\) occurs at \(\pi/3\). Specifically, during the commutation period, the ac line currents are given by
\[ i_a(\theta) = -i_{d,0} + \frac{\sqrt{3} \cdot V}{2 \cdot \omega \cdot L_c} \cdot (1 - \cos \theta) - \frac{k}{2} \left( \theta - \frac{\pi}{3} - \mu \right) \]

\[ i_s(\theta) = -\frac{\sqrt{3} \cdot V}{2 \cdot \omega \cdot L_c} \cdot (1 - \cos \theta) - \frac{k}{2} \left( \theta - \frac{\pi}{3} \right) \]

\[ i_c(\theta) = i_{d,0} + k \left( \theta - \frac{\pi}{3} \right) \quad (3-20) \]

\[ i_{d,com}(\theta) = \frac{2}{\sqrt{3}} \left( \cos \theta \cdot i_a(\theta) + \cos \left( \theta - \frac{2\pi}{3} \right) \cdot i_b(\theta) + \cos \left( \theta + \frac{2\pi}{3} \right) \cdot i_c(\theta) \right) \]

\[ i_{q,com}(\theta) = \frac{2}{\sqrt{3}} \left( -\sin \theta \cdot i_a(\theta) - \sin \left( \theta - \frac{2\pi}{3} \right) \cdot i_b(\theta) - \sin \left( \theta + \frac{2\pi}{3} \right) \cdot i_c(\theta) \right) \quad (3-21) \]

Averaging above currents during \([\pi/3, \mu + \pi/3]\), the averages \(dq\)-axes currents during commutation period are given by

\[ i\_d\_com = \frac{3}{\pi} \left[ -\sqrt{2} \cdot i_{d,0} \cdot \left( \cos \left( \frac{2\pi}{3} + \mu \right) + \frac{1}{2} \right) + \sqrt{2} \cdot \frac{V}{\omega L_c} \left( -\cos \mu + \cos 2\mu + \frac{3}{4} \right) \right] \]

\[ \cdot \frac{3\sqrt{2}}{2\pi} \cdot k \left[ -\sqrt{3} + \sqrt{3} \cdot \cos \mu - \mu \cdot \cos \left( \mu + \frac{\pi}{3} \right) + \frac{1}{2} \mu \right] \]

\[ i\_q\_com = \frac{3}{\pi} \left[ \sqrt{2} \cdot i_{d,0} \cdot \left( \sin \left( \frac{2\pi}{3} + \mu \right) - \frac{\sqrt{3}}{2} \right) + \sqrt{2} \cdot \frac{V}{\omega L_c} \left( \sin \mu - \sin 2\mu - \frac{\mu}{2} \right) \right] \]

\[ \cdot \frac{\sqrt{6}}{2\pi} \cdot k \left[ -3 + \frac{3}{2} \cdot \mu \cdot \cos \mu + \frac{\sqrt{3}}{2} \cdot \mu \cdot \sin \mu + \frac{3}{2} \mu \right] \quad (3-22) \]

The line currents during the conduction period are

\[ i_a(\theta) = 0 \]

\[ i_b(\theta) = -i_{d,0} + k \cdot \left( \theta - \frac{\pi}{3} - \mu \right) \quad (3-23) \]

\[ i_c(\theta) = i_{d,0} + k \cdot \left( \theta - \frac{\pi}{3} - \mu \right) \]

The average \(dq\)-axes currents during the conduction period can be derived using the same approach, which is
Substituting equations (3-22) (3-24) into (3-19), the average currents in the \(dq\)-axes are

\[
\overline{i_d} = \frac{3\sqrt{2}}{\pi} \cdot i_{d0} \cdot \cos \mu + \frac{3\sqrt{2}}{2\pi} \cdot k \cdot \left( \sin \mu - \frac{\pi}{3} \right) - \frac{3\sqrt{6}}{2\pi} \cdot \frac{V}{\omega L_c} \cdot \left( \cos \mu - \frac{\cos 2\mu}{4} - \frac{3}{4} \right)
\]

\[
\overline{i_q} = -\frac{3\sqrt{2}}{\pi} \cdot i_{d0} \cdot \sin \mu + \frac{3\sqrt{2}}{2\pi} \cdot k \cdot \left( 1 + \cos \mu - \frac{\sqrt{3}\pi}{3} \right) - \frac{3\sqrt{6}}{2\pi} \cdot \frac{V}{\omega L_c} \cdot \left( -\sin \mu + \frac{\mu}{2} + \frac{\sin 2\mu}{4} \right).
\]

The complete average model of three-phase diode rectifier is composed of equation (3-18) and (3-25).

### 3.5. Improved dynamic average model of nine-phase diode rectifier

The procedure to derive the average model of the nine-phase diode rectifier is almost the same as the one of the three-phase diode rectifier. The input voltage to the diode rectifier is the secondary voltage of the autotransformer unit. For convenience in derivation, the initial angle of the primary input voltage source \(V_a\) is set to be \(-\pi/9\), which is defined as

\[
V_a = V_p \cdot \cos \left( \omega \cdot t - \frac{\pi}{9} \right)
\]

\[
V_b = V_p \cdot \cos \left( \omega \cdot t - \frac{\pi}{9} - \frac{2\pi}{3} \right)
\]

\[
V_c = V_p \cdot \cos \left( \omega \cdot t - \frac{\pi}{9} + \frac{2\pi}{3} \right).
\]

The secondary voltages then become
where $V_{ad}, V_{bd}$ and $V_{cd}$ are for the direct bridge, $V_{af}, V_{bf}$ and $V_{cf}$ are for the forward bridge and $V_{al}, V_{bl}$ and $V_{cl}$ are for the lagging one.

### 3.5.1. Commutation and conduction for nine-phase diode rectifier

The nine-phase diode rectifier has commutation and conduction modes during one switching period, similar to the three-phase diode rectifier. Figure 3-6 depicts the active diodes during a full period, showing the commutation period where three diodes are conducting in (a) and the conduction period where only two diodes conduct in (b) as previously described.

The averaging period of this rectifier is chosen to be $20^\circ$ because the ripple frequency of its output voltage is 18 times that of the input voltage source (18-pulse), which implies that a commutation occurs every $20^\circ$ on its nine-phase ac side.
3.5.2. Commutation inductance of nine-phase diode rectifier

When deriving the average model for a three-phase diode rectifier, the commutation inductance is the line inductance of the feeders and cables. However, for the nine-phase diode rectifier, the commutation inductance is not as simple to determine due to the autotransformer.

From the nine-phase diode rectifier topology in Figure 3-1, the commutation inductance includes both the feeder’s inductance $L_p$ and the leakage inductance $L_s$ of the autotransformer. A straightforward way to model $L_p$ into the commutation inductance is to refer it onto the secondary side of the autotransformer. If the voltage and current of the autotransformer are all sinusoidal waveforms, $L_p$ can be referred to the secondary side by multiplying the square of the autotransformer’s turns ratio. However, the secondary current is a square waveform because of the diode bridge, which changes the current ratio
of the autotransformer. A new current ratio between the primary and the secondary of the autotransformer must be derived. Assuming that the transformer’s core magnetomotive force (MMF) is zero, the first equation $\sum n_i = 0$ is given for each leg of the autotransformer. Using Kirchoff’s current law at each node as the second equation, the transfer function of the primary and the secondary current of each phase can be derived as

$$
\begin{align*}
    i_{ap} &= \left(1 - \frac{k_3}{k_2 + k_p}\right) \cdot i_{ad} + \frac{2 \cdot k_p + k_2}{2 \cdot (k_p + k_2)} \cdot (i_{af} + i_{ad}) + \frac{k_{21}}{2 \cdot (k_p + k_2)} \cdot i_{bd} \\
    &\quad + \frac{k_1 + k_2}{2 \cdot (k_p + k_2)} \cdot (i_{bf} + i_{cl}) - \frac{k_1}{2 \cdot (k_p + k_2)} \cdot (i_{bl} + i_{af}) + \frac{k_3}{2 \cdot (k_p + k_2)} \cdot i_{cd} \\
    i_{bp} &= \left(1 - \frac{k_3}{k_2 + k_p}\right) \cdot i_{bd} + \frac{2 \cdot k_p + k_2}{2 \cdot (k_p + k_2)} \cdot (i_{bf} + i_{cl}) + \frac{k_{21}}{2 \cdot (k_p + k_2)} \cdot i_{ad} \\
    &\quad + \frac{k_1 + k_2}{2 \cdot (k_p + k_2)} \cdot (i_{af} + i_{ad}) - \frac{k_1}{2 \cdot (k_p + k_2)} \cdot (i_{af} + i_{cl}) + \frac{k_3}{2 \cdot (k_p + k_2)} \cdot i_{bd} \\
    i_{cp} &= \left(1 - \frac{k_3}{k_2 + k_p}\right) \cdot i_{cd} + \frac{2 \cdot k_p + k_2}{2 \cdot (k_p + k_2)} \cdot (i_{bf} + i_{cd}) + \frac{k_{21}}{2 \cdot (k_p + k_2)} \cdot i_{ad} \\
    &\quad + \frac{k_1 + k_2}{2 \cdot (k_p + k_2)} \cdot (i_{af} + i_{cd}) - \frac{k_1}{2 \cdot (k_p + k_2)} \cdot (i_{af} + i_{cd}) + \frac{k_3}{2 \cdot (k_p + k_2)} \cdot i_{bd}
\end{align*}
$$

where $i_{ap}, i_{bp}$ and $i_{cp}$ are primary line currents for each phase of the autotransformer.

During commutation, only three branches conduct current. An example of this is when current transfers from $i_{af}$ to $i_{ad}$, only $i_{ads}, i_{af}$ and $i_{bd}$ are not zero, which results in

$$
\begin{align*}
    i_{ap} &= \left(1 - \frac{k_3}{k_2 + k_p}\right) \cdot i_{ad} + \frac{2 \cdot k_p + k_2}{2 \cdot (k_p + k_2)} \cdot i_{af} - \frac{k_1}{2 \cdot (k_p + k_2)} \cdot i_{bd}.
\end{align*}
$$

During that commutation period, we also have

$$
\begin{align*}
    i_{af} + i_{ad} &= -i_{dc}, \\
    i_{bd} &= i_{dc}.
\end{align*}
$$

Substituting equation (3-29) into (3-30), the primary line current can be written as
\[ i_{ap} = \left( 1 - \frac{2 \cdot k_3 + 2 \cdot k_p + k_2}{2 \cdot (k_2 + k_p)} \right) \cdot i_{ad} - \frac{2 \cdot k_p + k_2 + k_1}{2 \cdot (k_p + k_2)} \cdot i_{dc}. \]  

(3-31)

If \( i_{dc} \) is assumed to keep constant, it is can be derived as

\[ L_p \cdot \frac{di_{ap}}{dt} = L_p \cdot \left( 1 - \frac{2 \cdot k_3 + 2 \cdot k_p + k_2}{2 \cdot (k_2 + k_p)} \right) \cdot \frac{di_{ad}}{dt} = 0.138L_p \cdot \frac{di_{ad}}{dt}. \]  

(3-32)

So the current ratio from the primary to the secondary line currents in terms of commutation should be 0.138.

In one entire period \( 2\pi \), there are two different modes of commutation. One mode is commutation between different bridges of the same phase, such as current commutation between \((i_{af}, i_{ad}), (i_{ad}, i_{al}), (i_{bf}, i_{bd}), (i_{bd}, i_{bl}), (i_{cf}, i_{cd}) \) and \((i_{cd}, i_{cl})\). The other mode is the commutation between different phases, which is commutated between \((i_{al}, i_{bf}), (i_{bl}, i_{cf})\) and \((i_{cl}, i_{af})\). The current ratios of these two modes are not the same. The first mode is 0.138 as derived above, while it will be 0.375 for the other mode. Their occurrence times differ at a ratio of two to one. Since the assumption of the average model requires the commutation inductance to be identical at all times, the current ratio can be averaged as

\[ n_i' = \left( \frac{0.138 \times 2 + 0.375}{3} \right) = 0.217, \]  

(3-33)

and the total equivalent commutation inductance is

\[ L_c = L_s + L_p \cdot n_v \cdot n_i'. \]  

(3-34)

For simplicity, the total parasitic resistor are also referred to the secondary side of the autotransformer as

\[ R_c = R_s + R_p \cdot n_v \cdot n_i'. \]  

(3-35)
3.5.3. Average model of nine-phase diode rectifier

3.5.3.1. Line current and averaged dc voltage

Just as the three-phase diode bridge, the commutation angle $\mu$ for the nine-phase diode rectifier is derived first by the secondary line current. For instance, the commutation between $i_{ad}$ and $i_{af}$ occurs at time zero, while $i_{bl}$ conducts load current all the time. The boundary conditions for the secondary line currents are

$$
\begin{bmatrix}
i_{ad} & i_{af} & i_{bl}
\end{bmatrix}_{\theta=0} = \begin{bmatrix}
0 & -i_{dc0} + k \frac{\mu}{2} & i_{dc0} - k \frac{\mu}{2}
\end{bmatrix},
$$

$$
\begin{bmatrix}
i_{ad} & i_{af} & i_{bl}
\end{bmatrix}_{\theta=\mu} = \begin{bmatrix}
-i_{dc0} - k \frac{\mu}{2} & 0 & i_{dc0} + k \frac{\mu}{2}
\end{bmatrix}.
$$

(3-36)

$$
\begin{bmatrix}
i_{ad} & i_{af} & i_{bl}
\end{bmatrix}_{\theta=\pi/9} = \begin{bmatrix}
-i_{dc0} - k \left(\frac{\pi}{9} - \frac{\mu}{2}\right) & 0 & i_{dc0} + k \left(\frac{\pi}{9} - \frac{\mu}{2}\right)
\end{bmatrix}.
$$

From the rectifier schematic, the differential equation can be written as

$$
L_c \frac{di_{ad}(t)}{dt} - L_c \frac{di_{ap}(t)}{dt} = V_{ad} - V_{ap}.
$$

(3-37)

The line current can be derived using the same approach that is used for the three-phase diode rectifier. It is

$$
i_{ad}(\theta) = -\frac{V}{\omega L_c} \cdot \sin \left(\frac{\pi}{9}\right) \cdot \left(1 - \cos \theta\right) \cdot \frac{k}{2} \cdot \theta
$$

(3-38)

without considering the parasitic resistor $R_c$. When taking $R_c$ into consideration, it becomes

$$
i_{ad}(\theta) = -\frac{V \cdot \sin \left(\frac{\pi}{9}\right) \cdot \left[R_c \cdot \sin(\theta) - \alpha L_c \cdot \cos(\theta)\right]}{(\alpha L_c)^2 + R_c^2} - \frac{1}{2} \left(i_{dc0} - \frac{k \cdot u}{2} + k \cdot \theta\right)
$$

$$
+ \left[\frac{V \cdot \sin \left(\frac{\pi}{9}\right) \cdot \alpha L_c}{(\alpha L_c)^2 + R_c^2} + \frac{1}{2} \left(i_{dc0} - \frac{k \cdot u}{2}\right)\right] \cdot \frac{R_c}{\omega L_c} \cdot e^{-\frac{R_c}{\omega L_c} \cdot \theta}.
$$

(3-39)
The parasitic resistor $R_c$ does not influence the commutation angle much. The commutation angle can be calculated using equation (3-38) as

$$\mu = a \cos \left[ 1 - \frac{\omega \cdot L_c \cdot i_{dc}}{V \cdot \sin \left( \frac{\pi}{9} \right)} \right]. \quad (3-40)$$

The dc output voltage of the nine-phase diode rectifier is expressed as the following equation when diodes and all other parasitic parameters are considered

$$V_{dc} = \frac{18}{\pi} \cdot V \cdot \sin \left( \frac{\pi}{9} \right) \cdot \left[ 1 + (R_c + R_m) \cdot \frac{\mu + \sin \mu}{2 \cdot \omega L_c} \right] - \left[ \frac{9}{\pi} \cdot \omega L_c \cdot (R_c + R_m) \cdot \left( 2 - \frac{9 \mu}{\pi} \right) \right] \cdot i_{dc0} \cdot \frac{1}{\omega L_c} \cdot \left[ 2 - \frac{9 \mu}{2 \pi} + \frac{(R_c + R_m)}{\omega} \cdot \left( \frac{\pi}{9} - \mu + \frac{9 \mu^2}{4} \right) \right] - 2 \cdot V_o. \quad (3-41)$$

The averaged dc-link equation in that period is

$$V_{dc} = V_{load} + R_{dc} \cdot \left( i_{dc0} + \frac{k}{2} \cdot \left( \frac{\pi}{9} - \mu \right) \right) + L_{dc} \cdot \frac{di_{dc}}{dt}. \quad (3-42)$$

The state space equation of $i_{dc}$ can be derived by making (3-41) and (3-42) be equal as

$$\frac{di_{dc}}{dt} = \frac{18}{\pi} \cdot V \cdot \sin \left( \frac{\pi}{9} \right) \cdot \left[ 1 + (R_c + R_m) \cdot \frac{\mu + \sin \mu}{2 \cdot \omega L_c} \right] - \left[ \frac{9}{\pi} \cdot \omega L_c \cdot (R_c + R_m) \cdot \left( 2 - \frac{9 \mu}{\pi} \right) \right] \cdot i_{dc0} \cdot \frac{1}{\omega L_c} \cdot \left[ 2 - \frac{9 \mu}{2 \pi} + \frac{(R_c + R_m)}{\omega} \cdot \left( \frac{\pi}{9} - \mu + \frac{9 \mu^2}{4} \right) \right] - 2 \cdot V_o \cdot \left( \frac{di_{dc}}{dt} \right). \quad (3-43)$$

### 3.5.3.2. Averaged ac currents

When deriving the average currents in the $dq$-axes for a three-phase diode rectifier, the traditional $dq$ frame transformation, as shown in equation (3-3), can be utilized. Nevertheless, this transformation is not suitable for the nine-phase diode rectifier because
there are nine vectors to be transferred to $dq$-axes. A new $dq$ frame transformation $T_{dq}^9$ for these vectors is then defined as (3-45).

The coefficient in (3-45) is to make $(T_{dq}^9)^t$ equal to $(T_{dq}^9)^T$ and the converter active power remains constant in the $abc$, three-phase, and nine-phase $d$-$q$ frames. For nine-phase vectors, we have

$$X_{dq}^9 = T_{dq}^9 \cdot X^9 \quad \text{and} \quad X^9 = (T_{dq}^9)^T \cdot X_{dq}^9.$$  \hspace{1cm} (3-44)

$$T_{dq}^9 = \frac{1}{3} \sqrt{\frac{2}{3}} \begin{bmatrix}
\cos\left(\theta + \frac{2\pi}{9}\right) & -\sin\left(\theta + \frac{2\pi}{9}\right) \\
\cos\left(\theta - \frac{4\pi}{9}\right) & -\sin\left(\theta - \frac{4\pi}{9}\right) \\
\cos\left(\theta + \frac{8\pi}{9}\right) & -\sin\left(\theta + \frac{8\pi}{9}\right) \\
\cos\theta & -\sin\theta \\
\cos\left(\theta - \frac{2\pi}{3}\right) & -\sin\left(\theta - \frac{2\pi}{3}\right) \\
\cos\left(\theta + \frac{2\pi}{3}\right) & -\sin\left(\theta + \frac{2\pi}{3}\right) \\
\cos\left(\theta - \frac{8\pi}{9}\right) & -\sin\left(\theta - \frac{8\pi}{9}\right) \\
\cos\left(\theta + \frac{4\pi}{9}\right) & -\sin\left(\theta + \frac{4\pi}{9}\right)
\end{bmatrix}. \hspace{1cm} (3-45)$$

When the input voltage is the one in equation (3-27), the three secondary line currents conducting current during the commutation period are

$$i_{sd}(\theta) = -\frac{V \cdot \sin\left(\frac{\pi}{9}\right)}{\omega \cdot L_c} \cdot (1 - \cos \theta) - \frac{k}{2} \cdot \theta$$

$$i_{sd}(\theta) = -i_{dc0} + \frac{V \cdot \sin\left(\frac{\pi}{9}\right)}{\omega \cdot L_c} \cdot (1 - \cos \theta) - \frac{k}{2} \cdot (\theta - \mu) \hspace{1cm} (3-46)$$

$$i_{id}(\theta) = i_{dc0} + k \cdot \left(\frac{\theta - \mu}{2}\right)$$
In each period, there are only three secondary branches conducting current during the commutation period; while there are only two secondary branches conducting current during the conduction period. This will simplify the current derivation in the $dq$-axes significantly. Applying equation (3.44) to derive the $dq$-axes currents at the secondary side of the autotransformer gives

\[ i_{d,\text{com}}(\theta) = \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \left( \cos \theta \cdot i_{ad}(\theta) + \cos \left( \theta + \frac{2\pi}{9} \right) \cdot i_{af}(\theta) + \cos \left( \theta - \frac{2\pi}{3} - \frac{2\pi}{9} \right) \cdot i_{bl}(\theta) \right), \]
\[ i_{q,\text{com}}(\theta) = -\frac{\sqrt{2}}{3 \cdot \sqrt{3}} \left( \sin \theta \cdot i_{ad}(\theta) + \sin \left( \theta + \frac{2\pi}{9} \right) \cdot i_{af}(\theta) + \sin \left( \theta - \frac{2\pi}{3} - \frac{2\pi}{9} \right) \cdot i_{bl}(\theta) \right). \quad (3.47) \]

Averaging (3.47) in $[0, \pi/9]$, the averaged ac currents in $dq$-axes during the commutation are

\[ i_{d,\text{com}} = \frac{9}{\pi} \cdot \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \cdot \frac{1}{16} \cdot \frac{V}{\omega L_c} \left[ 6 \cdot \sin \left( \frac{\pi}{9} \right) - \sqrt{3} \right] \cdot \left( \sin(2\mu) - 4 \cdot \sin \mu + 2\mu \right) \]
\[ + \left[ \left( 1 - 2 \cos \left( \frac{\pi}{9} \right) \right) \left( \cos 2\mu - 4 \cdot \cos \mu + 3 \right) + \left[ \cos \left( \frac{\pi}{18} \right) \left( 1 - 2 \sin \left( \mu + \frac{\pi}{6} \right) \right) \right] \cdot i_{d,0} \]
\[ + k \left[ \frac{\mu}{2} \left( - \cos \left( \frac{\pi}{18} \right) - \sin \mu - \sin \left( \mu + \frac{\pi}{9} \right) \right) + \left[ \cos \left( \frac{\pi}{9} \right) + 1 \right] \left( \cos \frac{\pi}{9} - \cos \mu + \frac{\pi}{9} \right) \right] \right], \quad (3.48) \]
\[ i_{q,\text{com}} = -\frac{9}{\pi} \cdot \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \cdot \frac{1}{16} \cdot \frac{V}{\omega L_c} \left[ 2 \cdot \cos \left( \frac{\pi}{9} \right) - 1 \right] \cdot \left( 2\mu - \sin(2\mu) + 4 \cdot \sin \mu \right) \]
\[ + \left[ \left( 6 \sin \left( \frac{\pi}{9} \right) - \sqrt{3} \right) \left( - \cos 2\mu + 4 \cdot \cos \mu - 3 \right) + \left[ \cos \left( \frac{\pi}{18} \right) \cdot 2 \cdot \cos \left( \mu + \frac{\pi}{6} \right) - \sqrt{3} \right] \cdot i_{d,0} \]
\[ + k \left[ \mu \cdot \cos \left( \frac{\pi}{18} \right) \left( \cos \left( \mu + \frac{\pi}{18} \right) + \frac{\sqrt{3}}{2} \right) + \left[ \cos \left( \frac{\pi}{9} \right) + 1 \right] \left( \sin \frac{\pi}{9} - \sin \left( \mu + \frac{\pi}{9} \right) \right) \right] \right]. \]

The line currents during the conduction period are

\[ i_{ad}(\theta) = -i_{d,0} + k \cdot \left( \theta - \frac{\mu}{2} \right), \]
\[ i_{af}(\theta) = 0, \]
\[ i_{bl}(\theta) = i_{d,0} + k \cdot \left( \theta - \frac{\mu}{2} \right). \quad (3.49) \]

The corresponding averaged currents are
\[
\bar{i}_{d, \text{dc}} = \frac{9}{\pi} \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \left[ \left( \cos \left( \frac{\pi}{18} \right) + \sin \mu + \sin \left( \mu + \frac{\pi}{9} \right) \right) i_{d,0} + k \left[ \frac{\mu}{2} \cos \left( \frac{\pi}{18} \right) \left( 1 + 2 \sin \left( \mu + \frac{\pi}{18} \right) + \cos \left( \mu + \frac{\pi}{9} \right) + \cos \mu - \cos \left( \frac{\pi}{18} \right) \left( \sqrt{3} + \frac{\pi}{9} \right) \right) \right] \right].
\]

\[
\bar{i}_{q, \text{dc}} = -\frac{9}{\pi} \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \left[ \left( \sqrt{3} \cos \left( \frac{\pi}{18} \right) - \cos \mu - \cos \left( \mu + \frac{\pi}{9} \right) \right) i_{d,0} - k \left[ -\frac{\mu}{2} \cos \left( \frac{\pi}{18} \right) \left( 2 \cos \left( \mu + \frac{\pi}{18} \right) + \sqrt{3} \right) + \sin \left( \mu + \frac{\pi}{9} \right) + \sin \mu - \cos \left( \frac{\pi}{18} \right) \left( 1 - \frac{\pi}{9} \cdot \sqrt{3} \right) \right] \right].
\]

(3-50)

Summarizing the above equations, the averaged ac currents in dq-axes are

\[
\bar{i}_d = \frac{9}{\pi} \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \left[ \left( \cos \left( \frac{\pi}{18} \right) \left( 1 + \frac{2}{\sin \frac{\pi}{9}} \right) - 1 \right) - \sin \left( \frac{\mu}{6} + \frac{\pi}{9} \right) + \sin \left( \frac{\mu}{6} + \mu + \frac{\pi}{9} \right) \right] i_{d,0} + \frac{1}{16} \frac{V}{\omega L_c} \left[ \left( -6 \sin \left( \frac{\pi}{9} \right) \right) + \sqrt{3} \right] \left( \sin 2 \mu - 4 \sin \mu + 2 \mu \right) \left( 2 \cos \left( \frac{\pi}{9} \right) - 1 \right) \cos \left( 2 \mu - 4 \cos \mu + 3 \right),
\]

\[
+ k \left[ \frac{\mu}{2} \left( \sin \left( \frac{\pi}{9} \right) + 2 \cdot \sin \left( \mu + \frac{\pi}{18} \right) \right) - \cos \frac{\pi}{18} \right] - \cos \mu - \cos \left( \mu + \frac{\pi}{9} \right),
\]

\[
+ \left( \cos \left( \frac{\pi}{9} \right) + 1 \right) \left( \cos \left( \frac{\pi}{9} \right) + \cos \left( \mu + \frac{\pi}{9} \right) \right) - \cos \left( \mu + \frac{\pi}{9} \right) \left( \sqrt{3} + \frac{\pi}{9} \right) \right] \right].
\]

(3-51)

\[
\bar{i}_q = -\frac{9}{\pi} \frac{\sqrt{2}}{3 \cdot \sqrt{3}} \left[ \left( \cos \left( \frac{\pi}{18} \right) \right) \cos \left( \frac{\pi}{18} \right) \left( \frac{\pi}{9} + \frac{\pi}{9} \right) \right] i_{d,0} + \frac{1}{16} \frac{V}{\omega L_c} \left[ \left( -1 - \cos \left( \frac{\pi}{9} \right) \right) - \sin \left( \frac{\pi}{9} \right) + \sin \left( \mu + \frac{\pi}{9} \right) \right] - \sin \left( \mu + \frac{\pi}{9} \right) - \sin \mu + \cos \left( \frac{\pi}{18} \right) \left( 1 - \frac{\pi}{9} \cdot \sqrt{3} \right) \right] \right].
\]

The last term related to k in the above equations captures the dynamics of the line current caused by the load current variation.

It should be noticed here that the current expression in (3-51) is in a different dq frame than the one defined for voltage. Since the input voltage source has –/9 as the initial angle when deriving these equations, the initial angle of \( T_{dq} \) also has to be set as –/9 also, which means the final currents on the dq-axes should be

\[
\begin{bmatrix}
\bar{i}_{d,0} \\
\bar{i}_{q,0}
\end{bmatrix} = \begin{bmatrix}
\cos \left( -\frac{\pi}{9} \right) & -\sin \left( -\frac{\pi}{9} \right) \\
\sin \left( -\frac{\pi}{9} \right) & \cos \left( -\frac{\pi}{9} \right)
\end{bmatrix} \begin{bmatrix}
\bar{i}_d \\
\bar{i}_q
\end{bmatrix}
\]

(3-52)
To get the primary ac currents, the above currents must be multiplied by turns ratio \( n_i \) as

\[
i_{dq,p} = n_i \cdot i_{dq,s}
\]  

(3-53)

The average model of nine-phase diode rectifier in \( dq \)-axes are then developed in MATLAB/Simulink using equations (3-43), (3-51), (3-52) and (3-53). Using the inverse Park transformation \((T_{dq}^t)^{-1}\), the average model in the \( abc \)-axes can be derived.

3.6. Discussion of average model

A critical assumption of the average model derived in this chapter is that the commutation will be completed within one “switching period”. In equations (3-11) and (3-40), this assumption sets the upper bound limitation of the equivalent commutation inductor value for three-phase diode rectifier as

\[
L_c < \frac{(1 - \cos 60^\circ) \cdot \sqrt{3} \cdot V}{2 \cdot \omega \cdot i_{dc,0}} = \frac{\sqrt{3} \cdot V}{4 \cdot \omega \cdot i_{dc,0}}
\]

(3-54)

where \( L_c \) is the equivalent commutation inductor. This criterion can usually be satisfied in the three-phase diode rectifier under normal operation conditions. The typical commutation angle at full load is from 20° to 25° [38].

For the nine-phase diode rectifier, the limitation of the equivalent commutation inductance is

\[
L_c < \frac{(1 - \cos 20^\circ) \cdot V \cdot \sin(\frac{\pi}{9})}{\omega \cdot i_{dc,0}} = 0.0206 \cdot V.
\]

(3-55)

When the rectifier is applied in an aircraft power system, the line frequency varies from 360Hz to 800Hz. If the load is assumed be to 100kW and the RMS value of the
input voltage to be 230V, the limitation for equivalent commutation inductance is only 4.88µH when line frequency is 800Hz. However, the secondary inductor of the autotransformer is usually required to be very small to reduce the harmonics, which meets the requirement most of the time.

When the equivalent commutation inductance is beyond the maximum value in (3-54) and (3-55), the average model is not theoretically valid. The difference between the average model and the switching model is shown in Figure 3-7 at different commutation angles. It can be seen that the difference becomes larger when commutation angle is higher.

![DC output voltage vs. Commutation angle](image)

(a) three-phase diode rectifier  
(b) nine-phase diode rectifier

Figure 3-7 DC output voltage vs. Commutation angle

The mathematical derivation method of the average model has certain limitations. First, no capacitance is modeled into the rectifier. The average model of the rectifier with line capacitors should be re-derived. In [44], an average model for three-phase diode rectifier with line capacitors is derived. Secondary, if multiple branches are in parallel
with the rectifier, the equations of its average model become more complicated, unless
the paralleled impedance is much larger than that of the rectifier so that it can be ignored.
Additionally, this model cannot be used when the system stability is investigated from ac
side of the power system, because the generator and the feeder cannot be modeled
separately in the average model anymore.

3.7. Simulation result

The average models for the three-phase and nine-phase diode rectifiers are
implemented in MATLAB/Simulink. The output filter inductor is included in the average
model, and its current is the only state variable in the MATLAB model. The feeder’s
inductance has to be included as the parameter for equations.

The three-phase diode rectifier will be utilized for both 60Hz in ac power system and
high-frequency situations like aircraft power systems, while the nine-phase diode rectifier
is usually only used in aircraft power systems. Figure 3-8 gives the simulation results of
the three-phase and nine-phase diode rectifiers compared with the detailed switching
model in Saber under the system parameters listed in Table 3-1. More comprehensive
simulation results will be given in Chapter 4.

<table>
<thead>
<tr>
<th>Model</th>
<th>Vrms</th>
<th>$L_p$</th>
<th>$L_s$</th>
<th>$R_p$</th>
<th>$R_s$</th>
<th>$f$</th>
<th>$R_{load}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-phase</td>
<td>110V</td>
<td>30µH</td>
<td>-</td>
<td>10mΩ</td>
<td>-</td>
<td>60Hz</td>
<td>0.7Ω</td>
</tr>
<tr>
<td>9-phase</td>
<td>230V</td>
<td>10µH</td>
<td>1.6µH</td>
<td>0.2mΩ</td>
<td>7.6mΩ</td>
<td>400Hz</td>
<td>2.11Ω</td>
</tr>
</tbody>
</table>
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The average models have been implemented in Saber also. Unlike the model in MATLAB, the average model does not include the output filter inductor. The output signal of the average model in Saber is the averaged output voltage, which is equation (3-16). This model is suitable to get the small signal of the rectifier only, without the impedance of the output filter.

Figure 3-8  Simulation result
3.8. Summary

In this chapter, the dynamic average models of the three-phase and nine-phase diode rectifier have been developed using mathematical derivation. The load current is modeled using its first-order Taylor series expansion during the entire switching period, which could improve the system’s transient behavior over the existing model. When deriving average models, the commutation angle is first calculated using a line current expression, followed by averaging the dc side voltage and ac currents in the $dq$-axes.

The diode parameters are also taken into consideration in the average model as the forward voltage drop and on-state resistor. This improves the steady-state accuracy of the average model. For the nine-phase diode rectifier, the feeder’s inductor before the autotransformer is contributed to the commutation period and should not be ignored. Because of the nonlinearity of the secondary current, the feeder’s inductor needs to be referred to the secondary side by the transfer function of the primary and the secondary currents of the autotransformer during the commutation period.

The average model is only valid when the current transfer can be finished within one switching period, which is the normal case for either the three-phase or nine-phase diode rectifier.
CHAPTER 4  TIME DOMAIN EVALUATION OF AVERAGE MODEL FOR DIODE RECTIFIER

4.1. Introduction

In Chapter 3, average models for three-phase and nine-phase diode rectifiers with an improved ac dynamic and dc behavior are derived. The load current is modeled by its first-order Taylor series expansion. While average models of three-phase diode rectifiers have already been developed, this study assumes the load current in different ways. In this chapter, two additional average models of the diode rectifier are introduced: one is denoted as a “static model” because it does not model the dynamics in the rectifier, and the other one is denoted as a “dynamic model” which improves the dynamic behavior to some extent [41]. These two models were initially developed for three-phase diode rectifiers. In this work, they are expended for nine-phase diode rectifiers using the same procedure. This chapter compares the time domain of these models with that of the average model described in chapter 3, denoted as an “improved model” for the sake of simplicity.

A detailed switching model of a nine-phase diode rectifier is developed in Saber as a benchmark for the comparison. The output dc voltage and ac currents of each average model are compared. To have a clear and comprehensive comparison, quantified results are necessary. The square error of the waveforms between the switching model and each
average model are calculated under the steady-state and the transient conditions. Thereafter the validation of each average model is analyzed.

A 2kW prototype of a nine-phase diode rectifier is built to verify the average model. The comparison between the average model, the switching model and real hardware is presented at the end of this chapter.

4.2. Overview of different average models

Two different average models have been developed in the past, denoted as the “static model” and the “dynamic model” [41]. It can be concluded from its name that the static model captures only the steady state characteristic of the rectifier. The dynamic model improves upon the static model by considering the load current change during the derivation. The “improved model” developed in Chapter 3 is also a dynamic model, with the improvement on dc and ac transient behavior.

4.2.1. Static model

The static model is the simplest model among the three average models. In this model, the difference from the improved model is:

1. Load current is constant during one switching period;
2. Parasitic resistor of the ac line inductance is ignored;
3. Diodes are modeled as ideal switches—no forward voltage drop and no on-state resistor.
When the load current stays constant during one switching period, the dynamic characteristic of the diode rectifier is ignored. The system dynamic behavior is completely determined by the output filter. The second and third differences listed above are related to the steady state error in the static model. In order to stay consistent with the developed models in the existing literature, these parasitic parameters are not modeled for the static model, with the exception of the parasitic resistor of the output filter inductor. For the static model of nine-phase diode rectifiers, the feeder’s parameters, including the inductance and parasitic resistances, are also excluded in order to investigate their influence on the model’s accuracy.

The detailed derivation of the static model for the three-phase diode rectifier is given in [41]. The calculation of the commutation angle is the same as the calculation in Chapter 3, but the state space equation of the output current is modified to be

\[
\frac{di_{dc}}{dt} = \frac{3\sqrt{3}}{\pi} \cdot V - \left( \frac{3}{\pi} \cdot \omega L + R_{dc} \right) \cdot i_{dc0} - V_{load} \quad L_{dc}.
\] (4-1)

The equations for ac line currents are

\[
i_{d,\text{com}} = \frac{3\sqrt{2}}{\pi} \cdot i_{dc0} \cdot \cos \mu - \frac{3\sqrt{6}}{2\pi} \cdot \frac{V}{\omega L_c} \cdot \left( \cos \mu - \cos 2\mu - \frac{3}{4} \right),
\]

\[
i_{q,\text{com}} = -\frac{3\sqrt{2}}{\pi} \cdot i_{dc0} \cdot \sin \mu - \frac{3\sqrt{6}}{2\pi} \cdot \frac{V}{\omega L_c} \cdot \left( -\sin \mu + \frac{\mu}{2} + \sin 2\mu \right).
\] (4-2)

Using the same derivation procedure, the static model for the nine-phase diode rectifier is also developed as
4.2.2. Dynamic model

This dynamic average model is proposed in [41]. In contrast with the static model, the load current variation within one switching period is considered as $\Delta i_{dc}$ when deriving the output dc voltage. Nonetheless, this variation is ignored when deriving ac line currents and the commutation angle. The dynamic model of the three-phase diode rectifier is

$$\mu = \arccos \left( 1 - \frac{2 \cdot \omega L_c \cdot i_{dc}}{V \cdot \sqrt{3}} \right)$$

$$\frac{di_{dc}}{dt} = \frac{3\sqrt{3}}{\pi} \cdot V - \frac{\frac{3}{\pi} \cdot \omega L_c \cdot i_{dc}}{L_{dc} + 2 \cdot L_c} \cdot i_{dc} - V_{load} \cdot \frac{1}{L_{dc} \cdot \omega L_c + R_{dc}} \cdot \mu$$

This model is extended to the nine-phase diode rectifier in this work, which is
The equations for ac line current are exactly the same as equation (3-25) for three-phase and equation (4-3) for nine-phase diode rectifier. The dynamics are not included in the ac line current equations in the dynamic model.

Here we will explain why the different load current model will result in different average models. In the dynamic model, the load current is in the expression of both \( \mu \) and the state space equation. Reference [44] proves that \( \mu \) is only related to the average load current during the commutation period and the current derivative has no influence on it. Therefore, the load current in \( \mu \)'s expression should be the averaged load current during the commutation, while the load current in the state space equation is the initial load current in the switching period. If the load current is modeled using its first-order Taylor’s Series expansion as in the improved model, their difference can be seen clearly from Figure 4-1 as \( i_{dcs} \) versus \( i_{dc0} \).

In the dynamic model, it is assumed that \( i_{dcs} \) is equal to \( i_{dc0} \). In the improved model, the difference between \( i_{dcs} \) and \( i_{dc0} \) is reflected by the load current model. This changes the boundary conditions of the ac currents at the beginning and at the end of the commutation and conduction period, which will influence the state equation for current of the output filter inductor.

\[
\mu = a \cos \left( 1 - \frac{\omega L_c \cdot i_{dc}}{V \cdot \sin \left( \frac{\pi}{9} \right)} \right) 
\]

\[
\frac{di_{dc}}{dt} = \frac{\frac{18}{\pi} \cdot V \cdot \sin \left( \frac{\pi}{9} \right) - \left( \frac{9}{\pi} \cdot \omega L_c + R_{dc} \right) \cdot i_{dc} - V_{load}}{L_{dc} + 2L_c}
\]
4.3. Switching model

The switching models of three-phase and nine-phase diode rectifiers are the benchmark circuits for average model evaluations in the time domain, which are implemented using Saber software.

It is straightforward to develop the switching model for three-phase diode rectifier in Saber. The built-in diode model from Saber is used for the diode rectifier. The ac currents are transformed to \(dq\)-axes by \(dq\)-transformation, which is implemented in Saber using the MASTER language [63].
When modeling the nine-phase diode rectifier, modeling the autotransformer is the most critical issue. A pseudo-electric representation is used for a magnetic circuit of the autotransformer, which is shown in Figure 4-2 [64].

![Magnetic model of autotransformer](image)

In Figure 4-2, resistances \( R_1 \), \( R_2 \) and \( R_3 \) represent the reluctances of the magnetic paths for each core leg \( i \) while \( N_{in_i}I_{in_i} \) denotes the MMF of the winding “\( in \)”, with \( i = 1, 2, 3 \) and \( n \) the number of the corresponding winding in every leg \( i \). Modeled in this way, the three-phase autotransformer uses a fully coupled magnetic structure, which is very close to the real hardware.

The assumptions used to derive the average model are also valid for this switching model. The primary inductance is set to be zero for the autotransformer, and secondary inductances for the nine phases have the same value, which is different from the real hardware. A linear core is used in the autotransformer model in Saber. The purpose of this switching model is to investigate the precision of the average procedure based on
these assumptions. The comparison between the average model and real hardware is discussed in the following section.

4.4. Time domain evaluation

In the static and dynamic models, the dynamic of the diode rectifier is either not considered or partially considered. Moreover, most of the parasitic parameters are not included into these two models. Therefore, they have simpler forms than the improved model. In the following section, these three models, the static model, dynamic model and improved model, are compared using the detailed switching model as the benchmark under both steady state and transient conditions. This could provide guidance for application of the average model concerning the trade off between the model’s complexity and precision.

4.4.1. Definition of evaluation method

Besides comparing the waveforms of different models, quantified results for comparison are needed for better illustration. The square error between switching and average model is defined as

\[
e = \sum_{t=t_0}^{t_n} \left[ x_{sw}(t) - x_{avg}(t) \right]^2,
\]

where \( t_0 \) and \( t_n \) are the beginning and the end time of comparison region. \( x_{sw} \) represents the voltage or current of the switching model, and \( x_{avg} \) is the voltage or current of
average models. The average model is closer to the switching model if \( e \) becomes smaller. In this work, the dc output voltage and the ac current in \( dq \)-axes are compared.

The challenge of the comparison lies in the different simulation parameters of the switching model and the average model. Based on the complex structure of the switching model, variable simulation step must be used in Saber to make the simulation converge. In all average models, the vector written to the workspace of MATLAB is sampled by fixed frequency. Consequently, the calculation in (4-6) cannot be performed directly because the time vectors from Saber and MATLAB do not match point by point.

Interpolation is used to solve this problem. Since the simulation step for the average model is fixed, this value is set as the maximum simulation step for the switching model. This means that the switching model will always have more data points than the average model. Weighted interpolation is applied to the switching model to get new data in the switching model corresponding to the ones in average model, as illustrated in Figure 4-3.

![Figure 4-3. Interpolation method](image)

The new value at the interpolated point is calculated as

\[
x' = x_1 \cdot \left( t_2 - t_{avg} \right) + x_2 \cdot \left( t_{avg} - t_1 \right) \cdot \frac{t_2 - t_1}{t_2 - t_1}.
\]

(4-7)
In Saber simulation, the simulation step is required to be a very small number for good accuracy. The waveforms of the switching model after interpolation are almost exactly the same as the waveforms of the original switching model.

### 4.4.2. Steady state evaluation

The steady state evaluation is performed for both the three-phase and the nine-phase diode rectifier. For the three-phase diode rectifier, the line frequency is chosen to be 60Hz, 360Hz, 600Hz and 800Hz because of the wide application. The nine-phase diode rectifier is usually installed on an aircraft power system, which has a variable frequency that ranges from 360Hz to 800Hz.

The capacity of the diode rectifier is assumed to be 50kW (0.7Ω resistive load) for the three-phase diode rectifier and 100KW (2.11Ω resistive load) for the nine-phase diode rectifier. The models under different load conditions from full load to 10% load are simulated here.

Under the steady state, the static model and the dynamic model are identical to each other. The waveforms of the dc output voltage of the three-phase and the nine-phase diode rectifiers under one typical condition are shown in Figure 4-4.
The complete comparison results of the dc output voltage for the three-phase and the nine-phase diode rectifier are given in Figure 4-5. The x-axis "load" is per unit value, which means that it is one when full load condition is simulated. From that figure, it can be seen that the output dc voltage of the improved model has the least square error compared with the other two models under all conditions. For the three-phase diode rectifier, the error between the improved model and the switching model is relatively
large when the line frequency is 60Hz and it becomes smaller in the high-frequency range. For each frequency, the error does not change much with different loads. However, for the static model, the error changes significantly with the load condition. The reason for this is that the improved model has already taken all the parasitic parameters into consideration, including the voltage drop on the ac line resistor. In contrast, in the static model this voltage drop, which is almost linear with the load current, is ignored.

This phenomenon is not the same for the nine-phase diode rectifier as it is for the three-phase diode rectifier. For all average models, the error will change with the load condition and the line frequency. This is because the feeder’s inductance and resistance are approximated to the averaged value in the improved model, and they are subject to the load condition.

![Figure 4-5. Quantified comparison result for dc output voltage @ steady state](image)

The typical waveforms of the ac currents in $dq$-axes for the three-phase diode rectifier are given in Figure 4-6 (a) (b), while Figure 4-6 (c) (d) shows the waveforms for the nine-phase diode rectifier. The complete quantified comparison results are given in Figure 4-7.
Figure 4-6. AC line current for the nine-phase diode rectifier @ steady state.
It can be seen that the improvement of the improved model is limited for the three-phase diode rectifier at the steady state, while the improvement is significant for the nine-phase diode rectifier. The reason for this is that neglecting the feeder’s inductance when calculating the commutation inductance in the nine-phase diode rectifier causes significant steady state error for the average model.

Working from the above statement, the following can serve as guidance to make the trade-off between the different average models: when the average model is used in

Figure 4-7. Quantified comparison result for ac currents in dq-axes @ steady state
system simulation to reduce the simulation time or make the system simulation converge, the static model is enough for the three-phase diode rectifier if the steady state error requirement is not strict. For the nine-phase diode rectifier, the improved model should be chosen to achieve the precision in the modeling work.

### 4.4.3. Transient evaluation

In the steady state evaluation, the effect of the parasitic parameters on the average models is discussed. The major difference between the three models, however, lies in modeling the load current in different ways, which changes the rectifier’s dynamic response. In this section, the transient behavior of the three average models is compared.

Typical waveforms showing the transient behavior of all average models are given in Figure 4-8 for the dc output voltage and Figure 4-9 for ac line currents in dq-axes. During the transient, the load changes from full-load to half-load conditions within 10ms for the three-phase diode rectifier and within 1ms for the nine-phase diode rectifier.
Figure 4-8  DC output voltage @ transient

Figure 4-9  Ac line current for nine-phase diode rectifier @ full load to half load
These figures show that the improved model best matches the switching model. However, for the nine-phase diode rectifier, there is still some discrepancy between the improved model and the switching model. The reason for this discrepancy is that the equivalent commutation inductance of the diode rectifier is calculated as the averaged equivalent secondary inductance of the autotransformer when deriving the average model. In other words, in the average model it is assumed that the commutation angle is the same for every switching period. In the switching model, the commutation angle is different due to the feeder’s inductance. To prove this, another switching model is developed in Saber by modeling the total equivalent commutation inductance on the secondary side of the autotransformer. In the new switching model, the feeder’s inductance is set to be zero, and the secondary inductance is the summation of the autotransformer’s secondary leakage inductance and the equivalent averaged feeder’s inductance referring on the secondary side. Figure 4-10 gives comparison results between the average model, the new and the original switching models. The discrepancy between the average model and the new model reduces significantly. It can be concluded that the discrepancy between the average model and the switching model exists mostly because of the approximation of the equivalent commutation inductance in the average model.

More simulations are performed on the models to give a comprehensive comparison among the models during the transient. For both the three-phase and the nine-phase diode rectifier, a transient occurs in which the load changes from full load to 10%, 25% and 50% load respectively (noted as 0.1, 0.25 and 0.5 in following figures) within 10ms (three-phase diode rectifier) or 1ms (nine-phase diode rectifier). The time span for calculating the square error between each average model and the switching model should
be long enough so that the system transient responses are fully included into the calculation. According to the system parameters in this work, the time span is 0.02s for the three-phase diode rectifier and 0.01s for the nine-phase diode rectifier.

The quantified comparison results for dc output voltage during the transient are given in Figure 4-11.

**Figure 4-11. Quantified comparison result for dc output voltage @ full load to half load**
The improved model has the least square error among the three average models. The dynamic model improves the transient behavior of the static model but very limited.

Similar to the steady state condition, the improved model for the nine-phase diode rectifier during the transient has more effect on the model’s precision than it does for the three-phase diode rectifier. There are two reasons for this: 1) the feeder’s inductance of the autotransformer cannot be ignored, which is the same at the steady state; 2) the ratio between the commutation and conduction period in the nine-phase diode rectifier is usually higher than in the three-phase diode rectifier. This means that modeling the
dynamics in the commutation mode using the improved model becomes more important in the average modeling procedure.

Based on the analysis of the comparison among the models under both the steady state and the transient conditions, the static model could be used for the three-phase diode rectifier when the system modeling does not require very high precision for the average model. However, for the nine-phase diode rectifier, the improved model is necessary.

### 4.5. Experimental validation

A 2kW nine-phase diode rectifier with lower power rating is built for hardware verification, as shown in Figure 4-13. The diode rectifier is composed by MUR1520. To prevent the transformer core from saturating, the input voltage is limited up to 65V RMS. The average model is modified to have the same parameters for comparison.

![Prototype of the nine-phase diode rectifier](image)

The system parameters for experiments are listed in Table 4-1. The input voltage is generated by an HP6834B ac power supply, and it is adjustable. MCT488 is used as the load, which is programmable equipment especially suitable for transient experiments.
Table 4-1  Hardware system parameters

<table>
<thead>
<tr>
<th>$V_{in}$ (RMS)</th>
<th>$L_c$</th>
<th>$R_{Lc}$</th>
<th>$L_{dc}$</th>
<th>$R_{dc}$</th>
<th>$C$</th>
<th>$R_{load}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>65V</td>
<td>130µH</td>
<td>0.1Ω</td>
<td>3.6mH</td>
<td>240mΩ</td>
<td>470µF</td>
<td>22Ω</td>
</tr>
</tbody>
</table>

The nine-phase diode rectifier is tested under 400Hz and 800Hz. The results of a comparison of the hardware and the average model are given in Figure 4-14. In these two steady states, the output dc voltage $V_{dc}$ is lower at 800Hz than at 400Hz. When the line
frequency goes higher, the equivalent commutation impedance becomes larger, resulting in more voltage drop.

From the above figures, it can be seen that the output dc voltage from the experiment is a little higher than the voltage from the average model. The primary leakage inductor of the autotransformer existing in the hardware causes the discrepancy, which is ignored in the average model. When the primary leakage inductance of the autotransformer exists, the commutation time is different for every current transfer instance because the current that is transferred are not the same. Figure 4-15 gives the current in each winding for one leg. We can see that the current change between every two switching periods is different. Fortunately, according to the strict harmonics requirement in the aircraft power system, the primary leakage inductance must be very small. Therefore, it can be ignored for average modeling.

![Figure 4-15. Winding current for one leg](image)

To verify the transient responses, the load resistance changes from 10Ω to 4Ω. The line frequency is 400Hz. Figure 4-16 shows the results the close resemblance between the waveforms of the hardware and the improved model.
4.6. Summary

Three average models of the nine-phase diode rectifier based on different load current assumptions, the static model, the dynamic model and the improved model, are compared under steady state and transient operating conditions in this chapter. The detailed switching model is developed in Saber to serve as the benchmark for comparison. Interpolation is applied to generate quantified comparison results. Under all conditions, the improved model is better than the other two. Modeling the load current variation is more important for the nine-phase diode rectifier than for the three-phase diode rectifiers. From the comparison results, the effect of parasitic parameters is discussed. Modeling the feeder’s inductance into the average model can improve steady state and transient behavior.

The average model is verified by using a prototype of the nine-phase diode rectifier under steady state and transient operating conditions. When using actual hardware, the primary leakage inductance of the autotransformer makes the commutation period...
different for each switching period, which is in conflict with the assumption made in the average model derivation, but this error is small enough to be neglected.
CHAPTER 5 FREQUENCY DOMAIN ANALYSIS OF AVERAGE MODEL FOR DIODE RECTIFIER

5.1. Introduction

In Chapter 4, the evaluation of the average model has been discussed in detail. This provides guidance for applying the average model application in time domain simulations. Meanwhile, another primary application of the average model of the diode rectifier is to obtain the small-signal model, especially the output impedance, for system-level study in the frequency domain. In this chapter, the average model is linearized to get the output impedance for the nine-phase diode rectifier as an example, followed by the discussion of the model’s validation in the frequency domain. The feeder’s and the generator’s impedance are considered when deriving the output impedance.

The small-signal model validation in the frequency domain has been investigated for PWM converters in the past [56-60]. Past research has shown that the small-signal model is only valid below half of the switching frequency, which is explained using sampling theory [56]. The sampling effect is not as obvious for line-commutated diode rectifiers as for PWM converters because diode rectifiers have no controlled duty cycles. However, within one “switching period”, the equivalent topology of the rectifier is different during the commutation and conduction modes. The commutation angle can be seen as an equivalent duty cycle in the rectifier, yet it is a non-linear function depended on circuit
parameters and operating points. The impetus to investigate the frequency domain validation of the average model arises from this.

In this chapter, Fourier analysis is applied to study the sampling effect on the voltage and current of the diode rectifier. In this way, the approximation of the average model in the frequency domain can be revealed.

An experiment is performed to complement and verify the validation. The output impedance of the nine-phase diode rectifier is measured using the hardware, the switching model and the average model.

### 5.2 Output impedance for nine-phase diode rectifier

#### 5.2.1 Output impedances from different average models

The average model for the nine-phase diode rectifier developed in Chapter 3 is a time-invariant, non-linear model. The nonlinear effect comes from the commutation angle, which depends on the circuit parameter, average load current during commutation and the input voltage. The averaged model is rewritten as

\[
\mu = a \cos \left( \frac{\pi}{9} \right) \left( 1 + \frac{\omega \cdot L_c \cdot i_{dc}}{V \cdot \sin \left( \frac{\pi}{9} \right)} \right) 
\]

\[
V_{dc} = \frac{18}{\pi} \cdot V \cdot \sin \left( \frac{\pi}{9} \right) \left( 1 + (R_c + R_m) \cdot \frac{-\mu + \sin \mu}{2 \cdot \omega L_c} \right) \left[ \frac{9}{\pi} \cdot \omega L_c + (R + R_m) \cdot \left( 2 - \frac{9 \mu}{\pi} \right) \right] i_{dc0} 
\]

\[
- \frac{di_{dc}}{dt} \left[ L_c \cdot \left( 2 - \frac{9 \mu}{2\pi} \right) + \frac{R_c + R_m}{\omega} \left( \frac{\pi}{9} - \mu + \frac{9}{\pi} \cdot \frac{\mu^2}{4} \right) \right] = -2 \cdot V_{dc}.
\]
The small-signal model can be constructed based on the equation above. In order to
derive the output impedance, a superimposed small ac variation is added to the quiescent
operating point of the load current as

\[ i_{dc} = i_{dc0} + i. \]  

(5-2)

Because the commutation angle is determined by the load current, it also has a
superimposed small ac variation. According to the nonlinear expression of the
commutation angle, its Taylor series expansion is used to perform linearization:

\[ \mu = a \cos \left( 1 - \frac{\omega \cdot L_c \cdot i_{dc}}{V \cdot \sin \left( \frac{\pi}{9} \right)} \right) \approx \frac{\pi}{2} - 1 + \frac{\omega \cdot L_c \cdot i_{dc}}{V \cdot \sin \left( \frac{\pi}{9} \right)}. \]  

(5-3)

Inserting equation (5-2) into (5-3), the variation of the commutation angle is

\[ \hat{\mu} = \frac{\omega \cdot L_c \cdot \hat{i}_{dc}}{V \cdot \sin \left( \frac{\pi}{9} \right)}. \]  

(5-4)

Substituting equation (5-2) and (5-4) into (5-1), the variation of the dc output voltage
is

\[ \hat{V}_{dc} = -\left[ \frac{9}{\pi} \cdot \omega L_c + (R_c + R_{on}) \cdot \left( 2 - \frac{9\mu}{\pi} \right) \right] \cdot \hat{i} - \frac{d}{dt} \left[ L_c \cdot \left( 2 - \frac{9\mu}{2\pi} \right) \right] \]

\[ + \frac{(R_c + R_{on})}{\omega} \left( \frac{\pi}{9} - \mu + \frac{9}{\pi} \cdot \frac{\mu^2}{4} \right) \]

\[ + (R_c + R_{on}) \cdot \frac{9 \cdot \omega \cdot L_c}{\pi \cdot V \cdot \sin \left( \frac{\pi}{9} \right)} \cdot \hat{i}. \]  

(5-5)

From equation (5-5), it can be seen that the output impedance of the nine-phase diode
rectifier is composed of an equivalent resistor and inductor in series, which is

\[ R_{out} = \frac{9}{\pi} \cdot \omega L_c + (R_c + R_{on}) \cdot \left[ 2 - \frac{9\mu}{\pi} \left( \frac{\omega \cdot L_c \cdot i_{dc0}}{V \cdot \sin \left( \frac{\pi}{9} \right)} \right) \right], \]

\[ L_{out} = L_c \cdot \left( 2 - \frac{9\mu}{2\pi} \right) + \frac{(R_c + R_{on})}{\omega} \left( \frac{\pi}{9} - \mu + \frac{9}{\pi} \cdot \frac{\mu^2}{4} \right). \]  

(5-6)
The average model is simulated in Simulink/MATLAB to get the operating point at the full-load condition as shown in Table 3-1. At this operating point, the commutation angle is \(0.221\,\text{rad/sec}\) and the load current is 271.4A. The calculated output impedance is

\[
R_{\text{out}} = 0.0384\,\Omega, \quad L_{\text{out}} = 6.756\,\mu\text{H}.
\]  

(5-7)

The output impedance of the nine-phase diode rectifier can also be obtained by auto-linearization of the software, which is given in Figure 5-1.

The equivalent impedance can be calculated from Figure 5-1 as

\[
R_{\text{out}} = 0.039\,\Omega, \quad L_{\text{out}} = 6.746\,\mu\text{H}.
\]  

(5-8)

The results of equations (5-7) and (5-8) show that the derivation result is very close to the result obtained from the auto-linearization procedure. This output impedance is useful for system-level study, such as stability of the system.

Usually the output filter of the nine-phase diode rectifier is connected on the dc terminal. The output impedance including both the rectifier and the output filter is shown in Figure 5-2. The impedance of the output filter itself is also plotted in this figure simultaneously in order to show its effect. Figure 5-2 shows that the output filter is the
main factor in determining the resonance frequency of the impedance. The reason is that the inductance of the output filter is much larger than the equivalent inductance of the diode rectifier. However, the equivalent resistance of the diode rectifier is important to the system behavior. According to (5-7), the equivalent resistance is usually larger than the parasitic resistor of the output filter, and the equivalent resistance will determine the damping factor of the system.

The output impedance of the nine-phase diode rectifier shown in (5-7) is based on the improved model. In Chapter 4, another two average models of the diode rectifier by different assumptions of the load current are introduced. The output impedances derived from these average models are different from the impedance in (5-7).

\[
R_{eq} = \frac{9}{\pi} \cdot \omega \cdot L_c.
\]  

(5-9)

Figure 5-2 Output impedance including output filter

For the static model, the output impedance only has an equivalent resistor for the diode rectifier, which is
Since the static model does not model any dynamic in the rectifier, the equivalent inductance will be zero.

The output impedance of the dynamic model is composed of an equivalent resistor and inductor as

\[ R_{eq} = \frac{9}{\pi} \cdot \omega \cdot L_c, \]
\[ L_{eq} = 2 \cdot L_c \]  \hspace{1cm} (5-10)

The output impedances from the static model and dynamic model are linear. They do not change with the operating point, while the impedance from the improved model does change.

Figure 5-3 (a) gives the output impedances of the diode rectifier only from different average models and Figure 5-3 (b) shows the impedances with the output filter. Since the inductor of the output filter \( L_{dc} \) (176 µH) is much larger than the equivalent inductance of the diode rectifier \( L_{eq} \) (5µH), the resonance frequency is almost the same for the three models. At the low frequency for the model (below 100Hz here), the equivalent resistor \( R_{eq} \) is dominated, so the difference of the impedances becomes significant.

![Figure 5-3 Output impedance of nine-phase diode rectifier](image-url)
5.2.2 Output impedances with feeder’s impedance

It has been pointed out that the feeder’s impedance $L_p$ in front of the autotransformer influences the commutation time. In Chapter 3, to obtain the equivalent commutation inductance $L_c$, $L_p$ is referred to the secondary side of the autotransformer by the current transfer function derived with the non-sinusoidal secondary current, namely nonlinear relationship. Nonetheless, this transfer function is not valid any more when modeling the output impedance from the dc side.

The linearization procedure to obtain the output impedance is inserting a small sinusoidal waveform into the circuit. Therefore, $L_p$ should be referred to the secondary side of the autotransformer multiplied by $n_v \cdot n_i$, namely linear relationship. The output impedance considering the feeder’s impedance becomes

\[
R_{out} = \frac{9}{\pi} \cdot \omega L_c + (R + R_{on}) \left[ 2 - \frac{9}{\pi} \cdot \left( \mu + \frac{\omega L_c \cdot i_{dc}}{V \cdot \sin(\frac{\pi}{9})} \right) \right] + R_p \cdot n_v \cdot n_i. \tag{5-11}
\]

\[
L_{out} = L_c \cdot \left( 2 - \frac{9 \cdot \mu}{2\pi} \right) + \frac{(R + R_{on})}{\omega} \left( \frac{\pi}{9} - \mu + \frac{9}{\pi} \cdot \frac{\mu^2}{4} \right) + L_p \cdot n_v \cdot n_i
\]

A user-defined software is developed in Saber to model the output impedance directly using the switching model [65]. This software provides us the possibility to compare the output impedance from the average model and from the switching model. The system in Figure 5-4 is used to verify the output impedance derivation. In order to emphasize on the feeder’s impedance, the feeder’s impedance is increased to 35µH and the inductance of the output filter is reduced to 50µH. This system is also used for system-level study in the next chapter.
The output impedances from the switching model and the average model are given in Figure 5-5. There are three curves in this figure: one is from the switching model; the other two are from the average model by modeling the feeder’s inductance with linear and nonlinear relationships. We can see that the linear relationship should be used when modeling the feeder’s impedance. Nonetheless, there is some discrepancy between the results from the average model and from the switching model. The discrepancy comes from both of these two models. For the output impedance from the switching model, the
user-defined software in Saber has intrinsic errors. In [65], it is pointed out that this software has 10% error with unknown reason. For the output impedance from the average model, the averaging process of the rectifier model has some approximation, which has described in Chapter 4. This also brings the error into the output impedance of the average model.

5.2.3 Output impedances with generator’s impedance

Similar to the feeder, the generator’s output impedance also influence the commutation time and then the system behavior. In [42], the open-loop subtransient impedances of the generator, \( L_d' \) and \( L_q' \), are used to derive the average model of a generator and a three-phase diode rectifier. The generator flux is used instead of the voltage to derive the differential equations, which combines the generator and the diode rectifier together. The conclusion is that the static commutation inductance \( L_{ss} \) is \( L_d' \) for the diode rectifier and it causes the voltage drop on the output dc voltage. When calculating the equivalent commutation inductance of the rectifier, \( L_{ss} \) should be added to \( L_p \) and the new commutation inductance \( L_c' \) is

\[
L_c' = L_c + L_{ss} \cdot n_v \cdot n_i'.
\]  
(5-12)

where \( L_c \) and \( n_i' \) have the same definition as in Chapter 3.

In [43], the dynamics are considered and the transient commutation inductance \( L_t \) is derived as \( 0.5 \cdot L_d'' + 1.5 \cdot L_q'' \). \( L_t \) only influences the system dynamics, corresponding to the equivalent inductance of the output impedance. The output impedance of the generator and the diode rectifier is
\[ R_{\text{out}} = \frac{9}{\pi} \omega L_c \left( \frac{2}{R + R_{\text{on}}} \right) + \frac{9}{\pi} \left( \mu + \frac{\omega L_c \cdot i_{dcl}}{V \cdot \sin \left( \frac{\omega}{9} \right)} \right) + n_v \cdot n_i \]

\[ L_{\text{out}} = L_c \left( 2 - \frac{9 \cdot \mu}{2 \pi} \right) + \frac{\omega}{\pi} \left( \frac{\pi}{9} - \mu + \frac{9 \cdot \mu^2}{4} \right) + \left( L_p + L_i \right) \cdot n_v \cdot n_i \]

(5-13)

When the generator exists, it is difficult to apply the user-defined software to obtain the output impedance directly from the switching model due to the software limitation. Instead, this output impedance is verified in the next chapter when the average model is applied to the system resonance study.

5.3 Frequency domain analysis of the average and linearized models

The output impedance of the diode rectifier is used mostly for system-level study, such as stability and resonance. The classical control theory for a linear time-invariant system (LTI) can be easily applied to such problems. It is well-known that the linearized model of PWM converters is limited in the frequency domain because of the sampling theorem, yet little effort has been made on this issue for the line-commutated diode rectifier. In this section, the frequency domain validation of the average and linearized model of the diode rectifier is discussed.

5.3.1 Averaging theory for PWM converters

The basic averaging method for switching converters is to average the state space equations in one switching period. Two main averaging methods, state-space averaging and circuit averaging, are developed [40]. The small signal model is obtained by
perturbing the average model at the equilibrium point, which could utilize the classical control theory, such as Bode plot and Nyquist stability criteria [39].

During the averaging process and linearization, approximation is used in the switching model. Much research has been done so far focusing on the validation of the average and small-signal model of PWM converters in the frequency domain and they are summarized as below.

The relationship between the averaging method for switching converters and the mathematical theory of the averaging procedure is revealed in [60]. The standard form of time-varying equations can be expressed mathematically as

\[ x = \epsilon \cdot F(t,x), \quad \epsilon << 1, \quad x(t_0) = x_0. \]  \hspace{1cm} (5-14)

with \( F(t,x) \) continuous as a function of \( t \) and \( x \). The time average of the right-hand-side (RHS) of equation (5-11) is defined as

\[ G(\bullet) \equiv \lim_{T \to \infty} \frac{1}{T} \int_0^T F(s,\bullet) ds. \]  \hspace{1cm} (5-15)

When the function is periodic or almost periodic, a limitation will exist. In much literature in power electronics, it is usually written as

\[ x(t) = \frac{1}{T} \int_{t \in T}^T x(\tau) \cdot d\tau. \]  \hspace{1cm} (5-16)

The choice of the small parameter \( \epsilon \) in (5-11) determines an upper bound on the closeness of trajectories of the average model and the actual system. For example, \( \epsilon \) can be the product of the switching frequency and the largest eigenvalue of the system. A smaller \( \epsilon \) generates an average model that is closer to the switching model.
A similar conclusion is given in the appendix of [32]. When averaging PWM converters, two different state equations are derived first when the switch is on or off and then is averaged within one switching period as

\[
\begin{align*}
\dot{x} &= d \cdot \left( A_1 \cdot x + b_1 \cdot V_g \right) + d' \cdot \left( A_2 \cdot x + b_2 \cdot V_g \right) \\
y &= \left( d \cdot C_1^T + d' \cdot C_2^T \right) \cdot x
\end{align*}
\tag{5-17}
\]

where \( x \) stands for state variables, \( A_1 \) and \( A_2 \) for matrices of state space equations, \( d \) for the duty cycle, \( V_g \) for the input voltage and \( y \) for the output variables. Reference [32] points out that the approximation of the averaging in one switching period \( T \) is due to

\[
\mathbf{e}^{d' \cdot A_2 \cdot T} \cdot \mathbf{e}^{d \cdot A_1 \cdot T} \approx \mathbf{e}^{(dA_1 + d' \cdot A_2) \cdot T}.
\tag{5-18}
\]

Therefore, the state-space averaging model is valid as long as the small ripple condition is satisfied and the switching frequency is much higher than the natural frequency of the circuit, which corresponds to a small \( \varepsilon \) in the mathematic explanation.

A close-loop buck circuit is presented here as an example, as shown in Figure 5-6.

![Buck circuit](image)

**Figure 5-6 Buck circuit**

The state equation of the inductor’s current in the average model is

\[
L \cdot \frac{d\bar{i}_L}{dt} = d(t) \cdot \bar{V}_g(t) + d'(t) \cdot \bar{V}(t),
\tag{5-19}
\]
where \( i_L, V_g, \) and \( V \) are the averaged values within one switching period.

At this point, the sampling effect does not play a role in the averaging process and the average model is meaningful regardless of the switching frequency for the dc-dc converter. The nonlinear nature of the original model is preserved when multiplying two time-varying vectors.

Since the sampling effect does not exist in the average model, the frequency limitation for the small-signal model is generated from linearization. Some new models have been developed to improve the model’s precision in frequency domain. A hybrid model for current-controlled PWM dc-dc converters, which mixes the average model of the power stage and the discrete model in the control loop, is presented in [57]. Instead of averaging the circuit first, the linearized model is developed using the \( Z \)-transform to represent the controller. Another new model is to model the sampling effect as a transfer function from the derivation of the \( Z \)-transform in [58]. The accuracy of the small-signal model is improved by adding the sampling effect, and the open-loop subharmonic oscillation in the peak current control method can be predicted.

But this small-signal model is still limited in the frequency domain. When comparing the model with the hardware experiments using network analyzers, they usually agree with each other because they both only consider fundamental frequencies. With reference to the effects of the replicas in sampling and hold, the agreement between the measurement and the model is not sufficient to predict the close-loop stability using the LTI theory when the control perturbation is a high frequency. In [59], the simulation results show that the small-signal model of a PWM converter is valid only well below the
switching frequency. As an example, for the boost circuit, the small-signal model should be used up to one tenth of the switching frequency.

5.3.2 Averaging theory for line-commutated diode rectifier

Although the averaging theory has been studied intensively for the dc-dc PWM converters, little study has been done on the sampling theorem for the ac-dc diode rectifiers. For a PWM converter, the sampling effect exists in the small-signal model because of the modulator, while no such block exists in diode rectifiers. Since the topology of the diode rectifier changes between the commutation and conduction period, the commutation angle behaves similar to the duty cycle for the average model. The commutation angle is not an independent variable, and it depends on the circuit parameters and operating point. Therefore, the rectifier can be treated as a close-loop circuit with nonlinear control for the commutation time.

In [48], an average model for the three-phase diode rectifier is developed using the transfer function method. It says that the model is only valid below half of the switching frequency, but gives no further analysis. Nonlinear theories, such as the Poincare map and bifurcation, have been applied to the diode rectifier in [62], but this study focuses on the stability issue of the rectifier itself with no discussion of system-level stability, which is beyond the scope of this work.

The sampling effect is studied for the average model of the line-commutated diode rectifier to give the frequency domain validation. Equation (5-1) is the average model of the nine-phase diode rectifier, and the only nonlinear effect is the calculation for the commutation angle. This equation is derived by averaging the voltage at the output side
of the switching network and it is time-invariant, nonlinear. This is different than the average model of the buck circuit in (5-19), which is a time-variant, nonlinear model. Hence, the average model of the diode rectifier is between the average and switching model of the buck converter.

Buck circuit is analyzed to illustrate this problem. Its average model is defined as (5-19), and the harmonics of the system is remained by the production of the duty cycle $d(t)$ and the averaged input voltage $\langle V_g(t) \rangle$, and the sampling effect does not take place in the average model. However, when applying the same averaging method to the buck circuit as the method applied for the diode rectifier, the averaged voltage of the switching node, $V_{sw}$, is

$$
\overline{V_{sw}} = d(t) \cdot \overline{V_g(t)}.
$$

(5-20)

When the duty cycle is assumed to be constant, the new average model of the buck circuit becomes

$$
\overline{V_{sw}} = D \cdot \overline{V_g(t)} = d(t) \cdot \overline{V_g(t)}.
$$

(5-21)

Fourier analysis is used to analyze the sampling effect in the models. Figure 5-7 shows the Fourier analysis of $V_{sw}$ for the switching model for the case in which a small ac signal with the frequency $f_p$ is added into the input voltage source $V_g(t)$ and the switching frequency of the switch $f_s$ is 100kHz. According to the sampling theorem, the harmonics generated by the switching network is $f_s - f_p$. When $f_p$ exceeds half of the switching frequency, lower harmonics than $f_p$ exists in $V_{sw}$, which the output filter cannot filter out. The average model in (5-21) only contains the component of $f_p$, and the component of $f_s - f_p$ does lose in this average model due to sampling theorem.
The average models of the three-phase and nine-phase diode rectifiers have the same derivation procedure as the procedure in (5-21). If the harmonic introduced by the nonlinear equation of the commutation angle is trivial, only the component at the perturbation frequency is remained in the average models. As illustrated above, the sampling information of the topology changing even in the average model is lost.

Fourier analysis is applied to the output dc voltage right after the switching network $V_{dc}$ for switching models. Since the average model of the diode rectifier is in the $dq$-axes, the perturbation of the input voltage is added into its $d$-axes $V_d$ while $V_q$ stays zero. The inversed Park transformation is then used to generate the voltage in the $abc$-axes for switching models with a line frequency of 400Hz. The switching frequency is 2400Hz for the three-phase diode rectifier and 7200Hz for the nine-phase diode rectifier. The amplitude of the perturbation is set to be 10% of the peak voltage. The perturbation frequencies are set 1100Hz and 1300Hz for the three-phase diode rectifier, while they are 3300Hz and 3900Hz for the nine-phase diode rectifier. Figure 5-8 gives the simulation results.
In Figure 5-8, the component at $f_s f_p$ exists in the output voltage of the diode rectifier, which proves that the sampling theorem is effective in the switching model of the line-commutated diode rectifier. The product of the commutated inductance and load current plays an important role in the sampling issue: it acts as the duty cycle in a buck converter. In a buck converter, if the duty cycle is 1, there will be no sampling effect in the circuit because the switch is always on. In a line-commutated diode rectifier, if there is no commutation inductor, the circuit topology stays the same and thus there is no sampling action at all. Here we define the ratio $R_{s,p}$ of the component at $f_s f_p$ to the component at $f_p$.

When the line inductance or the load current increases, $R_{s,p}$ becomes larger. Figure 5-9 gives the quantified result for the nine-phase diode rectifier. Figure 5-9 (a) shows the
results when changing the commutation inductance and the simulation results with different load resistors are given in (b). The ratio between the voltage magnitude at \( f_s f_p \) and \( f_p \) is calculated. The perturbation frequency is chosen to be 3900Hz. This means that when the commutation period becomes longer, the sampling effect becomes more significant for the circuit, and cannot be ignored any longer.

![Graph](image)

(a) inductance effect  
(b) load current effect

Figure 5-9 Influence of commutation inductance and load current on sampling issue

From the above statement, it can be concluded that the average model of the diode rectifier is only valid for half of the switching frequency.

The small-signal model of the diode rectifier is used only to perform linearization of the commutation angle’s function, while other equations are already linear differential equations. Due to the limitation of the average model in the frequency domain, the small-signal model cannot be used beyond half of the switching frequency.

The output impedance of the diode rectifier is therefore theoretically valid within half of the switching frequency. However, when the line commutation inductance is much smaller than the inductor of the output filter, the output impedance can be used into the high-frequency range because the filter’s output impedance will dominate the output impedance, which is the usual case in an aircraft system.
5.4 Experiment for output impedance

The output impedance of the diode rectifier can be measured using the hardware. The system under test has the same parameters for time domain verification as given in Table 4-1 and the load is 10Ω. Figure 5-10 shows the measurement of the output impedance.

![Figure 5-10 Measurement of output impedance (nine-phase diode rectifier with output filter)](image)

![Figure 5-11 Output impedance comparison (nine-phase diode rectifier with output filter)](image)
The impedance from the hardware measurement is compared with the impedance derived from different average models in Figure 5-11. It is shown clearly that the output impedance from the improved model best matches the impedance from the experiments.

5.5 Summary

The frequency domain validation of the average and small-signal models of the diode rectifier is discussed in this chapter. The output impedance of the nine-phase diode rectifier is derived first, with the validation of the hardware experiment. After reviewing the literature of the average theory for PWM converters, it is concluded that the sampling effect does not affect the average model of PWM converters. However there is some difference between the average model of the diode rectifier and the average model of the PWM converter. Fourier analysis shows that the average model of the diode rectifier loses the sampling information, which limits the model to below half of its switching frequency. The small-signal model of the rectifier is based on the average model, which also has this limitation. Nevertheless, when the output filter inductor is much larger than the equivalent commutation inductor, the output impedance is mainly dependent on the output filter and it can be applied to the high-frequency range.
CHAPTER 6  SYSTEM HARMONIC RESONANCE STUDY

6.1 Introduction

With the development of power semiconductor, more switching equipment is applied into aircraft power systems for better performance. While switching equipment is lighter and consumes less power, its nonlinear behavior introduces harmonics into systems. Harmonic resonance will occur when the system natural frequency equals the harmonic frequency, which might cause catastrophic problems. Study of harmonic resonance becomes a necessity when a nonlinear load exists in the system [66-68].

The harmonic resonance problem has been studied intensively in industrial power systems, yet not much has been done for the rectifier-inverter power system. In such systems, the resonance usually occurs between the inductor and the dc bus capacitor, which influences the system behavior significantly. A detailed modeling approach to predict the resonance in such systems is proposed in this chapter. This approach could provide the system design guidance in order to avoid the resonance problem.

Two main aspects determine the resonance in a system: when the resonance will happen and how much it will affect the system. Therefore, it is important to render an accurate model to predict the resonance frequency, the harmonic source and the damping ratio. In previous research, the switching blocks are modeled as ideal current or voltage sources representing harmonic sources, depending on the load type [69]. The nonlinear
blocks are eliminated from the system and classical control theory can be applied. The transfer function is derived to determine the resonance frequency and the amplification.

The system under study in this dissertation is a simplified rectifier-inverter aircraft power system. The nine-phase diode rectifier with generator and voltage-source-inverter motor drive (VSI-MD) are the two blocks that generate harmonics. Unlike previous work, we do not model the rectifier and the inverter as ideal sources only. Instead, they are modeled by Norton’s and Thevenin’s equivalent circuits for resonance study. Modeling the equivalent impedance is important when the impedances of the rectifier and inverter are not trivial compared to the filters in the system.

The average model is used to derive the equivalent impedance of the circuit, and the harmonic source can be obtained through open-circuit and short-circuit simulation of the switching models. The system becomes linear with equivalent circuits and transfer function and superposition are adopted to study the resonance phenomenon in this system.

The equivalent circuit is verified through the comparison of transfer functions from the equivalent circuit and the detailed switching model. Some resonance issues, such as the relationship between stability and resonance, as well as the influence on resonance by the controllers of the motor drive and the generator, are also discussed in this chapter.
6.2 System modeling for resonance study

6.2.1 Overview of previous research

The typical dc power system is a rectifier-inverter system with bus capacitors to stabilize dc voltage, which is shown in Figure 6-1 (a). The line inductance $L_{\text{line}}$ and the bus capacitors might cause resonance in this system.

![Figure 6-1 Typical rectifier-inverter power system](image)

The harmonic resonance in this system has been studied in [78]. The equivalent circuit diagram is shown in Figure 6-1 (b). It is assumed that the output filter inductor of the rectifier, $L_{dc}$, is so large ($100\, \text{mH}$) that the rectifier can be treated as a current source nonlinear load (CSNL) type [69]. The inverter is also a CSNL because of its inductive characteristic. The inverter and the rectifier are modeled as ideal current source $I_{\text{inv}}$ and $I_{\text{con}}$, and their values can be measured from the hardware. The transfer function from $I_{\text{inv}}$ to the bus capacitor’s current $I_{c1}$ is used to analyze the resonance phenomenon. From the gain of that transfer function, the resonance frequency and the amplification at each frequency are shown clearly. The harmonics from the rectifier side are ignored because the large $L_{dc}$ filters out the harmonics from the rectifier side and $I_{\text{con}}$ is modeled as a constant dc current.
6.2.2 System modeling

The system for resonance study in this work is similar to the system in Figure 6-1, representing a simplified aircraft power system. The system block diagram is shown in Figure 6-2, which is composed of a synchronous generator, a nine-phase diode rectifier, its output filter, a voltage source inverter as the motor controller and a permanent magnet synchronous machine (VSI-MD), with another input filter in front of it, as the load.

![Figure 6-2 Simplified aircraft power system](image)

The generator with the nine-phase diode rectifier and the VSI-MD are two nonlinear blocks in this system. Because of their input/output interface, the VSI-MD is a CSNL and the rectifier is a voltage source nonlinear load (VSNL). Instead of using ideal current and voltage source for equivalent circuit, Norton’s and Thevenin’s equivalent circuits are derived for these blocks respectively, modeling the blocks’ impedances as well. The linearized system is shown in Figure 6-3. The harmonic sources in the system generated from two blocks are modeled as $I_{in}$ and $V_d$. They usually become large in the system under abnormal operating conditions. The impedances $Y_{in}$ and $Z_d$ vary with the operating point. The system becomes linear with the equivalent circuits, so the linear theory can be used.
In the following sections, Norton’s and Thevenin’s equivalent circuits are derived in detail along with the discussion of parameter influence on the resonance behavior. Superposition is utilized in order to simply the study. The harmonics from the VSI-MD side and the rectifier side are investigated separately.

6.2.3 Norton’s equivalent circuit for motor drive

6.2.3.1 PWM and motor drive model

Both the switching and the average models are needed to obtain Norton’s equivalent circuit for the VSI-MD. The switching model of the VSI-MD is given in Figure 6-4 (a) and its Norton’s equivalent circuit is in Figure 6-4 (b), including an equivalent source and admittance.

![Figure 6-3 Equivalent circuit of the system for resonance study](image)

![Figure 6-4 Inverter and motor drive model](image)
The average model of VSI-MD in Figure 6-5 is derived by averaging the PWM inverter along with the motor drive equations within one switching period in $dq$-axes [37]. The PWM inverter is controlled by the line currents in $dq$-axes and the speed of the motor drive. The current loop control is the inner loop, and the outer loop is the speed loop control, all of which are PI controllers. The controller parameters are designed to eliminate the poles and zeros in the power stage. Therefore, theoretically the motor’s dynamics depends only on the controller’s bandwidth. The current control loop bandwidth is denoted as $\omega_i$ and speed loop as $\omega_s$. The motor is designed to make $\omega_i$ always be 10 times $\omega_s$.

![Figure 6-5 Average model of VSI-MD](image)

### 6.2.3.2 Norton’s equivalent circuit derivation

The Norton’s equivalent circuit is composed of the current source and its equivalent input admittance of VSI-MD. The input admittance of VSI-MD can be obtained through its average model in Figure 6-5 using auto-linearization of the simulation software. It can also be derived using mathematical derivation. The coupling block in the average model is assumed to be totally compensated by the controller. The input current $i_{dc}(t)$ of PWM inverter is
\[ i_{dc} = \left( D_d + d_d \right) \cdot \left( I_d + i_d \right) + \left( D_q + d_q \right) \cdot \left( I_q + i_q \right). \]  

(6-1)

The current \( I_d \) is usually controlled to be zero, which gives the expression of the input admittance as

\[ Y_m = \frac{i_{dc}}{V_{dc}} = D_d \cdot \frac{i_d}{V_{dc}} + D_q \cdot \frac{i_q}{V_{dc}} \cdot \frac{d_d}{V_{dc}}. \]  

(6-2)

where \( D_d, D_q \) and \( I_q \) are steady-state values.

The input voltages to currents in \( dq \)-axes are

\[ \tilde{V}_d = \left( V_{dc} + \tilde{V}_{dc} \right) \cdot \left( D_d + d_d \right) = V_{dc} \cdot d_d + \tilde{V}_{dc} \cdot D_d = \left( s \cdot L_m + R_m \right) \cdot i_d. \]  

\[ \tilde{V}_q = \left( V_{dc} + \tilde{V}_{dc} \right) \cdot \left( D_q + d_q \right) = V_{dc} \cdot d_q + \tilde{V}_{dc} \cdot D_q = \left( s \cdot L_m + R_m \right) \cdot i_q. \]  

(6-3)

Since the coupling effect is eliminated in the controller, the transfer function of the motor drive \( G_{iv} \) can be written as

\[ G_{iv} = \frac{i_{dc}}{V_{dc}} = \frac{i_{dc}}{V_q} = \frac{1}{s \cdot L_m + R_m}. \]  

(6-4)

Other transfer functions are defined in a similar way: \( G_{iw} \) is \( i_q \) to speed \( \omega \); \( G_{cid} \) and \( G_{ciq} \) is the current loop compensator in \( d/q \)-axes; \( G_{cs} \) is the speed loop compensator. The control block diagram is given in Figure 6-6.
From the above figure, the following equations are derived as

\[
\begin{align*}
D_d \cdot \frac{i_d}{V_{dc}} &= D_d \cdot \frac{G_{cs} \cdot G_{iv}}{1 + \frac{1}{sL_m + R_m}} = D_d \cdot \frac{1}{sL_m + R_m} \cdot \frac{1}{1 + \frac{1}{sL_m + R_m}} = D_d \cdot \frac{1 + \frac{1}{sL_m + R_m}}{s + \omega_d} \\
D_q \cdot \frac{i_q}{V_{dc}} &= D_d \cdot \frac{G_{cs} \cdot G_{iv}}{1 + \frac{1}{sL_m + R_m}} = D_d \cdot \frac{1}{sL_m + R_m} \cdot \frac{1}{s^2 + w_i \cdot (s + w_i)} \\
I_q \cdot \frac{d_L}{V_{dc}} &= \frac{-I_q \cdot G_{iv}}{V_{dc} \cdot (1 + k \cdot G_{cd} \cdot G_{cm})} = I_q \cdot D_d \cdot \frac{w_i \cdot (s + w_i)}{s^2 + w_i \cdot (s + w_i)} \\
I_d \cdot \frac{d_L}{V_{dc}} &= 0
\end{align*}
\]

(6-5)

The input impedance \(Z_{in}\) (reciprocal of \(Y_{in}\)) of VSI-MD using (6-5) is plotted in Figure 6-7.
From Figure 6-7, it can be seen that the input impedance at low frequency is determined by the power of the motor drive, \(-V_{dc}/I_dD_q\). Because the VSI-MD is a constant power load, the negative sign means that it is a negative resistance in the small-signal sense. In the high frequency range, the impedance behaves like an inductor. In the middle, $Z_{in}$ depends on both controller and motor parameters, where the resonance might occur. Therefore, the controller has a close relationship with system resonance, which is discussed in detail in section 6.3.2.

It should be noted that the input impedance is valid only within half of the switching frequency because of the average model limitation in the frequency domain.

The current source in Norton’s equivalent circuit represents the harmonics generated from the VSI-MD block, which can be obtained through the switching model by short-circuit test. An ideal dc voltage source is connected with the VSI-MD to provide the desired operating condition. The harmonic source could be measured from the input current of VSI-MD. There is no current sharing of the harmonics by $Y_{in}$ because the ideal voltage source has zero ac impedance. In other words, the input current $i_{dc}$ has both dc and ac components. The dc component is the input voltage divided by the equivalent dc resistor of VSI-MD. The ac component is the harmonics existing in this block, which is equal to the harmonic source in Norton’s equivalent circuit, $i_{in}$. The current source $i_{in}$ will not flow through the equivalent admittance $Y_{in}$ because the voltage source would short-circuit in other frequencies except for the dc frequency. Therefore, performing the Fourier analysis for $i_{dc}$ can provide a model of the harmonic source in Norton’s equivalent circuit $i_{in}$.
6.2.3.3 Norton’s equivalent circuit verification

A detailed switching model is used to verify the Norton’s equivalent circuit derived from the average model. Instead of measuring $Y_{in}$ from the switching model directly, a transfer function including $Y_{in}$ is derived in a linear network in Figure 6-8. The equivalent source in the Norton’s circuit is ignored when verifying $Y_{in}$ because the harmonics are little under normal operating conditions.

![Figure 6-8 Verification of $Y_{in}$]

There are two methods to obtain the transfer function. One method is to derive the transfer function from average model with $Y_{in}$. If the Norton’s equivalent circuit proves correct for resonance study and the harmonic source can be ignored during normal operation, the transfer function $V_{c0}/V_d$ is

$$\frac{V_{c0}}{V_d} = \frac{(Z_{c1} \parallel Z_{in} + Z_{L1}) \parallel Z_{c0}}{(Z_{c1} \parallel Z_{in} + Z_{L1}) \parallel Z_{c0} + Z_{L0}}. \tag{6-6}$$

The other way to get this transfer function is to simulate the switching models with perturbation under different frequencies. As shown in Figure 6-8, this can be achieved by changing the frequency of $V_d$ and doing Fourier analysis of $V_{c0}$ at each corresponding frequency. The verification result is given in Figure 6-9.
The two transfer functions match well in Figure 6-9, which verifies the accuracy of the equivalent admittance of the Norton’s equivalent circuit $Y_{in}$ for resonance study.

The transfer function method is also applied to verify the harmonic source. In contrast with $Y_{in}$, $I_{in}$ is modeled from the switching model directly. Under normal operation, its Fourier component is so small that Saber software cannot get an accurate simulation result. A three-phase balanced current source at frequency $f_p$ is inserted into this block to solve this problem as shown in Figure 6-10. The harmonics in this block are at the frequency of $f_p f_{\text{line}}$, where $f_{\text{line}}$ is the line frequency of the PWM inverter.

![Figure 6-9 Verification result of $Y_{in}$](image)

![Figure 6-10 Verification of $I_{in}$](image)
After obtaining the harmonic source $I_{in}$ when the VSI-MD is connected with the ideal voltage source directly, the transfer function of $V_{CD}/I_{in}$ is plotted by two methods. The first method is to derive the transfer function using the Norton’s equivalent circuit as

$$
\frac{V_{CD}}{I_{in}} = \frac{Z_{Z1} / \omega_{in}}{Z_{Z1} + Z_{L0} / \omega_{in} + Z_{C1} / \omega_{in} \cdot Z_{L0} / \omega_{C0}}.
$$  \hspace{1cm} (6-7)

The second method is to plot the transfer function by changing $f_p$ and doing Fourier analysis of $V_{CD}$ using the switching model. Because $Y_{in}$ has already been proven to be correct, the model of $I_{in}$ can be verified if these two transfer functions are the same. The verification result is given in Figure 6-11.

The transfer functions from the switching model and the Bode plot match well in this figure. It is proven that the source model in the Norton’s equivalent circuit can be obtained by doing Fourier analysis of the dc current of the VSI-MD in short-circuit.

Another curve is given in the same figure to show $Y_{in}$’s effect. In most resonance studies, $Y_{in}$ is ignored. $Y_{in}$ can be neglected only when it is large enough in comparison
with the filter parameters. In Figure 6-11, \( Y_{in} \)’s influence on system resonance behavior is clearly shown. The resonance frequency and damping factor change when modeling \( Y_{in} \) into the system. Since the equivalent impedance of VSI-MD can be approximately calculated as an inductor in series with a resistor, it can damp the system resonance.

During this verification, the resonance that might be caused by the harmonics from VSI-MD is analyzed at the same time. The resonance frequency and corresponding amplification can be determined from the gain of the transfer function in Figure 6-11.

### 6.2.4 Thevenin’s equivalent circuit for diode rectifier and generator

#### 6.2.4.1 Generator and nine-phase diode rectifier model

A synchronous generator is used in this system, which is a linear model described by a set of differential equations. The exciter is modeled as a voltage source for simplicity. There is a three-loop controller for this generator shown in Figure 6-12. The output voltage of the generator stays constant by an outer loop – a voltage-loop PI controller and an inner loop – a current-loop PI controller, while the line frequency can be varied from 360Hz to 800Hz by the speed loop control. The feeders are modeled as inductance and resistance for each phase.

![Figure 6-12 Generator controller](image-url)
6.2.4.2 Thevenin’s equivalent circuit derivation

The method to obtain the Thevenin’s equivalent circuit for the generator and rectifier is similar to the derivation of the Norton’s equivalent circuit for the VSI-MD.

Open-circuit simulation is performed to get the harmonic source $V_d$ from the switching model, using the dc current source as the load in Figure 6-13. The harmonics generated from this block $V_d$ is the voltage on the output side $V_{out}$ in ac signal.

The average model is used to get the equivalent output impedance $Z_{eq}$. In Chapter 5, the equivalent output impedance of the generator and nine-phase diode rectifier $Z_{eq}$ has been derived. It includes the leakage inductance of the autotransformer, the feeders and the generator open-loop subtransient inductances. The result is given in Figure 6-14, including both $Z_{eq}$ and $L_{dc}$. The generator’s dynamics is ignored.

The output impedance $Z_{eq}$ can be calculated from the above figure. The dc gain is the total resistor $R_{total}$, which is the sum of the parasitic resistor of the output filter’s inductor and the resistor of $Z_{eq}$. The total inductance $L_{total}$ can be calculated from the zero of this output impedance. The equivalent inductor of $Z_{eq}$ is equal to $L_{total}$ minus the output filter inductance $L_{dc}$. From Figure 6-14, $Z_{eq}$ is
\[ R_{eq} = -15.3\, dB - 0.004 = 0.1718 - 0.004 = 0.1678\, \Omega \]  
\[ L_{eq} = 83.797\, \mu H - 50\, \mu H = 33.797\, \mu H \]  

(6-8)

The Thevenin’s equivalent circuit is ready to use for resonance study when the harmonic source and its impedance are obtained.

### 6.2.4.3 Thevenin’s equivalent circuit verification

The verification of the Thevenin’s equivalent circuit is similar to that of the Norton’s equivalent circuit for the VSI-MD. The equivalent impedance \( Z_{eq} \) is first verified by plotting the transfer function of the dc bus voltage to the harmonics from load side as

\[ \frac{V_{c0}}{i_{in}} = \frac{R}{(Z_{eq} + Z_{L0})//Z_{c0} + Z_{eq} + R} \]  

(6-9)

The verification system is given in Figure 6-15. To focus on the rectifier, the VSI-MD is substituted by a resistive load to eliminate the nonlinear behavior of the load. An ideal current source with frequency \( f_p \) is in parallel with the load to stand for the load.
harmonics inserted into the system. A three-phase ideal voltage source is used here instead of the generator in order to verify the method itself.

![Diagram of Nine-phase diode rectifier](image)

Figure 6-15 Verification of \(Z_{eq}\)

By changing the frequency \(f_p\) of the harmonic source \(i_{in}\) in the detailed switching model, the transfer function of \(V_{CC}/i_{in}\) can be obtained. It can also be derived from a linear system by substituting the input voltage source and the diode rectifier with \(Z_{eq}\). The model of \(Z_{eq}\) for resonance is valid if two transfer functions match each other.

Figure 6-16 gives the verification result. Four curves are compared in this figure to show \(Z_{eq}\)’s effect on the transfer function. Besides the transfer function from the switching model, the other three curves are all derived from the average model but with different modeling of \(Z_{eq}\). The first curve is derived from getting \(Z_{eq}\) directly from the switching model by the user-defined software method. In this case, the transfer function predicted by the average model and the switching model are exactly the same. The second curve is from deriving \(Z_{eq}\) by using the linear relationship of the transformer to model the feeder inductance. There is some discrepancy between this curve and the transfer function from the switching model, but the two transfer functions still match well enough. The error of \(Z_{eq}\) from mathematical derivation has been analyzed in Chapter 5. The third curve is derived from modeling the feeder’s inductance by the nonlinear current...
relationship of the autotransformer, which has been adopted to derive the equivalent commutation inductance. In Figure 6-16, there is a large discrepancy in this case. Obviously, the last model of $Z_{eq}$ is not correct. This further proves the method to model the feeder inductance in the small-signal model of the diode rectifier in Chapter 5.

![Figure 6-16 Verification result of $Z_{eq}$](image)

When modeling $Z_{eq}$, the generator’s dynamics are ignored and its subtransient impedance is added into the feeder’s inductance. Figure 6-17 gives the simulation result when the input voltage source is the generator and its subtransient impedances are used to model the equivalent output impedance. The simulation result shows that the subtransient impedances are good approximations to model the impedance.
After $Z_{eq}$’s verification, the modeling method for the equivalent source in the Thevenin’s circuit, $V_d$, is verified. $V_d$ is usually trivial under normal operating conditions, which is the same as $I_{in}$ in the Norton’s equivalent circuit of the VSI-MD. In order to test the validation of the modeling method, a three-phase voltage source with frequency $f_p$ is added into the system. It is in series with the original voltage source to represent the possible harmonics in this block. The harmonic source $V_d$ from the rectifier side is modeled by open-circuit method in Figure 6-13. Doing Fourier analysis of $V_{out}$ gives the harmonics from the rectifier side.

The system in Figure 6-18 is used to verify the harmonic source model. The transfer function of $V_{Co}/V_d$ is obtained from both the mathematical derivation and the switching model. For the mathematical derivation, the transfer function from the Thevenin’s equivalent circuit is

$$\frac{V_{co}}{V_d} = \frac{Z_v \parallel R}{Z_{eq} + Z_{yi} + Z_{v0} \parallel R}.$$  \hspace{1cm} (6-10)
In (6-10), $Z_{eq}$ from the switching model is used here to minimize its error on this validation. The transfer function from the switching model is obtained by changing $f_p$ in Figure 6-18 and doing Fourier analysis of $V_{C0}$. The generator is replaced with a three-phase voltage source to minimize the error of $Z_{eq}$. When the harmonic source $V_d$ are determined under each $f_p$, the transfer function can be plotted. The model of $V_d$ is valid if these two transfer functions match with correct $Z_{eq}$. The verification result is given in Figure 6-19. Two transfer functions match well enough for resonance study.
The transfer function with a generator is plotted for completeness of the work. It is compared with the transfer function with the voltage source and 10\(\mu\)H, 1m\(\Omega\) line impedance in Figure 6-20.

Concurrently with this verification procedure, the system resonance that might be caused by the generator and the rectifier is investigated. The resonance frequency and amplification can be figured out in Figure 6-19.

6.3 Resonance study

With the Norton’s and Thevenin’s equivalent circuits, the system is linearized as Figure 6-3. Two main aspects determine whether the resonance in a system should be considered or not: when the resonance will occur and how much it will affect the system. It depends both on the system characteristics, including the damping factor and the resonance frequency, and the existence of the harmonic source. When the harmonic
frequency is equal or close to the system resonance frequency and the damping factor is not large enough, resonance can cause a catastrophic result.

In above sections, the gain of transfer functions is used to study the resonance as well as to verify the model’s correctness for each individual block. It is known that the transfer function is also utilized for the stability study in dc distribution power system. The relationship between the resonance and stability is investigated in this section.

Another study undertaken here is to show the variation of equipment parameters effects on system resonance. The dynamics of the motor drive and the generator are discussed in terms of resonance.

### 6.3.1 Relationship between resonance and stability

Most resonance studies are only concerned with the gain of transfer functions, which can provide sufficient information, such as the resonance frequency and its amplification, while the phase plot is not necessary. But sometimes, this can lead to confusion of stability with the resonance problem. One example is given below.

A simple circuit is given in Figure 6-21. The load $Z$ is the input impedance of the VSI-MD in Figure 6-7, representing the constant power load. Two different sets of parameters for the filters are listed in Table 6-1. The resistors are the parasitic parameters of the inductors and capacitors. When there are no such parasitic resistors, the system has a peak on its gain plot of the transfer function $V_{C0}/V_{in}$ in both cases. While adding those parasitic resistors in, that peak is well-damped. The corresponding transfer functions are plotted in Figure 6-22.
Table 6-1 Filter parameters for simple linear system

<table>
<thead>
<tr>
<th></th>
<th>L₀</th>
<th>Rₘ₀</th>
<th>C₀</th>
<th>Rₘ₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>set I</td>
<td>20mH</td>
<td>200mΩ</td>
<td>1.5F</td>
<td>150mΩ</td>
</tr>
<tr>
<td>set II</td>
<td>20µH</td>
<td>200mΩ</td>
<td>0.15F</td>
<td>150mΩ</td>
</tr>
</tbody>
</table>

Although these cases both look like a resonance problem for this linear system, they are actually different issues. For convenience, the impedance \( \frac{L₀}{C₀} \) is denoted as \( Z_s \) and \( Z_{load} \) is \( Z \). For the first case, Figure 6-23 (a) shows that \( Z_s \) and \( Z_{load} \) interfere with each other at \(-180°\), which makes the system unstable. In the second case, although \( Z_s \) and \( Z_{load} \) interfere, there is some phase margin and the system is stable. Therefore, the second case is the resonance in the system, while the first case is the stability problem. If only the
gain of the transfer function is taken into consideration in the resonance study, the system stability has to be investigated prior to the resonance study.

By the definition of $Z_s$ and $Z_{load}$, the transfer function of the above system can be expressed as

$$
\frac{V_s}{V_{in}} = \frac{1}{1 + \frac{Z_s}{Z_{load}}} \cdot \frac{1}{1 + \frac{Z_{L0}}{Z_{C0}}} = G_{stability}(s) \cdot G_{filter}(s)
$$

(6-11)

There are two terms in (6-11). The first term, $G_{stability}(s)$, is the stability criterion for dc power system, while the second term, $G_{filter}(s)$, is related to the filter parameters. The resonance behavior of the system depends on both of them.

To verify this relationship between stability and resonance in the rectifier-inverter system in Figure 6-2, stability criterion must be modified because it has two dc nodes [83]. The system can be represented by a generic schematic in Figure 6-24, which involves a two-port network for the filters denoted as C-converter, a source block denoted as S-converter and a load block denoted as L-converter.
The impedances of these blocks are defined as

\[
Z_s = \frac{V}{i}, \quad Y_L = \frac{V}{i_{load}}, \quad \text{and}
\]

\[
\begin{bmatrix}
V_2 \\
V_1 \\
i_1 \\
i_2
\end{bmatrix} = \begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix} \begin{bmatrix}
V_1 \\
i_2
\end{bmatrix}.
\]

(6-12)

In order to study the stability of this system, two converters should be combined together, either S- and C-converter or C- and L-converter. When S- and C-converter are combined together, the new equivalent source impedance becomes

\[
Z_{seq} = a_{12} - a_{11} \cdot Z_s \cdot \frac{a_{22}}{1 + a_{21} \cdot Z_s}.
\]

(6-13)

The stability criterion of the system is

\[
1 + Z_{seq} \cdot Y_L = \frac{1 + (a_{12} \cdot a_{21} + a_{11} \cdot a_{22}) \cdot Y_L \cdot Z_s + a_{12} \cdot Y_L + a_{21} \cdot Z_s}{1 + a_{21} \cdot Z_s}.
\]

(6-14)

If combines the C- and L-converter, the new load impedance is

\[
Y_{Leq} = a_{21} - a_{22} \cdot Y_L \cdot \frac{a_{11}}{1 + a_{12} \cdot Y_L},
\]

(6-15)

and the stability criterion becomes

\[
1 + Z_s \cdot Y_{Leq} = \frac{1 + (a_{12} \cdot a_{21} + a_{11} \cdot a_{22}) \cdot Z_s \cdot Y_L + a_{12} \cdot Y_L + a_{21} \cdot Z_s}{1 + a_{12} \cdot Y_L}.
\]

(6-16)
Comparing equations (6-14) and (6-16), it can be seen that the poles that determine the system stability are the same regardless of the combination.

Based on this statement, our system can combine either the source and the filter or the filter and the load, which are defined in Figure 6-25 as

$$
Z_{s0} = (Z_{L0} + Z_{eq})//Z_{C0}, \quad Z_{s1} = Z_{C1}//(Z_{L0} // Z_{C0} + Z_{C1})
$$

$$
Z_{load0} = Z_{L1} + Z_{in} // Z_{C1}, \quad Z_{load1} = Z_{in}
$$

(6-17)

Transfer functions from harmonic sources to bus capacitors are derived for resonance study. When considering the harmonic source from the rectifier side $V_d$, it is assumed that $I_{in}$ does not exist. The transfer function of the dc bus voltage to $V_d$ is expressed as

$$
\frac{V_d}{V_{d}} = \frac{1}{Z_{L0} + Z_{eq}} \cdot \frac{1}{Z_{s0}} = G_{stability}(s) \cdot G_{filter}(s)
$$

$$
= \frac{(Z_{L0} + Z_{eq} + Z_{C0}) \cdot (Z_{L1} \cdot Z_{C1} + Z_{L1} \cdot Z_{in} + Z_{C1} \cdot Z_{in})}{(Z_{L0} + Z_{eq} + Z_{C0}) \cdot (Z_{L1} \cdot Z_{C1} + Z_{L1} \cdot Z_{in} + Z_{C1} \cdot Z_{in})} \cdot \frac{Z_{C0}}{Z_{C0}}
$$

(6-18)

In (6-18), the additional poles from the “filter part” $G_{filter}(s)$ are cancelled by the zeros in $G_{stability}(s)$, which means that the resonance frequency of the system only depends on the poles of $G_{stability}(s)$. The filter parameters will introduce additional zeroes into the transfer function, which changes the damping factor.

For other transfer functions, like $V_{C0}/I_{in}$, the same conclusion is reached. Therefore, the stability has a close relationship with resonance in this system. This relationship can
be summarized as follows: 1) in order to use the gain of the transfer function for resonance prediction, stability has to be investigated before the resonance study; 2) the poles in stability study determines the resonance frequency of the system; and 3) the filter parameters along with the Norton’s and Thevenin’s equivalent impedances are needed to predict the amplification at the resonance frequency.

6.3.2 Bandwidth of VSI-MD on system resonance

When deriving the Norton’s equivalent circuit, it is found that the input impedance of the VSI-MD will influence the system resonance significantly. In this section, this topic is discussed in detail, while considering the harmonics from the rectifier side. The system to verify $Y_{in}$ (Figure 6-8) is used here.

The dynamic behavior of a closed-loop VSI-MD is determined by the bandwidth of the control loop. The impedance of the Norton’s equivalent circuit $Z_{in}$ has a close relationship with $\omega_s$ and $\omega_i$, which can be seen clearly from equation (6-5). Since $\omega_i$ is 10 times $\omega_s$, we use $\omega_s$ to refer to the bandwidth in this work. The $Z_{in}$’s variation with different $\omega_s$ is plotted in Figure 6-26. If $\omega_s$ is very high, the converter behaves like an ideal constant power load (CPL), given in Figure 6-26 as the blue dashed line. For stability study, the source impedance $Z_{sn}$ is plotted in the same figure as the green dashed curve, which is composed of two LC filters.

The transfer function for resonance study changes with different $Z_{in}$. If the harmonics are from the rectifier side, the Bode plot of $V_{CO}/V_d$ is given in Figure 6-27 while $\omega_s$ changes from 3Hz to 70Hz. $\omega_s$ is set as 1kHz to represent an ideal CPL.
The resonance frequency increases when $\omega_s$ decreases, but the variation is limited. The damping factor does not change monotonously. The resonance frequency and the corresponding amplification for different $Z_{in}$ are shown in Figure 6-28. Under this set of system parameters, the amplification of the harmonics at the resonance frequency reaches
the minimum value when $\omega_s$ is 45Hz. The resonance of the system might become severe other than this bandwidth. If the system parameters are changed, an optimum bandwidth for minimum amplification still exists, although it might be a different number.

In Figure 6-26, the interaction between the source and the load impedance changes with different controller bandwidth, which influences the stability. The stability criterion of this system is the transfer function of $Z_{sn} \cdot Y_{in}$, where $Z_{sn}$ is the source impedance and $Y_{in}$ is the load admittance. Two Nyquist plots of $Z_{sn} \cdot Y_{in}$ are shown in Figure 6-29 (a) where $\omega_s$ is 3Hz, 30Hz and 1kHz. When $\omega_s$ is 1kHz, the system will be unstable, which is also predicted in Figure 6-26. Figure 6-29 (b) gives the variation of the phase margin of $Z_{sn} \cdot Y_{in}$ with $\omega_s$. The phase margin becomes higher with increasing bandwidth.

It can be concluded that the controller bandwidth of this VSI-MD should be designed around 45Hz to get minimum amplification of the harmonics. However, the phase margin does not reach its maximum value under this bandwidth. In other words, a more stable system does not guarantee that this system will have less resonance. The system resonance phenomenon cannot be predicted through stability study only.
6.3.3 Generator’s dynamics on system resonance

When modeling the equivalent impedance $Z_{eq}$ in the Thevenin’s equivalent circuit for the generator and the nine-phase diode rectifier, it is difficult to give the mathematical derivation of $Z_{eq}$ that includes a close-loop generator. Instead, the generator’s open-loop subtransient impedance is used for approximation. This approximation is investigated in this section.

To have different controller’s bandwidth, the zero in voltage control loop transfer function has four different values, which are $1/100$ (controller 1), $1/50$ (controller 2), $1/150$ (controller 3) and $1/500$ (controller 4) respectively. The open-loop transfer functions of the generator RMS voltage to its exciter’s voltage for corresponding controllers are given in Figure 6-30, whose bandwidth is from 38Hz to 105Hz.
The output impedances of the generator in $dq$-axes are given in Figure 6-31.

To observe the generator’s controller influence, the transfer function for resonance study is obtained using the switching model. The method for $Z_{eq}$’s verification in Figure 6-15 is used here. Figure 6-32 shows the results with different generator controllers compared with the result using an ideal voltage source. To compare them fairly, the
feeder’s inductance in series with the generator is reduced to 10µH in order to keep their summation the same as the feeder’s inductance with ideal voltage source 35µH. From Figure 6-32, we can see that the transfer functions are almost the same with different controllers of the generator. This means that the generator’s controller does not affect the system resonance behavior, which is different from the motor drive. Therefore, it is valid to use generator’s open-loop subtransient impedance as the approximation for system resonance study.

6.4 System simulation

The resonance of each individual block has been investigated in previous sections. To verify the resonance for the entire system, this section includes Saber simulations for the system in Figure 6-2. The controller bandwidth of the VSI-MD is chosen to be 30Hz here.

The transfer functions $\frac{V_{c0}}{V_d}$ and $\frac{V_{c0}}{i_{in}}$ from equivalent circuits are given in Figure 6-33. If there is a 600Hz harmonic source either from the rectifier or the VSI-MD side,
the dc bus will experience resonance. When the harmonic frequency becomes 2.7kHz, the dc bus will have resonance if it comes from the VSI-MD side, while it will not have such a problem if the harmonics come from the rectifier side.

Several simulation scenarios are given to verify the predictions. A three-phase voltage source with 5V amplitude is in series with the generator to represent the harmonics from the rectifier side, similar to the system in Figure 6-18. Using the method in section 6.2.4, the magnitude of the equivalent voltage source in the Thevenin’s model is around 9V. From Figure 6-34 (a) and (b), it can be seen that resonance will occur on the dc bus at 600Hz. There is no resonance on the dc bus voltage at 2.7kHz except for the ripples. The harmonics from the VSI-MD are verified in the same way. The magnitude of the equivalent current source in the Norton’s equivalent circuit is 9A when the amplitude of the inserted current source is 15V. The corresponding dc voltage at 600Hz and 2.7kHz waveforms are given in Figure 6-34 (c) and (d).
The figure shows that the harmonics at 600Hz from the rectifier side have a more severe effect on the system resonance than the harmonics from the inverter side. It can be concluded that the linearized system can predict the resonance in such a system well. This prediction provides design guidance for system parameter selection, especially for the filter design.

Figure 6-34 DC bus voltage $V_{co}$ under different conditions
6.5 Summary

The resonance problem is studied for a system that includes a generator, a nine-phase diode rectifier and a VSI-MD. The nonlinear blocks of the rectifier and the VSI-MD are modeled using the Thevenin’s and the Norton’s equivalent circuits. The equivalent impedances can be derived using average models, and the equivalent sources are simulated from switching models in Saber through either short- or open-circuit. The transfer function from the harmonic sources to the dc bus voltage is derived based on the linearized system to predict the resonance phenomenon. Simulation results using the detailed switching model verify the prediction.

Stability has to be investigated before resonance in a dc system. A more stable system does not guarantee more damping of the harmonics. In this system, the bandwidth of the motor controller influences the resonance significantly, while the generator’s controller does not influence much. There exists an optimum controller bandwidth of the motor drive to have minimum amplification of harmonic sources.
CHAPTER 7  SYSTEM OPTIMIZATION

7.1 Introduction

In Chapter 6, the average model of the diode rectifier was applied into system resonance study, where the impedance of the converter is required. Another aspect of the average model application is given in this chapter, which is for system optimization.

For an aircraft power system, it is required that each component in the system be as smaller and lighter as possible. Traditional design relies mostly on the designer’s experience and intuition, which may result in a sub-optimal design. Adopting mathematical optimization can help to achieve a better design. The average model of the switching power converter is necessary for optimization because the power converters have to be expressed by equations required by commercial optimization software.

The nine-phase diode rectifier includes an autotransformer, a diode rectifier and its output filter. Mathematical optimization of the power transformer has been proposed in [92], and the optimization for the filter is given in [90]. They can be applied to our system with no difficulty. However, in an aircraft system, optimization involving both the electronics circuit and the load is more important than optimizing the converter itself. The diode rectifier usually provides the bus voltage of the power system, which does not interact with the load directly. Therefore, instead of optimizing the rectifier, a switching power amplifier with a piezoelectric (PZT) actuator as its load is chosen to show the optimization procedure.
The optimization can be classified as continuous optimization or discrete optimization in terms of the design variables’ type. To make the optimization more realistic, discrete optimization is chosen in this work to allow the choice of the components off the shelf. Genetic algorithm (GA), one of the discrete optimization methods, is used for the optimization. The choice of objective function, design variables and calculation of constraints are proposed for the first time. The average model of the power amplifier is developed in MATLAB/Simulink, along with the PZT model for optimization.

### 7.2 System modeling

A simple system in Figure 7-1 is studied to show the optimization procedure. PZT is a material that can change its shape in response to an electric field. When the output voltage of the amplifier varies, the movement of the PZT actuator will pass to the mechanical structure. The sensor gets the feedback signal from the structure. The controller generates the switching signals needed for the amplifier to amplify the reference signal, which should be high enough for the maximum deflection of the PZT actuator.

Before system optimization, both the driving amplifier and the actuator need to be modeled. To be executable with optimization software, the models are described using
For the switching power amplifier, an average model is developed to meet this requirement. The system models are developed using MATLAB/Simulink for optimization. This model is valid when the frequency is below half of the switching frequency, which is the case in this work.

7.2.1 Switching power amplifier

The PZT actuator has capacitive characteristics, so it is simplified as a 12.15\(\mu\)F capacitor when designing the driving amplifier circuit. The output voltage required by the actuator is a sinusoidal waveform with the magnitude of 100V.

In [88], a buck circuit is proposed for a switching power amplifier to drive a PZT actuator. This method is not feasible when the input dc voltage is lower than the output voltage of the power amplifier. In such cases, a two-stage circuit topology is proposed [89]. The first stage of the circuit is to boost the dc voltage and the second stage is the power amplifier. For the first stage, two common step-up power converters are the boost circuit and the flyback circuit. The boost circuit is not chosen here because its efficiency drops rapidly when the duty cycle is high, which limits the circuit application. In addition, the flyback circuit can provide multiple outputs using a minimum number of parts. This is a notable advantage for our design, because the first-stage circuit must provide both the high dc bus voltage and the \(\pm15V\) voltage for chips of the second-stage circuit. The complete circuit topology is given in Figure 7-2. To give sufficient margin for the buck converter, \(V_{dc}\) is controlled to be 300V.
Here, the flyback circuit is designed to operate in the discontinuous-current-mode (DCM). In the DCM, all the energy stored in the primary winding of the transformer during the on time is completely delivered to the secondary side before the next cycle, resulting in small transformer size. The switching frequency of the flyback circuit is chosen to be 100kHz, which is a typical value. There are two main designs in the flyback circuit: the transformer and the control loop for the duty cycle. These two designs will affect the amplitude and the stability of the output voltage of the flyback circuit.

The transformer of the flyback circuit should be designed first. The detailed design procedure is referred to [89]. The turns ratio of the transformer is designed to be 25, and its magnetizing inductance is 10µH. For the controller, a dual loop control scheme is adopted: a voltage control loop as the outer loop and a peak current control loop as the inner loop, shown in Figure 7-3. This control can have current-limiting as well as output voltage control.

![Figure 7-2 Power amplifier circuit topology](image)

![Figure 7-3 Control loop for flyback converter](image)
The second stage is a buck circuit to amplify the reference signal. Since the output voltage varies between negative and positive, the original buck circuit cannot be used. A half-bridge circuit is used instead in this design for fewer switching components and less power consumption.

In this topology, the energy can flow back to the flyback circuit through the diodes in parallel with the switches. The energy is then stored in the output capacitor of the flyback circuit. The resonant tank, which is composed of $L$ and $C_0$, has a role of storing the energy temporally. Then a large amount of reactive power can be sent back to the dc power supply, resulting in higher efficiency than the linear amplifier [87].

The switching frequency of the half-bridge circuit is set to be 100kHz. Compared with that, the frequency of the reference signal is so low that the reference signal can be treated as a dc signal in each switching period. When the half-bridge circuit is averaged within one switching period, its equivalent circuit is the same as the buck converter, which is shown in Figure 7-4. This model is developed in MATLAB/Simulink for optimization.

![Figure 7-4 Average model of half-bridge circuit](image)

The small-signal model of the half-bridge circuit is derived from the average model using the standard perturbation procedure [89]. The control loop for the half-bridge
Circuit is designed based on the small signal model. It is a dual loop with average current control as the inner loop, as shown in Figure 7-5.

The bandwidth of the controller is required to be 10 Hz for the load. A sinusoidal signal with a magnitude of 3.3V is chosen to represent the reference signal.

![Figure 7-5 Half-bridge circuit with controller](image)

The flyback circuit and the half-bridge circuit are fabricated and tested. Using a 9V dc power supply as the input, 12.15µF capacitor as the PZT actuator, and a 10Hz sinusoidal signal with a magnitude of 3.3V as the reference signal, the output voltage waveform of the power amplifier is shown in Figure 7-6 (a). Figure 7-6 (b) shows the frequency response for this switching amplifier. The gain is 30 well beyond the required bandwidth.

![Figure 7-6 Average model of half-bridge circuit](image)
7.2.2 PZT actuator model

A Recurve actuator is designed as the load. The basic element of the actuator is a cantilever beam that includes one or more active layers of piezoelectric materials. The dimensions of the Recurve cross section are shown in Figure 7-7 (a). Because of a unique electrod/ing/poling scheme, the active layers on either side of the neutral axis strain in the opposite directions over each half of the beam. This causes the beam to bend with positive curvature up to the mid-span and with negative curvature over the other half, producing a relative displacement of the ends of the beam in a direction perpendicular to the beam axis without relative rotation of the ends, as shown in Figure 7-7 (b).

![Figure 7-7 Recurve actuator](image)

When connected with the circuit in Simulink, the actuator is expressed by its transfer function of the output voltage to the electric charge $q$. A comprehensive description of the finite element model of the Recurve actuator is given in [101]. The assembled system of equations takes the form

$$
\begin{align*}
\ddot{M} \cdot \dot{u} + C_d \cdot \dot{u} + K \cdot u &= q \cdot B + f \\
V &= \frac{1}{C_t} \cdot q - B \cdot u
\end{align*}
$$

(7-1)

where $M$ is bending moment, $f$ is the external load vector, $C_d$ is the structural damping matrix, $K$ is the open-circuit stiffness matrix, and $C_t$ is the sum of element capacitances.
The combined system is developed in Simulink/MATLAB. For simplicity, only the half-bridge circuit is considered for optimization because it connects to the load directly. Figure 7-8 gives the schematic including the average model of the half-bridge circuit with its controller and the transfer function of PZT actuator.

![Figure 7-8 System model in Simulink](image)

### 7.3 Circuit optimization

In this work, the circuit is optimized first. When the PZT actuator has been designed and the value of its equivalent capacitance is obtained, the circuit optimization can design the parameters of the driving amplifier, taking the PZT actuator as a capacitive load. Although it results in a sub-optimal design, the circuit can be studied carefully during the process of the optimization. This process is particularly useful for engineers who are not familiar with power electronics.
7.3.1 Objective function

The design of the driving amplifier for smart actuators presents special challenges when the efficiency, size and weight of the circuit are critical. The weight of the inductor and capacitor, as well as the power dissipation of the circuit has been proposed for this circuit in previous research [96, 97] respectively. These results show that the switching frequency \( f_s \) greatly influences the circuit performance. Here it is assumed that the inductor’s weight and value are proportional. When the objective function is to minimize the inductor’s weight, the inductor value should be minimized. For a fixed peak current, the inductance is proportional to \( 1/f_s \). If \( f_s \) is one of the design variables, it will reach to its allowable maximum value. However, the power dissipation of the circuit will increase almost linearly with \( f_s \) due to more power dissipation by MOSFETs. When the objective function is to minimize the power dissipation, \( f_s \) is fixed at 100kHz [97]. In order to make a sensible trade-off between the weight and the efficiency in terms of switching frequency, a more suitable objective function is needed.

In hardware development, when the objective function is only the inductor weight, the power dissipation for each MOSFET exceeds 2.75W. Adding a heat sink into the circuit will allow the circuit to operate safely for a long time. Since the weight of the heat sink has a relationship with both the circuit weight and the power dissipation of the MOSFETs, the total weight of the circuit; including the inductor, the bus capacitor and the heat sink for the MOSFET; is a good compromise between the inductor weight and the power dissipation. If \( f_s \) goes higher, a larger heat sink is necessary due to greater power dissipation of the MOSFETs, which means the weight of the heat sink will increase. If \( f_s \) goes lower, the weight of the inductor will become higher. Therefore, when
the trade-off between the weight and the power dissipation is considered, the proper objective function should be derived as

\[
\text{Objective function} = \text{weight of (inductor} + 2 \times \text{bus capacitor} + 2 \times \text{heat sink}).
\]  

(7-2)

### 7.3.2 Design variables

There are two basic types of design variables in the optimization: continuous design variables and discrete design variables. Continuous design variables are real valued variables that are allowed to take on any value between the upper and lower bounds. An example of a continuous design variable is the switching frequency of a switch. Discrete design variables, in contrast, are variables that are only permitted to take on certain pre-specified values. In previous research, continuous variable optimization was applied to this circuit [102]. However, this approach has two shortcomings: first, it can only deal with one type of MOSFET at a time; second, the sizes of the optimized inductor and heat sink are not standard, which may make the hardware development very difficult and expensive. To overcome this, a discrete variable optimization procedure is utilized in this work. Many of the discrete design variables are indices into lists of electronic components.

The half-bridge circuit is comprised of an inductor, two bus capacitors, two MOSFETs with two heat sinks, one dual-loop PI controller, the source and the load. The design variables (both the continuous and discrete) are derived from a consideration of these components. The switching frequency of the MOSFET is also a design variable as illustrated above.
It is assumed that the inductor uses an EE core, whose shape has standard values specified by manufacturers. Each EE core has parameters, such as cross-sectional area $A_c$, bobbin winding area, mean length per turn, magnetic path length $l_m$ and inductor weight. They will be used when deriving the constraints and objective function. In contrast with the continuous optimization, in which the weight was estimated based on simple assumption, the inductor core weigh is explicitly known. The accuracy of the objective function is therefore improved.

The inductor wire design variable is characterized by its cross-sectional area and the wire weight per unit length. The data are taken from the American Wire Gauge (AWG) specification. The number of turns of the wire is treated as a continuous design variable along with the air gap length of the transformer core.

The dc bus capacitance is a discrete design variable to allow its choice from standard components. Here, we chose the radial lead aluminum electrolytic $M$ series capacitors manufactured by Panasonic. The value ranges from 1.0uF to 470uF.

Three different MOSFETs are chosen for the optimization: IRFI740GLC, IRF720 and IRFI734, whose drain-to-source voltages are high enough for the circuit. The corresponding parameters can be found in their datasheets.

The heat sink has many different shapes. In order to simplify the problem, a standard extruded heat sink is used here. The different types of the extrusion heat sink cross sections are set as discrete design variables. Here, we chose from five different types of heat sink cross sections. For each type, the thermal resistance (for 150mm length) and weight per unit length are given in datasheets. The length of the heat sink was considered to be a continuous design variable. The weight of a heat sink is linearly proportional to its
length, but the thermal resistance \( R_{sa} \) changes nonlinearly with the length because of the change in the convection coefficient. Figure 7-9 provides a correction factor to calculate the thermal resistance for different fin lengths [105]. A curve fitting to Figure 7-9 was used to compute the correct thermal resistance for arbitrary heat sink length, which is

\[
\text{correction\_factor} = 3.269 - 0.0263 \cdot \text{length} + 8.94 \times 10^5 \cdot \text{length}^2 - 1.026 \times 10^{-7} \cdot \text{length}^3.
\] (7-3)

![Figure 7-9 Correction factor for \( R_{sa} \)]

The controller’s parameters are continuous design variables. Table 7-1 gives the summary of all the design variables.

<table>
<thead>
<tr>
<th>continuous design variables</th>
<th>discrete design variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_g ) Airgap length for inductor</td>
<td>( L_\text{type} ) EE core type</td>
</tr>
<tr>
<td>( n ) Number of wire turns for inductor</td>
<td>( C_{bus} ) Bus capacitance</td>
</tr>
<tr>
<td>( h_o ) Voltage controller gain</td>
<td>( \text{AWG} ) Wire type</td>
</tr>
<tr>
<td>( \omega_z ) Voltage controller zero</td>
<td>( SW ) Switch type</td>
</tr>
<tr>
<td>( \omega_p ) Voltage controller pole</td>
<td>( \text{Heat sink} ) Heat sink type</td>
</tr>
<tr>
<td>( h_{ii} ) Current controller proportional gain</td>
<td></td>
</tr>
<tr>
<td>( f_s ) Switching frequency</td>
<td></td>
</tr>
<tr>
<td>( \text{len} ) Length of the heat sink</td>
<td></td>
</tr>
</tbody>
</table>
7.3.3 Constraints

The constraints for optimizing the half-bridge circuit can be subdivided into four categories: physical constraints of the inductor EE core, performance constraints, system stability constraints, and thermal constraints. All these constraints are necessary and sufficient for this driving amplifier circuit design and are explained below.

1) Physical constraints: The inductor design has limitations due to the available window area of the EE core. Also, the current density of the wire needs to be below the allowable value for copper. To prevent the inductor from saturating, the flux density of the core also should be smaller than 0.3T. The inductance in the circuit is calculated with its parameters as

\[ L = \mu_0 \cdot \frac{n^2 \cdot A_i}{l_g + \frac{l_m}{\mu_r}}, \]  

(7-4)

where \( \mu_0 \) is the vacuum permeability and \( \mu_r \) is the relative permeability.

2) Performance constraints: Circuit performance must meet the design’s specifications. The bus voltage variation, which determines the output voltage to drive the piezo actuator, must be within 4V. The inductor current ripple is also limited to avoid large peak currents for the inductor. In the frequency domain, the circuit needs a fast response to the disturbance. Since the frequency of the reference signal is less than 10Hz, the crossover frequency of the whole system should be in the range between 10Hz and one-fifth of the switching frequency. Meanwhile, the inductor and the capacitive load can be seen as a low-pass output filter, whose cutoff frequency should be over ten times the reference signal frequency.
3) System stability: This issue needs to be considered when the controller parameters are included in the design variables. Similar to the general system design problem, the phase margin must be over 60° and the gain margin should be over 3dB.

4) The thermal constraints: To make the MOSFET operate safely, the junction temperature \( T_j \) of the MOSFET cannot exceed the allowable maximum temperature \( T_{j,max} \) [11], which means

\[
T_j = T_a + P_{\text{loss}} \cdot (R_{sa} + R_{jc}) < T_{j,max}, \tag{7-5}
\]

where \( P_{\text{loss}} \) is the MOSFET power dissipation and \( T_a \) is the ambient temperature. Here, \( T_a \) is set to 40°C and \( T_{j,max} \) is 100°C. \( R_{jc} \) is the thermal resistance of the MOSFET in its datasheet. \( R_{sa} \) is the thermal resistance of the heat sink, which can be calculated using equation (7-3). The calculation of the power loss of the MOSFET can be referred in [97].

7.3.4 Optimization result

The traditional gradient-based optimization is widely used, but it is limited to continuous optimization problem. The stochastic approaches such as genetic algorithms (GA) have been successfully applied to solve both continuous and discrete design variable problems [98].

GAs are probability-based algorithms that utilize the processes of natural selection, and have been experimentally proven to be robust in their application to many search problems [100]. A population of individuals is used to simulate the breeding environment, with each individual representing a single design that is coded using a bit string. In addition to discrete variables, the genetic algorithm used in this work also has the
capability of handling a small number of continuous variables. Continuous variables are modeled directly by using a single real value, and specifying a lower and upper bound for each design variable. Specialized genetic operators are used to manipulate the continuous variable values from each parent design to produce a new value for the resulting child design. Besides of its capability to deal with the integer and continuous number, the stochastic nature of GA increases the possibility of converging to the global optimum design.

Fortran99 is used to realize the GA algorithm with design variables, constraints and objective function. The average half-bridge circuit model modeled in MATLAB has an interface with Fortran99. The actuator is replaced with a 12.15µF capacitor as the load of the amplifier. Table 7-2 gives the optimization result.

<table>
<thead>
<tr>
<th>Design variables</th>
<th>optimized value</th>
<th>design variables</th>
<th>optimized value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_g )</td>
<td>21nm</td>
<td>( L_{\text{type}} )</td>
<td>EE12</td>
</tr>
<tr>
<td>( N )</td>
<td>30</td>
<td>( C_{\text{bus}} )</td>
<td>220µF</td>
</tr>
<tr>
<td>( h_o )</td>
<td>25864</td>
<td>( \omega_2 )</td>
<td>810</td>
</tr>
<tr>
<td>( \omega_p )</td>
<td>1,319,905</td>
<td>( \omega_2 )</td>
<td>29</td>
</tr>
<tr>
<td>( h_{ii} )</td>
<td>4.313</td>
<td>( \text{SW} )</td>
<td>IRF720</td>
</tr>
<tr>
<td>( f_s )</td>
<td>261kHz</td>
<td>( \text{Heat sink} )</td>
<td>HS2144</td>
</tr>
<tr>
<td>( \text{Len} )</td>
<td>10mm</td>
<td>( \text{Inductance} )</td>
<td>0.88mH</td>
</tr>
</tbody>
</table>

The optimized circuit has a weight of 4.64 g, which is much lighter than the original circuit. However, in hardware development it is difficult to fabricate such a small inductor. The inductor could be re-designed following the standard magnetic design procedure [39]. The core should be as small as possible, while the inductance value stays the same. This optimization provides a useful guidance for circuit design.
7.4 System optimization

Although circuit optimization can reduce the weight and power dissipation, without consideration of the interaction between the circuit and the load it is still a sub-optimal design. Additionally, the actuator must be designed first so that its equivalent capacitance can be used in circuit optimization. System optimization can solve these problems by optimizing the circuit and the actuator design at the same time. In system optimization, the PZT actuator uses its detailed transfer function instead of a pure capacitor.

7.4.1 Objective function

The inherent trade-off between force and displacement in the design of a Recurve actuator suggests that an energy-related metric should be an appropriate objective function for studying the interaction between the actuator and the circuit. Furthermore, the energy is the direct relationship for the actuator and its driving circuit. The objective function related to the energy is then proposed for the combined optimization. Because the circuit and actuator subsystems are coupled, the energy required by the system cannot be computed separately for each subsystem. Optimization allows for the design of the circuit and actuator simultaneously.

Because of the capacitive characteristic of the actuator, there is both real power and reactive power circulating in the system. The definition of the reactive power $Q_e$ is the maximum value of the product of the input voltage and current. Assuming that the input voltage from the power supply stays constant, the peak input current will determine the reactive power of the system, so the size of the power supply can be reduced by
minimizing the overall reactive power in the combined system. On the other hand, the power dissipation in the system \( P_{\text{loss}} \) should be reduced as well to achieve high efficiency. Here, the power dissipation occurs only in the drive amplifier, neglecting the power loss in the actuator.

The choice of objective function is important in this type of complicated design problem and the presence of conflicting objectives necessitates a multi-objective approach. In a multi-objective approach, instead of giving preference to one objective, a weighted summation of the different objectives of a min-max approach is employed. The objective function is formulated as a convex combination of the two objectives as

\[
 f_{\text{obj}} = \alpha \cdot P_{\text{loss}} + (1-\alpha) \cdot Q_e . 
\]

where \( \alpha \) is a scalar weighting factor that can vary between 0.0 and 1.0.

This approach has the advantage of providing the designer with a range of optimal solutions. It also provides the trade-off information between the objectives, which is discussed in the optimization result (Section 7.4.4).

### 7.4.2 Design variables

The design variables for the driving amplifier are the same as those in Table 7-1, with additional design variables given for the actuator in Table 7-3. A basic feature of the Recurve actuator is its ability to connect a number of basic block elements in parallel and/or in series to tailor the design.
Table 7-3 Design variables for actuator

<table>
<thead>
<tr>
<th>Continuous design variables</th>
<th>Discrete design variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_b$</td>
<td>Recurve length</td>
</tr>
<tr>
<td>$b$</td>
<td>Recurve width</td>
</tr>
<tr>
<td>$t_b$</td>
<td>Beam substrate thickness</td>
</tr>
<tr>
<td>$t_p$</td>
<td>Individual piezo layer thickness</td>
</tr>
</tbody>
</table>

7.4.3 Constraints

The constraints for the half-bridge circuit in the system optimization are the same as the constraints for circuit optimization, which is described in section 7.3.3.

The packaging and performance constraints chosen for the actuator represent typical values for those near-static applications. There are four constraints for the actuator:

1) The minimum free blocked force $F_{b}$ of the actuator should be larger than user-specified blocked force $F_{b}^{*}$, which is

$$F_a = \frac{F_b}{F_b^{*}} \geq 1.$$  \hspace{1cm} (7-7)

2) The minimum displacement of the actuator $\delta_f$ should be larger than the user-specified free displacement $\delta_f^{*}$, which is

$$\delta_a = \frac{\delta_f}{\delta_f^{*}} \geq 1.$$  \hspace{1cm} (7-8)

3) The actuator is also contained within a user-specified volume. This constrain is expressed as
\[ L_a = \frac{2ml}{L} \leq 1, \quad b_a = \frac{b}{b^*} \leq 1 \]
\[ h_a = \frac{n(2 \cdot r \cdot t_p + t_p) + (n-1) \cdot t_p}{h^*} \leq 1 \]

where \( L^*, b^*, \) and \( h^* \) are user-specified maximum length, width, and height, respectively. The spacing between two series Recurve elements is denoted as \( t_s \), and is assumed to be twice the maximum displacement of an individual Recurve element,

\[ t_s = \frac{2 \cdot \delta_r}{n} \]  

(7-10)

4) The piezoelectric material cannot become saturated. The maximum electric field that can be applied to the piezoelectric material without losing its poling characteristics is \( E_c \), which is a material property. For a given applied voltage \( V \), this constraint limits the maximum thickness \( t_p \) of the individual PZT layers. This constraint can be expressed in non-dimensional form as

\[ E_a = \frac{V}{E_c \cdot t_p} \leq 1. \]  

(7-11)

7.4.4 Optimization result

Running GA with the entire system model in MATLAB gets the optimization results. In contrast with the circuit optimization, the actuator uses its own model, as illustrated in section 7.2.2. The optimization study results indicate that the singular use of power loss or reactive power as objective function is not appropriate. The trade-off between \( P_{loss} \) and \( Q_e \) circulating in the system is shown in Figure 7-10.
It is evident from the Pareto-optimal curve that if the reactive power circulating in the system, which determines the capacity of the power supply, is minimized, the power dissipation in the system is very high. In contrast, minimization of power loss only will lead to high reactive power. However, power loss increases manifold when reactive power decreases beyond 15.2 (even for a small decrease in reactive power) and vice versa. Thus a better-balanced solution can be obtained in the range \([2.4, 15.1)\) and \((0.1, 15.4)\], which has smaller power dissipation and the reactive power in the system. It is also noteworthy that although the reactive power in the above range increases from 15.1VA to 15.4VA, there is a great decrease in power loss from 2.4W to 0.1W. To get the above optimization result, the weight for the real power in the objective function \(\alpha\) should be in the range of \(0.25\)–\(0.72\).

The relationship between the switching frequency and \(\alpha\) is given in Figure 7-11. The switching frequency of the driving circuit will decrease when \(\alpha\) becomes larger. The
reason for this is that the switching loss, which is proportional to the switching frequency of the circuit, is the dominating part in the real power dissipation of the circuit. If we minimize the real power, the switching frequency will be also minimized.

![Graph showing switching frequency vs. α](image)

\textbf{Figure 7-11} Switching frequency vs. \( \alpha \)

When \( \alpha \) is increased, which means the reactive power has a larger portion in the objective function, the inductor and capacitor in the circuit will be reduced where the reactive power is stored, shown in Figure 7-12.

![Graph showing inductance and capacitance vs. α](image)

\textbf{(a) Inductance} \hspace{2cm} \textbf{(b) Piezo actuator equivalent capacitance}

\textbf{Figure 7-12} Reactive components values vs. \( \alpha \)
7.5 Summary

The mathematical optimization of a switching amplifier and the PZT Recurve actuator as its load is proposed in this work. The power amplifier is composed of a flyback converter to step-up the input voltage, and a half-bridge circuit to generate the amplified reference signal. To focus on the methodology, only the half-bridge circuit is considered for optimization.

To be executable with commercial software, the average model of the half-bridge circuit is developed. Two separate optimization problems are presented: circuit optimization and system optimization. The purpose of circuit optimization is to design the amplifier in a nearly automatic way when the actuator has already been developed. The objective function is to minimize the total weight of the circuit, which includes the weight of the inductor, heat sink and bus capacitor. The weight of the heat sink must be considered in this problem because it connects the weight and the power dissipation of the circuit. However, when considering the interaction between the amplifier and the actuator, system optimization is needed. A multi-objective function is proposed as the combination of real power dissipation in the amplifier and the whole reactive power in the system.

The genetic algorithm (GA) is applied to this problem in order to make the optimization more realistic. The models for the circuit and the actuator are established in MATLAB, which has an interface with the GA algorithm.

The optimization result shows that the weight and the power dissipation of the circuit have been significantly reduced. This method can also be expanded to other similar problems for better design.
CHAPTER 8 SUMMARY AND FUTURE WORK

More Electric Aircraft is the trend for the future aircraft power systems, which is more reliable, lighter and smaller. As a result of this trend, the aircraft power system becomes more complex, and more power electronics techniques are applied. System simulation is necessary before hardware synthesis. The average modeling technique can reduce the system simulation time, and provides the basis for the small-signal model of the system-level study.

This dissertation has focused on the development of average models for line-commutated diode rectifiers and the application of average models of switching power converters in system-level study.

8.1 Summary

There are two main approaches to deriving average models for line-commutated diode rectifiers: mathematical derivation and the transfer function method. These two methods are described and compared in detail in Chapter 2. The transfer function method is to obtain the coefficients of the relationship between the input and output voltage/current by the data from detailed switching simulations or hardware experiments. It is straightforward and can deal with nonlinearity in the system, but it is limited to the static model. Mathematical derivation consists of averaging the differential equations derived during the commutation and conduction periods. Depending on the assumption of...
the load current, either static or dynamic average model can be derived. Mathematical derivation is more suitable than the transfer function method for a variable-frequency system, which is the system of concern in this work.

Average models with improved dynamics of three-phase and nine-phase diode rectifiers are developed in Chapter 3 using the mathematical method. Assuming the load current using its first-order Taylor Series expansion, the boundary conditions of existing equations for dynamic average models are modified on the dc side. For ac currents, the averaged $dq$-axes currents are derived considering the dynamics of the load current.

For nine-phase diode rectifiers, the feeder’s inductance before the autotransformer influences the commutation period as well. The total equivalent commutation inductance is a summation of this inductance referred to the secondary side and the secondary leakage inductance of the autotransformer. When the feeder’s inductance is referred to the secondary side, the current transfer function of the autotransformer is used instead of the turns ratio because the secondary current is not sinusoidal. The current transfer function of the autotransformer is derived by combined equations of the Kirchoff current law at each node and the Ampere law for each leg of the autotransformer. The coefficient in the transfer function changes during different commutation instances. Because of the requirement of the averaging technique, the coefficients must be averaged in the entire line voltage period. For different topologies of autotransformers, the transfer function must be re-derived.

The time domain validation results for the improved average models are given in Chapter 4. Another two existing average models, the static average model and the dynamic average model, are described based on different load current assumptions. By
comparing the three average models with the switching model, the improved model is proven to have the best accuracy during both steady-state and transient conditions. The quantified results are given using the interpolation method. The parameter sensitivity for commutation inductance is also studied in this chapter.

The output impedance of the diode rectifier is an important characteristic for system-level study. After obtaining the average model, the output impedance can be derived following a standard linearization procedure, which is derived in Chapter 5. The feeder’s inductance is now referred to the secondary side by multiplying the square of the autotransformer’s turns ratio, which is different from the model for the commutation period calculation.

When the rectifier is connected with the generator, the generator impedance should be considered as well. The subtransient impedance of the generator is used for the commutation period calculation and total output impedance calculation.

It is well-known that average models of PWM converters are limited within half of the switching period. This limitation is still effective for average models of rectifiers. Chapter 5 includes Fourier analysis of the waveform of the rectifier under disturbance is given to show the sampling effect.

In Chapter 6, average models of switching power converters are applied to system harmonic resonance study. The system is composed of a synchronous generator, a nine-phase diode rectifier and a motor drive. The nine-phase diode rectifier, along with the generator, is modeled as a Thevenin’s equivalent circuit. The VSI-controlled motor drive is modeled as a Norton’s equivalent circuit. Each block represents a potential harmonic source of the system. The impedances of these equivalent circuits are obtained from
average models, and the harmonic sources are modeled by Fourier analysis from switching models under open-circuit or short-circuit conditions. Transfer functions from each harmonic source to the bus capacitor are then derived respectively. This method is proven to be effective for predicting the resonance in the system.

Some issues for resonance are discussed in this chapter. The relationship of stability and resonance is investigated, and the conclusion is that a more stable system does not guarantee less probability of having resonance. For the motor drive, its controller parameters influence the damping factor significantly, and there is an optimum bandwidth to have the highest damping factor at the resonance frequency.

Optimization is another application of the average modeling technique. It is demonstrated in this dissertation by optimizing a half-bridge circuit driving a piezoelectric actuator. In order to include different types of power devices into the design variables, a genetic algorithm is selected for optimization. The optimization is performed for the circuit at first. The objective function is the total weight of the circuit, including the inductor, bus capacitors and heat sinks for switches. When the switching frequency is a design variable, the weight of heat sinks cannot be ignored, which is to make a trade-off between the weight and the power dissipation. The system optimization is given after the circuit optimization to account for the interaction between the circuit and the load. Because energy is the direct interaction, the objective function is selected as the combination of the real power dissipation and the reactive power circulating in the system. Optimizations using the genetic algorithm are presented in Chapter 7. It is a powerful way to automatically design the actuator system.
8.2 Future Work

8.2.1 Average modeling of diode rectifier

Average models of line-commutated diode rectifiers in this dissertation have some limitations. First, it is only valid when a current transfer is completed during one switching period. When this condition is not satisfied, there are three intervals within one switching period instead of two (commutation and conduction) [38]. The average model needs to be re-derived following a similar procedure in this dissertation.

Second, the equivalent commutation inductance of the rectifier requires consideration of all the inductors before the rectifier. This becomes impossible if the network before the rectifier is complicated. Obtaining the equivalent commutation inductance in a complicated system is a challenge.

Third, modeling rectifiers in parallel is not discussed in this dissertation, yet it is very common in reality. Obtaining the equivalent commutation inductance for each rectifier is still a major challenge.

8.2.2 System resonance study

The Thevenin’s and Norton’s equivalent circuits are developed for system resonance study in this dissertation for system linearization. Even though there is only one branch in the system, this method is still valid when multiple branches are in parallel at the dc bus. Each block of switching power converters can be replaced by its equivalent circuit. The blocks could then be connected at the dc bus, though there might be more than two harmonic sources in the system. However, if some branches are in parallel at the ac bus,
this modeling method cannot be applied directly. More detailed analysis could be performed on the resonance phenomenon in multi-branch ac-dc system.

### 8.2.3 System Optimization

Optimization provides the possibility of designing the electronics circuit and the actuator automatically. It is effective, but the result is theoretical to some extent. Modifying the constraints might generate more practical design.

Furthermore, a global/local optimization method could be utilized when optimizing a complicated system [106]. The multi-level modeling of the system is the prerequisite of the optimization. This optimization method is feasible when there are many design variables and constraints in a large system.
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