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ABSTRACT

With the reality that diverse air interfaces and dissimilar access networks coexist, accompanied by the trend that the dynamic spectrum access (DSA) is allowed and gradually employed, cognition and cooperation form the promising framework to achieve the ideality of seamless ubiquitous connectivity in future communication networks. In this dissertation, cognitive gateway (CG), conceived as a special cognitive radio (CR) node, is proposed and designed to facilitate universal interoperability among incompatible waveforms. Located in places where various communication nodes and diverse access networks coexist, the CG can be easily set up and works like a network server with the differentiated service (Diffserv) architecture to provide automatic traffic relaying and link establishment. The author extracts a scalable “source-CG-destination” snapshot from the entire network and investigates the key enabling technologies for such a snapshot.

CG features providing universal interoperability, which is enabled by the generic waveform representation format and the reconfigurable software defined radio platform. According with the trend of all IP-based solution for the future communication systems, the term “waveform” in this dissertation has been defined as a protocol stack specification suite. The author gives a generic waveform representation format based on the five-layer TCP/IP protocol stack architecture. This format can represent the waveforms used by Ethernet, WiFi, cellular system, P25, cognitive radios etc.

A significant advantage of CG over other interoperability solutions lies in its autonomy, which is contributed to by appropriate signaling processes and automatic waveform identification. The service process in a CG is usually initiated by the users who send requests by their own waveforms. These requests are transmitted during the signaling procedures. The complete operating procedure of a CG has been depicted as a waveform-oriented cognition loop, which is primarily executed by waveform identifier, scenario analyzer, central controller, and waveform converter together. The author details the service process initialized by a primary user (e.g. legacy public safety radio) and that initialized by a secondary user (e.g. CR), and describes the signaling procedures between CG and clients for the accomplishment of CG discovery, user registration and un-registration, link establishment, communication resumption, service termination, route discovery, etc. From the waveforms conveyed during the signaling procedures, the waveform identifier extracts the parameters that can be used for a CG to identify the source waveform and the destination waveform. These parameters are called
“waveform indicators”. The author analyzes the four types of waveforms of interest and outlines the waveform indicators for different types of communication initiators.

In particular, a multi-layer waveform identifier is designed for a CG to extract the waveform indicators from the signaling messages. For the physical layer signal recognition, a Universal Classification Synchronization (UCS) system has been invented. UCS is conceived as a self-contained system which can detect, classify, synchronize with a received signal and provide all parameters needed for physical layer demodulation without prior information from the transmitter. Currently, it can accommodate the modulations including AM, FM, FSK, MPSK, QAM and OFDM. The design and implementation details of a UCS have been presented. The designed system has been verified by over-the-air (OTA) experiments and its performance has been evaluated by theoretical analysis and software simulation. UCS can be ported to different platforms and be applied for various scenarios.

An underlying assumption for UCS is that the target signal is transmitted continually. However, it is not the case for a CG since the detection objects of a CG are signaling messages. In order to ensure higher recognition accuracy, signaling efficiency, and lower signaling overhead, the author addresses the key issues for signaling scheme design and their dependence on waveform identification strategy.

In a CG, waveform transformation (WT) is the last step of the link establishment process. The resources required for transformation of waveform pairs, together with the application priority, constitute the major factors that determine the link control and scheduling scheme in a CG. The author sorts different WT into five categories and describes the details of implementing the typical four types of WT (including physical layer analog ↔ analog gateway, up to link layer digital ↔ digital gateway, up-to-network-layer digital gateway, and Voice over IP (VoIP) – an up to transport layer gateway) in a practical CG prototype. The issues including resource management and link scheduling have also been addressed.

The dissertation presents the CG prototype implemented on the basis of GNU Radio plus multiple USRP’s. In particular, the service process of a CG is modeled as a two-stage tandem queue, where the waveform identifier queues at the first stage can be described as M/D/1/1 models and the waveform converter queue at the second stage can be described as G/M/K/K model. Based on these models, the author derives the theoretical block probability and throughput of a CG.

Although the “source-CG-destination” snapshot considers only neighboring nodes which are one-hop away from the CG, it is scalable to form larger networks. CG can work in either ad-hoc or infrastructure mode. Utilizing its capabilities, CG nodes can be placed in different network architectures/topologies to provide auxiliary connectivity. Multi-hop cooperative relaying via CGs will be an interesting research topic deserving further investigation.
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Chapter 1: Introduction

1.1 Research Motivation & Problem Statement

In this dissertation, a research work on “cognitive gateway design to promote interoperability, coverage and throughput in heterogeneous communication systems” will be presented. This work was initially motivated by the significant insufficiencies of current land mobile radio (LMR) networks for public safety communications, demonstrated in the disaster scenarios like 9.11, Hurricane Katrina, and the London subway bombing [1]. In these cases, the lack of communication interoperability is a crucial problem; responders from different agencies such as law enforcement, fire department and emergent medical service are unable to communicate directly across disciplines and jurisdictions, and the reinforcement responders from other regions cannot connect to the dispatch facilities via local infrastructure, including base stations and repeaters. It is because public safety entities of different forces work on different spectrum bands, which are statically allocated in fragments (as shown in Figure 1.1), but the legacy public safety radios cannot cover all the bands and flexibly switch between different bands. In addition, when the aforementioned disasters occurred, the terrestrial communication infrastructure (such as PSTN, WLAN access points, Internet backbone, cellular network, as well as base stations/repeater sites for public safety usage) was destroyed, and cannot be immediately recovered afterwards. As a result, for both first responders and besieged people, the communications between the disaster-hit area and the outside, and within that area became problematic. (1) The remaining functional infrastructure, if accessible, was overloaded, hence could not provide efficient services; (2) The cooperation among various terminals was not attained. The major reasons lie in three aspects. Technically, the utilization of unitary-function communication devices impeded the opportunities of seeking auxiliary service from those nearby available, however inaccessible, nodes to reach remote entities. For example, the conventional public safety mobile radios only support voice conveyance in a manner of analog FM Push-to-Talk (PTT) with CTCSS (Continuous Tone-Coded Squelch System) capability at a dedicated RF frequency range. This unitary functionality not only cannot facilitate interoperability, but also cannot meet public safety agencies’ increasing demands for data, image, and video [2]. In addition, the human factor, that the different users did not reach an agreement on the signaling procedure and adhere to a common information exchange protocol in advance [3], is a fairly important reason; while limited and fragmented budget cycles and funding is another key issue hampering emergency response wireless communications.
The shortcomings of traditional public safety communications described above indicate the essentiality of developing a truly interoperable communications system for responders to successfully perform day-to-day routine tasks and mission-critical duties; while the particularities of public safety communications, which will be outlined next, imply that it is a challenging goal.

The public safety communication system in disaster “hot spots” can be characterized as follows. (1) It incorporates heterogeneous communication entities, the mainstay of which is LMR and fixed terrestrial communication infrastructure, if still exists, is a plus. (2) It has a dynamic topology because of the mobility of the involved radios. (3) It contains multiple communication modes: unicast, multicast, and broadcast. (4) Therein, the number of users and the amount of users’ communication requests dramatically increase, but available resources are inadequate. It is obvious that the infrastructure suffering destruction is not able to provide satisfying quality of service (QoS) for the number of users exceeding its capacity.

SAFECOM [2], a communications program of the US Department of Homeland Security, has developed and released a two-volume Statement of Requirements (SoR), qualitative and quantitative respectively, for public safety communications [3]. These documents provide an important reference for evaluating the capabilities of new industrial products and the suitability of emerging technologies for future public safety communication systems [4]. The first and foremost functional requirement is interoperability. What is interoperability? SAFECOM defines it as “the ability of emergency response officials to share information via voice and data signals on demand, in real time, when needed, and
as authorized.” In [5], the author enumerates several definitions of interoperability, “ranging from purely generic interpretations to highly technical interpretations that apply to specific types of hardware, software, or systems”, a representative one of which is the definition adopted by the FCC: “an essential communications link within public safety and public service wireless communications systems which permits units from two or more different entities to interact with one another and to exchange information according to a prescribed method in order to achieve predictable results”. This definition contains two factors important for the achievement of interoperability: standards-based design and QoS. Standards-based design requires all entities to comply with the same operating protocol or a common air interface. Because of the heterogeneous nature of public safety communication systems, it is reasonable to provide different QoS for traffic of different levels of priority, which should be taken into consideration when we design link-layer scheduling schemes and network-layer routing protocols.

Other requirements of interest include scalability, efficient spectrum utilization, adequate signal coverage, improved reliability, and higher data rate etc. It is worth mentioning that SAFECOM SoR specifies two types of scalability feature requirements that public safety communication systems need to meet. They are vertical scalability and horizontal scalability. The former refers to a communication system’s “capability of dynamic scaling to accommodate a growing number of users on a constrained network”; the latter stands for the ability to “scale in terms of coverage area in a very cost-efficient manner while still maintaining high availability and reliability, as well as vertical scalability”[3].

Actually, the preceding analysis for public safety cases miniatures the important issues to be considered in next generation wireless communication systems: (1) supporting a variety of ubiquitous advanced services, at least including both voice and data, is a desired characteristic of future wireless systems; (2) realizing seamless connectivity for heterogeneous communication networks and terminals is necessary [6, 7]. As a typical application scenario, the public safety communication system contains specific entities (or nodes), and imposes its own requirements for security, reliability.

1.2 Research Background & State of the Art

As summarized in [5], “the ultimate goal of a public safety network is to provide assured, secure and seamless communications that are accessible anytime and anywhere with maximum interoperability and adaptability.” To achieve this goal, we first need to
realize ubiquitous interoperability; while the accomplishment of interoperability is not merely a matter of physical layer. We deem that lack of interoperability is essentially due to waveform incompatibility no matter whether it is caused by the difference in carrier frequencies, modulation formats, signaling protocols, or by other operating parameters.

“Waveform” is one of the most important concepts that will be addressed and mentioned through all the chapters of this dissertation. Before uncovering the long story about “cognitive gateway”, we would like to give our definition to “waveform”: the term “waveform” is defined as a protocol stack specification suite, namely a set of parameters describing the format of a communication signal (physical layer) and its related processing protocols (link layer, network layer, etc.). This definition is based on a five-layer reference model, aiming at the generic format which allows extension and facilitates universal interoperability. The waveform types considered in our work include, but are not limited to, Family Radio Service (FRS), Project 25 (P25) [8], Wireless Fidelity (WiFi), Bluetooth, Software Defined Radio (SDR), and Cognitive Radio (CR).

From the methodological point of view, there are two types of solutions to the interoperability problem: requiring that (1) all the communication systems comply with a common standard; or that (2) each communication node is able to accommodate all the existing waveforms. A good example that combines the ideas in (1) and (2) is the Project 25 (P25). “Project 25 is a multi-phase, multi-year project to establish a standards profile for the operations and functionality of new digital narrowband private LMR systems needed to satisfy the service, feature, and capability requirements of the public safety communications community for procuring and operating interoperable LMR equipment” [9]. P25 introduces specific definitions for critical system interfaces, which include the Common Air Interface (CAI), the Inter-RF Subsystem Interface (ISSI), the interface for the world-wide PSTN, the interface for host and network (such as TCP/IP) connectivity. The key benefits offered by P25 technology include interoperability, backwards compatibility with standard analog FM radios, encryption capability, improved audio quality and spectrum efficiency [10]. The full implementation of P25 depends on the ubiquitous usage of P25-compliant radio systems. This may take many years to be accomplished. Currently, the ISSI and other interfaces are still under development and phase-2 specifications are still in discussion, thus manufacturers mainly provide radios supporting phase-1 functionalities.

The IP-based solution is an alternative method that enables interoperability for disparate public safety networks. The standardized Internet Protocol Suite (TCP/IP) has
been successfully used in the Internet to provide worldwide interconnection of computer networks. Because of its popularity and maturity, IP technology has become a practical choice in the design of interoperable systems. The Internet protocol allows various users that have different radio or computer systems to interconnect with each other by interfacing at a common networking level [5]. The basic idea is: each of the disparate communication networks is equipped with elements (e.g. gateways) that translate its outgoing information into IP-based traffic for transmission via the Internet and convert the incoming IP-traffic back to the format supported by this network. The remainder of the network then performs the overall transport functions without modification. Thus, the terms like Voice-over-IP (VoIP) and Radio-over-IP (RoIP) came on the scene. Furthermore, IP-based interoperable systems offer advantages including resiliency, scalability, flexibility, and capability of graceful evolution to next generation networks, therefore they have been gaining acceptance by more vendors. For instance, Cisco IP Interoperability and Collaboration System (IPICS) has been marketed as “an easy-to-use, scalable, comprehensive solution for communications interoperability” [11]. Harris Corporation has introduced P25IP system [12] and VIDA (Voice, Interoperability, Data and Access) [13]. The former combines the global ubiquitous IP infrastructure standard with the P25 digital over-the-air protocol; while the latter is a flexible, scalable, IP-based network solution that provides connectivity between existing systems [14] (including OpenSky, NetworkFirst, EDACS, and P25IP) and future systems.

Actually, another important technology, Software Defined Radio (SDR), has been applied to the suite of Harris VIDA network radios. The term software radio (also known as SDR) was coined by Joseph Mitola III in 1991 to “signal the shift from digital radio to multiband multimode software-defined radios where ‘80%’ of the functionality is provided in software, versus the ‘80%’ hardware of the 1990’s” [15]. The primary strength of SDR is its reconfigurability of altering operating characteristics, spanning not only transceiver parameters at the physical layer but also the information handling features at upper layers, via software changes [5, 16]. This capability enables waveform agility in communication nodes, which are able to flexibly switch between different existing waveforms and be upgraded to accommodate future new waveforms, and thus facilitates the universal interoperability among different radio systems. Making full use of the advantages of SDR in public safety communication systems, most of the requirements specified in SoR [3] can be met.

Since its introduction, SDR technology has gained lots of attention. For example, research regarding the reconfigurability of wireless communication systems is ongoing in working group 6 of the Wireless World Research Forum (WWRF) [17], in the Software
Defined Radio Forum (SDRF) [18], and in the European FP6 project End-to-End Reconfigurability (E²R) [19]. The SDR Forum™, established in 1996, has become an annual pageant attracting the attendance of worldwide service providers, operators, manufacturers, developers, regulatory agencies, and academia. It has played a significant role in promoting the success of next generation radio technologies. Some industrial companies have released SDR-based equipment. In early 2008, Thales Communications introduced Liberty™ multiband software-defined LMR for government agencies and first responders [20]. In early 2009, the Liberty radio became the first U.S. Federal Communications Commission (FCC)-approved multiband radio covering the entire public safety bands (136-174 MHz, 380-520 MHz, 700 MHz, and 800 MHz). Its operating modes include P25-conventional, P25-trunked, and legacy analog. In addition, the RF-1033M radio from Harris Corporation is another multiband (VHF-low: 30-50 MHz, VHF-high: 136-174 MHz, UHF: 380-512 MHz) multimode (analog FM/AM and P25-conventional) LMR featuring software-enabled upgrades and feature enhancements [21]; while the next-generation Harris Unity™ XG-100 Multiband Radio extends the frequency range of the RF-1033M to cover the 700/800 MHz bands and provides full P25 compliance [22]. Both of these products aimed at enabling interoperability for the public safety communications market. The advent of these products has fully proved the feasibility of Joseph Mitola III’s idea of software radio, though SDR ever sounded like an impossible dream due to hardware insufficiency at the time when it was proposed.

Although it possesses a good many advantages, a software-defined radio cannot work well when encountering unknown waveforms which are not included in the existing repository. It also cannot dynamically, efficiently adapt to the changes of its surrounding environments, especially when working in the license-exempt spectrum bands and the dynamic spectrum access (DSA) [23, 24] allowed scenarios. For instance, the user holding a Liberty radio cannot talk to the person who uses a RF-1033M radio operating at VHF-low band; without an agreement in advance, they cannot automatically switch to the common operating mode to keep compliance with each other. Therefore, a smarter radio should be created to overcome the deficiencies of software radios.

Cognitive radio (CR) [25-27], introduced by Joseph Mitola III in 1999, is an attractive technology that belongs to the second type of solutions. Its operation was first described in terms of a feedback loop in [25]. CR is conceived as a flexible and reconfigurable radio guided by intelligent processing to sense its surroundings, learn from experience and knowledge, and adapt the communications system to provide optimized radio resources utilization and desired QoS. Our CWT (Center for Wireless Telecommunications at Virginia Tech) [28] team builds CR as a SDR operating under the
control of an intelligent software package called a cognitive engine (CE) [29-31]. The operating processes of a CR can be detailed by the cognition cycle [32] shown in Figure 1.2. Therein, a CR will act like a person, with the abilities of sensing, synthesizing, reasoning, learning, decision making and acting etc. These features enable CR a powerful tool for solving two major problems in wireless communications. One is accessing the spectrum efficiently and dynamically, which will be addressed soon. The other one is implementing interoperability, for example, talking to legacy radios using a variety of incompatible waveforms [33].

Figure 1.2: CWT Cognition Cycle. ©2007 Bin Le. Reprinted, with permission, from B. Le, "Building a Cognitive Radio: From Architecture Definition to Prototype Implementation," Ph.D. Dissertation, in Dept. of Electrical & Computer Engineering. 2007, Virginia Polytechnic Institute and State University: Blacksburg, VA.

So far we have presented lots of technical efforts made to improve interoperability. Yet, interoperability is not only a “technical thing”, but also a “people thing”. These two perspectives never can be completely separated because policies should assort with the actual technology level and techniques should comply with the established regulations. When we are targeting seamless connectivity in heterogeneous communication networks, FCC spectrum regulation policies and channel designation strategies inevitably become the key factors we need to take into consideration. Under the conventional static spectrum management policies, spectrum resource is superficially scarce, yet substantially underutilized. Thus, the persistently increasing subscribers cannot be
accommodated and their demands for various high-data-rate high-quality services cannot be met. The exacerbation of these problems has driven the FCC and researchers to explore methods for improving the efficiency of spectrum utilization. The major efforts include: (1) allocating more frequency bands (For example, “the FCC has been proactive in predefining a set of non-Federal, or national, interoperability channels in designated public safety spectrum bands ... that could serve as a basis for initial on-the-scene coordination and resolution of local interoperability issues” [5]), (2) increasing available communications channels within limited spectrum bands (e.g. narrow-banding public safety communication channels from conventional 25kHz to 12.5kHz in P25 Phase 1 and 6.25kHz in Phase 2 [10]), (3) shifting from traditional “command and control” mechanisms toward more market based mechanisms [34] has gradually become a desirable trend of the fundamental spectrum regulatory reforms, (4) the FCC is promoting technology advancement such as SDR and CR to enable DSA. In recent years, DSA has become one of the hottest topics, and there has been tremendous progress in the research and development of DSA. The IEEE Dynamic Spectrum Access Networks (DySPAN) symposium, first held in 2005, has emerged as the preeminent event to gather international spectrum regulators, economists, engineers, network architects, researchers and academic scholars together to share cutting edge research and demonstrations in this area [35].

Reference [24] summarized three models for DSA strategies. They are dynamic exclusive use model, open sharing model (e.g. the case for the unlicensed industrial, scientific, and medical (ISM) band), and hierarchical access model including spectrum underlay (e.g. UWB) and spectrum overlay [26] (e.g. opportunistic spectrum access (OSA)). OSA allows secondary users (SU, unlicensed) to opportunistically access the spectrum “holes” without causing interference to the primary users (PU, licensed). DSA can be exploited in the systems like public safety, cellular access networks to improve communication opportunities, system capacity, and network throughput. In order for a heterogeneous network to fulfill or optimize the benefits promised by DSA, we need (1) appropriate schemes for power allocation and spectrum management, (2) efficient protocols for medium access control (MAC) and routing, and (3) “smart” radios able to automatically “identify and exploit local and instantaneous spectrum availability in a nonintrusive manner” [24]. The third requirement can be met by utilizing cognitive radios, but pure software radios are not qualified.

DSA is not the focus of this dissertation, but it is a fairly important factor that influences the behavior of both primary users and secondary users in a heterogeneous network. For example, when one of a pair of secondary users, who were in communication,
switches to an unoccupied channel after detecting the occurrence of primary users, it not only needs to change RF carrier frequency, but also may need to change other physical layer parameters including transmission power, modulation, signal bandwidth, and even upper-layer settings like MAC and routing methods. Based on our definition for waveform, failure to track the changes of each other will result in waveform incompatibility, hence the loss of interoperation. All these factors have made CR technology a necessary and inevitable choice to combat the problems described in section 1.1.

A CR is capable of generating any waveforms supported by the available radio hardware and software resources. Ideally, it can accommodate all the existing waveforms. So, if the technologies have been advanced enough that all the existing communication systems could be replaced by CRs with affordable prices, seamless communications at anytime, anywhere will become reality. However, CR “belongs to an emerging class of applications with the processing requirements of a supercomputer but the power constraints of a mobile terminal” [36], nevertheless the capabilities of current DSP processors fall behind the conception for cognitive functionalities. So, different communication systems will co-exist for a long time before coming to the end of their normal life cycles, even if they cannot interoperate with each other. Therefore, we propose a cognitive gateway (CG) [37] to bridge incompatible waveforms.

Our proposed CG is designed on the basis of CR concept. It follows the cognition loop shown in Figure 1.2, and hence inevitably has some similarities with the public safety cognitive radio (PSCR) [29, 38] developed earlier in our laboratory. As the foundation of forming the idea of cognitive gateway, our CWT PSCR system will be briefly introduced in an individual Section 1.3. More details about the CWT PSCR can be found in [29].

1.3 CWT Public Safety Cognitive Radio

Beginning in 2005, the CWT of Virginia Tech was sponsored by the National Institute of Justice (NIJ) to apply CR technology to public safety interoperability problem [39]. Our first PSCR prototype was successfully demonstrated at NIJ Communications Technology (CommTech) Technical Working Group (TWG) Meeting & Program Review in Las Vegas, Nevada on April 24, 2007. The demonstrated PSCR node can operate at three different modes to meet the requirements of public safety applications [29, 38, 40].

- **Scan mode**: in this mode, the PSCR is able to sense the frequency band of interest, detect and identify existing family radio service (FRS) or public safety waveforms and networks, and report to the user to enable the awareness of the radio environment.
• **Talk mode:** this mode exhibits PSCR’s capability of flexible waveform and link reconfiguration. When the PSCR operator clicks on a displayed entry identifying a particular radio or network, the radio is able to immediately configure itself and establish a link with the selected radio or network to provide voice or data services.

• **Gateway mode:** this mode provides the interoperable communication. The PSCR takes two recognized but incompatible FRS or public safety waveforms and serves as a gateway to bridge them together.

The PSCR system block diagram is shown in Figure 1.3. The PSCR consists of four major subsystems. Figure 1.4 illuminates the PSCR node architecture with subsystem implementation details. “The kernel part is the CE that is implemented as a public safety application specific version, where the solution making module is a CBR-GA (case based reasoning-genetic algorithm) chain. Because public safety communications use pre-defined standards-based waveforms, customized waveforms are not always needed from a GA solution search. However, a GA is enabled to improve the link performance by adjusting parameters of these public safety waveforms. Thus the GA solution improvement module can be switched on/off accordingly.”[29]

![Figure 1.3: CWT PSCR Node Block Diagram. ©2007 Bin Le. Reprinted, with permission, from B. Le, “Building a Cognitive Radio: From Architecture Definition to Prototype Implementation,” Ph.D. Dissertation, in Dept. of Electrical & Computer Engineering. 2007, Virginia Polytechnic Institute and State University: Blacksburg, VA.](image-url)
The second subsystem is the graphical user interface (GUI). It provides users the operating and displaying interfaces for the three aforementioned working modes. The backend processing of the GUI integrates the central control of the CE. It also features a full Java implementation for portability.

The third subsystem is the PSCR knowledge base, implemented as a standard MySQL database, to support waveform recognition and solution making. In the SQL database, the standard dictionary that stores legacy public safety waveforms provides a look-up table for case-matching and the configuration dictionaries provide waveform and radio platform configuration components for the CE solution maker. It deserves mentioning that for the purpose of radio environment awareness, the spectrum sweeper uses FFT-based Welch periodogram method [41], and the signal classifier adopts K-nearest neighbor (KNN) algorithm and one-class-one-network artificial neural network (OCON-ANN) at different classification stages [42-44].

![Diagram](image.png)

Figure 1.4: CWT PSCR Node with Subsystem Implementation Details. ©2007 Bin Le. Reprinted, with permission, from B. Le, "Building a Cognitive Radio: From Architecture Definition to Prototype Implementation," Ph.D. Dissertation, in Dept. of Electrical & Computer Engineering, 2007, Virginia Polytechnic Institute and State University: Blacksburg, VA.

The fourth subsystem is the SDR platform for waveform implementation, called waveform framework, together with the general radio interface between CE and this radio platform. The PSCR waveform framework was built on the basis of GNU Radio\(^1\) [45]

\(^1\) GNU Radio is a free software toolkit for learning, building, and deploying Software-Defined Radios.
plus USRP\(^2\) 1.0 [46] in a Linux operating system (e.g. Ubuntu). It accepts XML configuration profiles from CE to perform required “radio practice”. The major features of this SDR waveform platform lie in three aspects. (1) It is designed to be a hierarchical architecture handling multiple Python threads, as shown in Figure 1.5. (2) It is reconfigurable at both the physical layer and the MAC layer. (3) Its components are modular to support plug-and-play configuration of different waveforms if standard application programming interfaces (APIs) are designed. A simplified block diagram in Figure 1.6 gives us an overview of this framework architecture, and Figure 1.7 uses a digital waveform as an example to show its modularity. Reference [47] explicitly addresses the design of a platform-independent API for the CE to recognize, configure and control the radio platform.

From Figure 1.4, we can see that the inter-module communications within the CE and the inter-subsystem communications are accomplished via standard TCP/IP sockets, which supports fully distributed cognitive functionalities across the network.

---

\(^2\) USRP is the abbreviation of Universal Software Radio Peripheral. The USRP is developed by a team led by Matt Ettus. It is a low-cost, high-speed USB-based board for making software radios.
Figure 1.6: MAC/PHY Reconfigurable Waveform Framework

Figure Source: references [29, 48]

1.4 About This Dissertation

In this document, a cognitive gateway is designed to facilitate universal interoperability between incompatible waveforms. Our eventual goal is to make a dynamic heterogeneous communication network work effectively and efficiently with the addition of cognitive gateways. The solution addressed in this dissertation can be briefly described as follows. Located in a network incorporating heterogeneous communication radios, the users send requests by their own waveforms, and then cognitive gateways are capable of automatically establishing links between incompatible radios and routing messages to the expected destination, along a path composed of links which support different waveforms. In some specific scenarios, CG can act as signal repeater, network gateway, or waveform gateway to provide extended service coverage area and improved system throughput. The advantages of CG over other interoperability solutions, which require the manipulations of operators, lie in its universality and autonomy, which is enabled by a software defined radio incorporating waveform-oriented processing and automatic waveform identification.

Two steps should be taken to fulfill the proposed solution. At the first step, we consider only the users with one-hop distance to a cognitive gateway. This consideration is reasonable because “source-CG-destination” is a typical network snapshot. Therein, we focus on designing a powerful network node with special cognitive capabilities and also the necessary signaling schemes between a CG and its one-hop neighboring users. The key enabling technologies for this step, including waveform-oriented processing loop, waveform identification, waveform transformation, waveform representation, and multiple-link scheduling will be detailed in Chapter 2~4. Chapter 5 introduces the proof-of-concept prototype for the “source-CG-destination” snapshot, containing multiple links and the performance of such a system is also evaluated. Utilizing its capabilities, CG nodes can be placed in different network architectures/topologies to provide auxiliary connectivity. At the second step, we need to solve the multi-hop relaying problem in a heterogeneous network.

1.5 Contributions

The contributions provided in this dissertation are summarized as follows.
(1) We design a cognitive gateway node to facilitate universal interoperability and automatic relaying in a heterogeneous network, and describe its operating procedure by a waveform-oriented cognition loop. We build and test a proof-of-concept prototype.
We define “waveform” as a protocol stack specification suite and give a generic waveform representation format, which has a flexible, hierarchical, and platform-independent architecture.

We analyze the commonly used waveforms and identify their waveform indicators, which are usually selected from the existing features or information embedded in the waveforms that a node can support. The waveform indicators are used for a CG to identify the waveform pair (including source waveform and destination waveform).

We develop a universal classification synchronization (UCS) system, implement it in the costly Anritsu MS2781A Signature Signal Analyzer and also an inexpensive SDR platform (i.e. USRP 1.0 plus GNU Radio), demonstrate its functions over-the-air, and evaluate its theoretical performance. In addition, we initialize the idea of implementing UCS on a GPP/DSP/FPGA hybrid platform. UCS performs automatic signal recognition, synchronization, and provides necessary parameters for transceiver configuration, demodulation without any a priori knowledge of the signal. (UCS was developed jointly by Ying Wang and me. Each of us applied it to different problems in our own dissertation.) It serves as the key component of CG’s waveform identifier. In addition, we design the signaling schemes between CG and various users. Specifically, we discuss the design trade-offs among signaling message’s transmission manner (which means what the appropriate symbol rate, modulation, message length, repeating time should be chosen), signal-to-noise ratio (SNR), and waveform identifier’s accuracy and processing speed.

We implement the physical layer digital gateway, which currently uses two USRP 1.0 boards and is able to bridge two waveforms that are different in carrier frequency, modulation type. The up-to-network layer digital gateway, which bridges two waveforms coming from different subnets, has also been implemented. We integrate these functions and the multiple-link multiple-USRP management capabilities and implement the prototype for “source-CG-destination” snapshot. Our CG prototype will provide a test-bed to verify the feasibility and practical performance of the vast MAC algorithms, channel allocation schemes, and network architectures proposed for DSA and cognitive network.

We design the method for multi-USRP management, model CG as a differentiated service (Diffserv) system and evaluate its service performance by queuing theory.
1.6 What distinguishes my work from PSCR?

In this section, I will illuminate how my work goes beyond PSCR from the following aspects:
(1) CG provides automatic waveform identification and link establishment, instead of manual operations in PSCR.
(2) CG adopts a deterministic waveform identifier, which not only possesses the abilities of a PSCR sensor, but also provides extra abilities of fine classification and parameter estimation during and after symbol timing and carrier synchronization. Therefore, a CG is able to acquire more information for waveform recognition and handle more waveforms than PSCR. More details about the comparison between UCS and the classifier used in PSCR will be given in Chapter 3.
(3) CG facilitates extensive interoperation between different waveforms, extending PSCR gateway mode, which only bridges different analog FM waveforms at the physical layer, to more complicated scenarios, which contain physical layer digital gateways, up-to-network layer gateways, and support the gateway function through the five layers.
(4) The capability of managing multiple USRP motherboards and multiple links, not used in PSCR, has been enabled in CG.
(5) CG enables the self-organization self-formation capability. It can either serve as a base station when the dynamic heterogeneous network operates at infrastructure mode or perform as an ad-hoc relay to improve the throughput in a DSA-allowed network.
(6) CG has relatively more complete networking features. A series of topics including link strategy selection, link-selection, routing are considered.

1.7 Dissertation Organization

This dissertation is organized into six chapters. Chapter 1 opens with research motivation and problem statement, followed by the introduction to research background, including the existing efforts made for improving communications interoperability. In particular, our first PSCR prototype demonstrated at NIJ CommTech TWG Meeting & Program Review in 2007 has been introduced and compared with the proposed cognitive gateway.

Chapter 2 gives an overview of proposed cognitive gateway system. We first describe its functional architecture and system operating procedure. Next, we introduce the primary components constituting a complete cognitive gateway node, and their respective functionalities. These components include waveform identifier, scenario analyzer, waveform and user databases, decision maker, central controller (including logic link controller and resource manager), generic system API, and waveform converter.
In Chapter 3, we detail the design for waveform identification. The waveform identification module has two tasks, namely environment observation and user request awareness. This chapter covers the contribution point (2)-(4).

Chapter 4 addresses the implementation details for waveform conversion (including physical layer analog/digital gateway and up-to-network layer digital gateway), and investigates the strategies for multiple-link and multiple-USRP management.

Chapter 5 introduces the proof-of-concept prototype for the “source-CG-destination” snapshot. We build a simplified CG on the open source GNU Radio, using a Linux system for its software platform and USRPs for its hardware platform. In our prototype, a CG can bridge the waveforms transmitted over different platforms, which include Walkie-talkies for family radio service (FRS), P25 radios, USRP boards, as well as commercial-off-the-shelf 802.11 WiFi chips, and 802.3 Ethernet adapters. The performance of such a system is also evaluated in this chapter. In addition, we discuss the CG configuration deduction problem.

The last chapter, Chapter 6, summarizes the conclusions made in the preceding chapters, and envisions future work and possible extension, for example, the employment of CG will be beneficial to other applications including cooperative relay, DSA, etc.
Chapter 2: Cognitive Gateway Overview

This chapter is organized as follows: Section 2.1 begins with an introduction to the internetworking architecture of regular computer networks, followed by our overall research objectives. In Section 2.2 we specify the nodes that are considered in this dissertation. An overview for cognitive gateway (CG) functional architecture and system operating procedure is given in Section 2.3. We detail the primary steps executed in a complete CG and briefly address the key technologies used in each step in Section 2.4. Section 2.4 summarizes CG’s major characteristics and application scenarios.

2.1 Introduction and Objectives

A gateway in a communications network is a network node equipped for interfacing with another network that uses different protocols. Gateways operating at any layer of the Open System Interconnection (OSI) reference model can also be called protocol converters. Computer networks like LAN (local area network), WAN (wide area network), WLAN (wireless LAN), and WWAN (wireless WAN) can usually be interconnected by different components, including physical-layer hubs, link-layer bridges and switches, network-layer routers, and upper-layer gateways, to form a larger network [49, 50]. A typical example is the Internet, which is a global system of interconnected computer networks that use the standardized TCP/IP protocols to serve billions of users worldwide. The Internet is regarded as an implementation of the hyperball computer network invented by Philip Emeagwali [51], as shown in Figure 2.1.

![Hyperball Network](image)

Figure 2.1: Hyperball Nature-inspired Computer Network Invented by Philip Emeagwali (The red dots represent the processing nodes while the red lines show which nodes are directly connected.)

*Figure Source: Philip Emeagwali’s website [51]*
As mentioned in Chapter 1, the object of our interest is a heterogeneous communication network, not limited to IP-based LANs and WLANs. Our objective is seamless connectivity among the various involved communication nodes. But because of nodes’ incompatibility and insufficient coverage range, the heterogeneous network is actually a broken “fishing net”. So, mending the “holes” in the broken “fishing net” becomes our major job in this dissertation. We introduce cognitive gateways to construct new links to fill the “holes”. This interesting job is abstracted and illuminated by the graphs in Figure 2.2.

Cognitive gateways (CG) are conceived as a kind of special cognitive radio (CR) node which will facilitate universal interoperability between incompatible waveforms used by a variety of heterogeneous communication systems. In our solution, CGs are network nodes with routing ability. That means cognitive gateways are capable of automatically detecting users’ requests and routing their messages to the expected destination. In this sense, CGs are analogous to the routers of the Internet. Since we are considering a DSA-enabled radio environment, the routing path is composed of links which may use different waveforms. This opens the multi-hop routing problem in a dynamic heterogeneous network. It is an issue related to network topology and architecture. For the convenience of our discussion, we extract the “source-CG-destination” snapshot, shown in Figure 2.3(a), from the entire network, namely, we only consider the nodes with one-hop distance to a CG. This snapshot is embodied in both infrastructure and ad-hoc modes. No matter how many hops exist between the source and a CG, only the last hop of inbound route is considered by the CG; similarly, no matter how many hops exist between a CG and the destination, only the first hop of outbound route is considered by
the CG. We will keep these assumptions from Chapter 2 to Chapter 5, where we focus on designing a network node with special cognitive capabilities and also the necessary signaling schemes between a CG and its one-hop neighboring nodes.

![Diagram](image)

Figure 2.3: (a) "Source-CG-Destination" Snapshot; (b) CG Design Objective (*PS stands for public safety.)

### 2.2 Specifications and Scope

In the snapshot displayed in Figure 2.3(a), the communication initiator broadcasts link establishment requests and sets up an affiliation with a CG when necessary; then this CG is able to automatically execute waveform identification, scenario analysis, decision making, logic link control, and waveform transformation. Motivated by the public safety (PS) communication interoperability problems, we primarily consider four types of communication initiating nodes, including three standard systems, i.e., conventional public safety radios, P25-compliant radios, IP-based WiFi and Ethernet nodes, and user-developed CR nodes. Our goal, illuminated in Figure 2.3(b), is that these four types of nodes can interoperate with each other via the aid of CGs. In Figure 2.4, we outline the nodes used in our discussion and give their corresponding icons.

![Diagram](image)

Figure 2.4: Node Specifications and Icons
2.3 Cognitive Gateway Functional Architecture and System Operating Procedure

A complete CG node is composed primarily of nine modules as shown in Figure 2.5. These are the waveform identifier, scenario analyzer, waveform and user databases, decision maker, forwarding & routing tables, central controller (including logic link controller and resource manager), generic application programming interfaces (APIs), and waveform converter. This architecture follows CWT’s cognition loop in Figure 1.4 and is quite similar to that of the CRs developed in our laboratory. The biggest differences lie in four aspects. (1) Using its available hardware and software resources, a CG is responsible for establishing as many communication links with a specified quality of service as needed between incompatible waveforms, so (2) it needs to identify the types of both source and destination waveforms, and (3) it requires a protocol to manage the establishment, maintenance, and termination of logic links. (4) It needs a procedure for user registration and authentication. Thus, the design for CGs has some difference from the discussion presented in [29-31], although similarities inevitably exist. The key technologies used in CG will be addressed in detail.

In our research, cognitive gateways are located in a network incorporating heterogeneous communication nodes. Those that comply with the same or similar standard are able to communicate with each other directly, via repeaters, or intra-standard gateways; while those following different standards need inter-standard gateways to bridge them. According to our “waveform” definition, repeaters, intra-
standard gateways, and inter-standard gateways all implement the same function — waveform transformation. These are specific forms of CG in different application scenarios to improve interoperability and extend communications coverage. Specifically speaking, “intra-standard gateways” bridge the nodes using the same waveform type but different parametric values. For example, the police officers from different cities use legacy analog FM narrowband handheld radios operating at distinct frequencies. Therein an “intra-standard gateway” is enough to facilitate their voice communications. Besides, the gateway routers interconnecting different TCP/IP LANs also belong to “intra-standard gateways”. In Figure 2.6, we describe a scenario where the CG acts as an inter-standard gateway to bridge legacy public safety systems, P25 enabled systems, IP-based wireless LANs, and user-developed CR systems.

![Figure 2.6: A Scenario Using a Cognitive Gateway](image)


A gateway is the intersection point for different systems. It has multiple identities and interfaces. The CG shown in Figure 2.6 is wireless. It uses software/hardware (such as GNU Radio [45] plus Universal Software Radio Peripheral (USRP) [46]) similar to wireless network cards to transmit and receive signals over the air. Its interface to an IP-based network should have an IP address; its interface to a P25 system should have an address and identification which can be recognized by P25 radios; its interface to a CR network should be known to CR nodes. For each subnet using this CG, if a node within one subnet wants to send data to another node belonging to a different subnet, it only needs to send the data to the CG which can reach the desired destination. This principle is analogous to that used in IP-based network: a very popular example is connecting a
LAN to the Internet or a WAN [50]. But a CG has to do much more than replacing the original source address with the new one. A CG needs to recognize the incoming waveform to determine whether it is a signal it should forward or drop, which waveform the next-hop relay should employ, and which waveform platforms it should launch to implement waveform transformation. The complete operating procedure of a CG can be depicted by the waveform-oriented processing loop in Figure 2.6.

Basically, the waveform identification module consists of a signal classifier, physical layer demodulator, and frame analyzer. It works with the two waveform databases (a standard waveform database and a cognitive waveform database) to identify the waveform coming into the CG. The signal classifier determines physical layer parameters like carrier frequency, bandwidth, modulation type, and symbol rate. In most cases, these parametric values are sufficient for waveform identification. If not, the physical layer demodulator will be configured by these parametric values to extract the link layer frames; then, the frame analyzer will deduce the frame format to help decide the source waveform type. Meanwhile, the source and destination addresses or identifiers will be extracted and fed into the next block—the scenario analyzer. Referring to the user database, the scenario analyzer identifies the waveform pair that the CG needs to interconnect. We call this link establishment request an application. Applications from authorized users will be placed in the waiting queue of the central controller. After the scenario analysis step, the decision maker first checks the forwarding & routing tables to
choose the next-hop candidates, and then it determines the next-hop node and the waveform that will be used for this hop, taking into consideration capabilities of candidate nodes, availability of needed resources, concurrency of ongoing links, and the priority of this application. Based on the decision result, the central controller will allocate appropriate resources to implement the applications and meet their priorities and QoS requirements to the best of their ability. Then, the system configuration profiles and necessary control commands will be generated to launch corresponding platforms or components for implementing waveform transformation, thereby establishing communication links between different waveform platforms.

Because of its wireless nature, a CG can only provide service to the users within its effective range. Its user database contains all the users within its service group. This service group mainly includes pre-authorized public safety radios, wireless IP nodes, and registered CR nodes. When a new CR node appears, it will broadcast registration request messages and affiliate itself with one of the CG nodes who respond to its requests. In this way it is able to join and quit the service group of an available CG, and the CG’s user database will be updated accordingly.

Our goal is to make the whole system automatic after the initial human setup. Therefore, appropriate signaling mechanisms should be designed. Our requirements for signaling scheme design are embodied in the four aspects as follows. (1) Minimal or no changes should be made to the standard systems. (2) The waveform sent by a user should contain the necessary information for a CG to process the link establishment request. (3) The signaling messages should be transmitted in a manner that can be recognized by a CG with high accuracy. (4) The overhead for signaling process should be as low as possible. Because of the heterogeneity of communication initiators, CGs use different signaling methods to fit different types of users. For instance, the legacy public safety analog FM radio signal, unlike the digital signals generated by the packet-switch system, does not carry destination information by default. We detail the design trade-offs between signaling schemes and waveform identification in Chapter 3.

It is worth mentioning that the maintenance of real-time forwarding tables and routing table is necessary for a CG to provide effective and efficient bridging/relaying services. A forwarding table includes destination indication value, destination waveform type, and the CG interface where the incoming information should be forwarded to. Since different types of communication initiators adopt different destination indicators, CG maintains forwarding table for each of them. The routing table usually stores the routes to particular network destinations, and metrics associated with those routes. Typically in
the Internet, this information contains the topology of the network immediately around it. But in a CG, we exploit a waveform-guided routing method, where the next-hop nodes and the waveform used for each link of the route need to be determined. The route selection has to consider not only network topologies, but also the radio environment, capabilities of SU, and activities of PU. The details about CG forwarding tables and routing tables are addressed in Chapter 4.

2.4 An Overview of Building Functional Cognitive Gateway Systems

In this section, we will separately introduce the major components that constitute a CG. Before diving into the details for each module, we first show how to present a waveform because waveforms are the processing objects through the whole procedure of a CG.

2.4.1 Waveform Representation

The waveforms used in standard systems have been well defined, but a CR system is distinguished by waveform agility and there is not a uniform specification for its mechanisms or protocols. Considering that the IP-based networks form the backbone infrastructure and that the OSI reference model has been widely and successfully used, we decided to describe the waveforms according to the five-layer protocol stack architecture. Our definition for “waveform” in Chapter 1 is based just on the above considerations.

![Figure 2.8: A Generic Cognitive Radio Architecture. ©2007 Thomas W. Rondeau. Reprinted, with permission, from T. W. Rondeau, "Application of Artificial Intelligence to Wireless Communications," Ph.D. Dissertation, in Dept. of Electrical & Computer Engineering. 2007, Virginia Polytechnic Institute and State University: Blacksburg, VA.](image)

In our discussion, we assume that the CR nodes constituting a CR network follow the generic CR architecture shown in Figure 2.8. This architecture determines the waveform format for CR. Actually it is challenging to develop (1) CR nodes with complete stack
architecture and functionalities, and (2) necessary mechanisms/protocols for communications among nodes following the same or different standards. These two tasks are very important to CG design, but they contain too many issues, which cannot be fully addressed in a few words. Hence, we only list here the key issues to be considered as follows.

- Supported applications and corresponding QoS, security and reliability requirements
- Transport layer protocols
- Routing algorithms
- Addressing and mobility management
- Unit identification, database management
- Channel utilization scheme, logic link control
- Frame architecture and message formats for inter- and intra-system communication
- REM (radio environmental map) acquisition

Except the second bullet, the other issues have been discussed to certain degrees in some sections of this dissertation.

In Table 2.1, we give a reference format that can represent typical existing waveforms like standard 802.11b and 802.11g, and P25 waveforms complying with the standard CAI. The five layers are denoted as PHY, LINK, NET, TRAN, APPL, respectively. The given format has a hierarchical architecture, where the concrete format of the lower tier is subject to change based on the higher tier specification. For example, the traditional analog public safety waveform does not have NET and TRAN layers at all. This architecture possesses several advantages: (1) clear hierarchy/layering is efficient for parameter extraction at the system configuration stage; (2) it is flexible to adapt to different waveforms and open for future modification. Actually, many parameters of the standard waveforms use fixed default values, and some “knobs” outlined in Table 2.1 do not exist in the standard waveforms. Therefore, when a waveform profile containing these “knobs” is generated for system (re)configuration, a parser does not need to extract all the parametric values. This will speed up the system configuration step.

In addition, this waveform representation method is platform independent. No matter which vendor the device is from, no matter whether the CR is built on GNU Radio, IRIS (Implementing Radio in Software) [52], or OSSIE (Open Source SCA Implementation - Embedded) [53], this format works. In CWT, we select extensible markup language (XML) to describe a waveform.
<table>
<thead>
<tr>
<th>Tiers (high → low)</th>
<th>Parameters (or Knobs)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHY</strong></td>
<td>RF</td>
</tr>
<tr>
<td></td>
<td>Tx carrier frequency,</td>
</tr>
<tr>
<td></td>
<td>Tx power</td>
</tr>
<tr>
<td><strong>MOD</strong></td>
<td>Modulation type and index, Symbol rate, Roll off, Differential coding</td>
</tr>
<tr>
<td><strong>FEC$^*$ (e.g. RS)</strong></td>
<td>Number of input symbols, Number of output symbols</td>
</tr>
<tr>
<td><strong>LINK</strong></td>
<td>MAC$^*$ protocol (e.g. CSMA)</td>
</tr>
<tr>
<td></td>
<td>Carrier sense threshold, Contention window, Minimum back-off delay</td>
</tr>
<tr>
<td><strong>TX</strong></td>
<td>Frame</td>
</tr>
<tr>
<td></td>
<td>Frame size, Frame type</td>
</tr>
<tr>
<td><strong>NET</strong></td>
<td>Protocol</td>
</tr>
<tr>
<td></td>
<td>Network protocol (IPv4 or IPv6)</td>
</tr>
<tr>
<td></td>
<td>IP address allocation protocol</td>
</tr>
<tr>
<td></td>
<td>Routing protocol</td>
</tr>
<tr>
<td><strong>TRAN</strong></td>
<td>Protocol</td>
</tr>
<tr>
<td></td>
<td>TCP or UDP</td>
</tr>
<tr>
<td><strong>APPL</strong></td>
<td>Service$^*$ type</td>
</tr>
<tr>
<td></td>
<td>Application protocol (e.g. HTTP, SMTP)</td>
</tr>
<tr>
<td><strong>RX</strong></td>
<td>Encryption</td>
</tr>
<tr>
<td></td>
<td>Encryption key</td>
</tr>
</tbody>
</table>

* Type options for Medium Access Control (MAC) Protocol: CSMA/CA, PTT, ALOHA etc. Type options for FEC: convolutional coding, block coding (including Reed-Solomon (shortened as “RS” in Table 2.1, BCH, Golay, Hamming). Service type could be audio, video, multimedia, data etc.

2.4.2 Waveform Identification and Scenario Analysis

The waveform identification module not only identifies the incoming waveform type but also provides the REM to the central controller as the reference for medium access control. The output of waveform identifier will be a subset of the complete waveform representation addressed in Section 2.4.1; while the information fed into the central controller by the scenario analyzer may be a set like (node A: waveform A: network A, node B: network B, high priority), which means node A from network A, which is using waveform A, requested to establish communication link with node B in network B, and this application has a high priority. Note that waveform A is a combined entry from the waveform database. If a signal from an unwanted user is detected, the CG will discard it.

The waveform identification step employs our newly developed universal classification, synchronization (UCS) system [54, 55] to implement the physical-layer signal recognition,
and the physical layer demodulation when necessary. Our UCS system currently supports a variety of modulations, including analog AM and FM, and M-ary PSK, QAM, FSK, and standard OFDM. The system block diagram for narrowband signals is shown in Figure 2.9. It can automatically interpret features of the received signal to accomplish classification, synchronization and demodulation without knowing any prior modulation information. As we add more modems to our software repository, more modulations will be included.

![Figure 2.9: UCS Function Block Diagram for Narrowband Signals.](image-url)  

(*Bandwidth estimation varies for different modulation groups.*)

Under the traditional static spectrum policies a spectrum sensing module, which is able to provide signal location information in the frequency domain (including center frequency and bandwidth) is almost sufficient for waveform identification. However, the introduction of market based spectrum policies and the adoption of CR, DSA result in the occurrence of new waveforms and increase the difficulty and complexity for identifying standard waveforms. Thereby, in some cases, information in addition to the physical-layer parameters must be extracted from the link layer frames to provide more accurate waveform identification, and also to guide the posterior steps. For example, a CG needs to know the destination address and waveform in order to determine how the API should be configured, and which interface the received data should be forwarded to. We therefore take advantage of a multi-layer waveform identifier.

The platform for waveform identification can be a stand-alone MATLAB-enabled Anritsu MS2781A Signature Signal Analyzer [56] running Windows, a sensor implemented over GNU Radio plus USRP in Linux and embedded in the same host as the central controller, or a Lyrtech SFF SDR platform [57] connected to a PC.
2.4.3 Database

We have four databases serving the CG: standard waveform database, CR waveform database, user database, and the system resource database contained in the resource manager. The waveform databases are organized as hierarchical architectures with “knobs” whose values are obvious for waveform differentiation. Instead of outlining all the combinations, we list all the possible values for each “knob”. The user database includes IDs for authorized users and the address sets used in different subnets. Since a CG provides services for wireless mobile users within its contributing range, the users’ mobility will result in the update of this database. The system resource database contains the usage situation of CPU, memory, power, and waveform platforms. Thus, it is a dynamic database.

2.4.4 Waveform Transformation

Waveform transformation could be much easier if we have corresponding waveform modems. That means we can first demodulate the received signal and extract the payload, then encapsulate and modulate the payload into another waveform format, then transmit it. Besides the payload, we also need to extract the necessary information required for re-transmission (e.g. destination address, destination ID). Repeaters and intra-standard gateways usually bridge the waveforms which have different physical layer parameters, such as carrier frequency, modulation, symbol rate etc. As to the inter-standard gateway exploited in Figure 2.6, instead of making great efforts to develop the modems for standard P25 waveforms and 802.11b, g waveforms under the open source software environment like GNU Radio, we directly make use of inexpensive WiFi chips for PHY- and LINK-layer processing, and the built-in protocol stack, well supported by operating system, for upper-layer processing. We also use the E.F.Johnson 5300 ES Series Mobile Radio platform [58], which provides an interface to be controlled by a PC. If GNU Radio is assumed as the software platform for CR implementation, we can build a TUN/TAP (a virtual point-to-point and Ethernet device) [59] to create an interface “gri#”, which is similar to the interface “eth#” for Ethernet or “wlan#” for WiFi. These different interfaces can be bridged at the network layer. The information for hardware configuration is generated based on current application (i.e. the waveform pair), link status, resource occupancy, and routing & forwarding table.

2.4.5 Link Control

One of the big challenges for CG implementation is the link control. A CG may manage multiple links. A finite state machine (FSM) based link control protocol is essential to smooth link configuring, switching, establishment, maintenance, and termination. We
need to determine the states and actions for FSM. The central controller sends a command (such as load, reload, start, stop, pause) to guide the target waveform platforms’ behavior while the waveform converter returns link status to the central controller. The FSM design also takes into account the MAC protocols used for each waveform transformation link. The format of link status can be expressed as: Link 1 (waveform platform A→ waveform platform B): busy. The number of links that a CG can handle during a given period of time depends on its capabilities and available software/hardware resource. In some cases, the sensor of a CG competes for the waveform platform for CR. In addition, a CG for a wireless communication system is different from the gateway used in wired networking system in the aspect that the multiple waveform platforms cannot be simultaneously employed if the signals are transmitted at the same or close channels due to the self-interference problem. For those links that can coexist, multiple threads are created. The performance of a CG will be evaluated by the metrics link throughput, delays, and packet loss rate.


### 2.4.6 Generic Interfaces

A CG can be implemented in a distributed manner, where the modules connected to the central controller may be located in the same or different hosts. As shown in Figure 2.5, a series of APIs are needed to convey information between the directly associated functional modules. “Sockets” can serve as the tunnel for the information conveyance.
As the scheduler of the whole CG, the central controller uses a general method to describe the attached modules. This description may include a set like (module name, host name or address, port number). A distributed implementation enables the concurrent operation of multiple functional modules.

The major task of the generic API in Figure 2.5 is to convey information between the central controller and the waveform converter. A reconfigurable, flexible API that balances among generality, efficiency, and complexity is an ideal choice for CG. Generally, the information for hardware configuration, waveform pair specification, and system link behavior control is transmitted via this generic API. Just like the idea for a generic waveform representation in Section 2.4.1, this generic API targets all the layers of a protocol stack and thus can be configured to meet the specific requirements for different applications.

The generic API between the center controller and the waveform converter is composed of three parts: waveform pair configuration API, platform pair configuration API, and control API. A complete generic API can be simply expressed as: (waveform A: platform A, waveform B: platform B, link control command). The waveform representation refers to Table 2.1, while the waveform platform format refers to Table 2.2. Both the waveform profile and its corresponding platform profile will be greatly simplified if the waveform pair uses standard waveforms. A block diagram shown in Figure 2.10 describes the link status control and the generic API.

<table>
<thead>
<tr>
<th>Hierarchy</th>
<th>Parameters (or Knobs)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHY</strong></td>
<td><strong>TX</strong></td>
</tr>
<tr>
<td></td>
<td>Tx_USRP_subdev_spec,</td>
</tr>
<tr>
<td></td>
<td>Tx_USRP_pga_gain,</td>
</tr>
<tr>
<td></td>
<td>Tx_USRP_interp,</td>
</tr>
<tr>
<td></td>
<td>Tx_samples_per_symbol</td>
</tr>
<tr>
<td><strong>RX</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rx_USRP_subdev_spec,</td>
</tr>
<tr>
<td></td>
<td>Rx_USRP_pga_gain,</td>
</tr>
<tr>
<td></td>
<td>Rx_USRP_decim,</td>
</tr>
<tr>
<td></td>
<td>Rx_samples_per_symbol</td>
</tr>
<tr>
<td><strong>USB</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>fusb_block_size,</td>
</tr>
<tr>
<td></td>
<td>fusb_nblocks</td>
</tr>
<tr>
<td><strong>LINK</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TUN Device [11]</td>
</tr>
<tr>
<td></td>
<td>Tun_device_filename,</td>
</tr>
<tr>
<td></td>
<td>IFF_TUN, IFF_TAP, IFF_NO_PI,</td>
</tr>
<tr>
<td></td>
<td>IFF_ONE_QUEUE</td>
</tr>
<tr>
<td><strong>NET</strong></td>
<td>Interface</td>
</tr>
<tr>
<td></td>
<td>gr0</td>
</tr>
<tr>
<td><strong>Name</strong></td>
<td>IP address</td>
</tr>
<tr>
<td></td>
<td>192.168.100.6</td>
</tr>
<tr>
<td></td>
<td>Host name, USRP 1.0 serial number or USRP 2.0 MAC address</td>
</tr>
</tbody>
</table>

* Type options for waveform platform: GNU Radio+USRP, OS+WiFi chip, E.F.Johnson 5300.
Different platforms may use different operating systems and different languages. We select extensible markup language (XML) to describe the configuration profiles because of the following reasons: (1) it is open and flexible to be modified; (2) it has a hierarchical architecture, which matches our proposed generic waveform format; (3) it is readable by both machine and human beings; (4) By a simple data parser, the XML format can be mapped to the waveform platform-specific format regardless of programming languages (such as C++, Python, Java) used in the waveform platforms. The generic API suite represented in XML format has been successfully applied to our PSCR and UCS system for information exchange. The former employs Python and C++ running on a Linux operating system (OS), while the latter uses MATLAB in both Windows and Linux OS.

2.5 The Intention and Extension of Cognitive Gateway

In this chapter, our introduction to CG focuses on the “node” level. As an intelligent “node”, CG possesses the following characteristics:

(1) Universal interoperability enabled by the generic waveform representation format and the reconfigurable software defined radio platform;

(2) Autonomy facilitated by the automatic waveform identifier and waveform-oriented cognition loop;

(3) Extendable and upgradable to accommodate more waveforms;

(4) Cognition: CG adapts to the radio environments, and adjusts itself to minimize resources competition, improve nodes cooperation.

Besides, we endow CG with routing ability. The “Source-CG-Destination” snapshot can be scaled in different network architectures to provide larger communication coverage. In Chapter 5, we will present the prototype built to verify the functionalities of a CG.

With the above capabilities, CG can be beneficial to a variety of application scenarios. Here we give three examples. (1) In “hot spots”, CGs can be easily set up to facilitate the communications, for both first responders and besieged people, between the disaster-hit area and the outside (or edge infrastructure), and within that area. (2) CGs can act as mesh routers in wireless mesh networks (WMNs) [60-64]. (3) CGs can be utilized in a DSA-enabled system to improve throughput. (4) CGs can work at both peer-to-peer and infrastructure mode to assist cooperative relay [65-70].

Furthermore, with the reality that diverse air interfaces and dissimilar access networks coexist, accompanied by the trend that the DSA is allowed and gradually employed, cognition and cooperation form the promising framework to achieve the ideality of seamless ubiquitous connectivity in future communication networks [71, 72].
Chapter 3: Signaling Schemes and Waveform Identification

Admittedly, the CG waveform identifier plays an important role in the entire process of providing a complete service, yet the success of a complete service also needs appropriate signaling schemes between CG and users (or clients). In this chapter, we will detail the key issues including waveform indicator selection, a complete service, waveform identification, and signaling processes. Further, we will analyze the trade-offs between control message design and CG processing strategy for waveform identification (WI), with the objective of balancing the signaling efficiency and the WI accuracy.

3.1 Waveform Indicator Selection

When we introduced the operating procedure of the cognitive gateway system in Chapter 2, we made two assumptions as follows. (1) The communication initiator knows the existence of CGs even though it may not know where they are. (2) If requesting the service from CGs, the clients will send waveforms containing the necessary information for a CG to process their requests. The rationality of the second assumption is confirmed only after we analyze the four types of waveforms of interest, including legacy public safety, P25, WiFi & Ethernet, and user-developed cognitive radio (CR). From these waveforms, we extract the parameters that can be used for a CG to identify the source waveform and the destination waveform. These parameters are called “waveform indicators”, outlined in Table 3.1. The selection of waveform indicators primarily follows two principles:

(1) Make use of the existing features or information embedded in the waveforms that a node can support; if changes are inevitable and necessary, minimal changes should be made. For standard waveforms, the change might be a new utilization method of the existing features. For example, in some specific scenarios, the CTCSS (Continuous Tone-Coded Squelch System) of a legacy analog FM public safety waveform can be used to indicate different requests and destinations. But we need to emphasize that these kind of changes should be agreed to by all the communication nodes involved. For the user-developed CRs, the changes might be different transmission manners like the time interval between consecutive packets or the size of an individual packet. Usually, these changes are made to facilitate the cooperation between clients and CGs, hence smoothing the service processes.

(2) The information that can indicate the waveform type should be represented in a format which can be interpreted by a CG with satisfactory accuracy and acceptable time consumption. In the next section, we will address how the detailed service process
differs for different types of communication initiators. The waveform identifier of a CG first extracts the enough parameters for identifying the waveform type (listed in the 2nd column of Table 3.1); next it demodulates the incoming signal at the physical layer and finally parses the indicators for source and destination (The source is an individual unit; while the destination can be a unit or a group). In our case, the four waveform types are able to be differentiated by the physical layer parameters, including power, carrier frequency, bandwidth, modulation, and/or symbol rate, which are denoted by P, Fc, BW, MOD, and Rs respectively. But the transmission manner that a communication initiator uses to send requests greatly influences the design of a waveform identifier. The transmission manner can be described as a combination of signal duration, time interval between consecutive packets, size of an individual packet, and MAC protocol. In addition, requests and responses exchanged between clients and CGs constitute the major part of the signaling procedure in a complete service process. Their transmission should occupy as little system overhead as possible. To some extent, this requirement and the aforementioned requirements for waveform recognition are mutually constrained. Therefore, the design trade-offs between signaling schemes and waveform recognition deserve our further investigation. More details about design trade-offs will be presented in Section 3.6.

Table 3.1: Waveform Indicators

<table>
<thead>
<tr>
<th>Communication Initiator Waveform Type</th>
<th>Type of Requested Link</th>
<th>Indicator for Source</th>
<th>Indicator for Destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legacy Public Safety</td>
<td>Unit→ Group</td>
<td>Waveform (P + Fc + BW + MOD)</td>
<td>CTCSS (i.e. PL Tone)</td>
</tr>
<tr>
<td></td>
<td>Routine Group Call</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Emergency Group Call</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P25</td>
<td>Unit→ Group</td>
<td>Waveform</td>
<td>Talk-group ID (TGID)</td>
</tr>
<tr>
<td></td>
<td>Routine Group Call</td>
<td>(P + Fc + BW + MOD+Rs Frame Type + MFID+ Source ID)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Emergency Group Call</td>
<td>(set TGID=0x0000)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unit→ Unit</td>
<td>Waveform</td>
<td>Destination ID</td>
</tr>
<tr>
<td></td>
<td>(P + Fc + BW + MOD+Rs Frame Type + MFID + Source ID)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WiFi</td>
<td>Node→ Node Broadcast</td>
<td>P + Fc + BW + MOD +Rs Frame Type + Source MAC address + Source IP address</td>
<td>Destination IP address Destination IP address Multicast Group Address</td>
</tr>
<tr>
<td></td>
<td>Broadcast Multicast</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-standard CR</td>
<td>Node→ Node Broadcast</td>
<td>Waveform</td>
<td>Destination ID +</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(P + Fc + BW + MOD + Rs Frame Type + Source ID+ Source address)</td>
<td>Destination address</td>
</tr>
<tr>
<td></td>
<td>Node→ Node Broadcast</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(TGID=0xFFFF means a talk group which includes everyone)
3.2 A Complete Service Process

In this section, we detail a complete service process using specific examples. Recall the node specifications in Figure 2.4; the communication initiator is either a primary user (e.g. public safety radio) or a secondary user (e.g. CR node). The primary users (PUs) are pre-authorized clients; while the secondary users (SUs) need to register to the nearest available CG before being able to get services. Amongst the PUs, the conventional public safety radios use pre-assigned fixed channels (the P25 trunking system is different [73, 74]) with no need to worry about causing interference to SUs, but the SUs dynamically access the unoccupied channels with the caution of avoiding interference to PUs. In addition, requests from the PU are treated by CGs as higher priorities than those from the SU. Moreover, the PUs and SUs usually possess different capabilities. It is their difference in privileges, channel utilization, and capabilities that makes the service process initialized by a PU different from that initialized by a SU.

For the convenience of our discussion, the four waveform types (legacy public safety, P25, IP-based, and CR) of our interest are simply denoted by waveform types A, B, C, and D, respectively (as shown in Figure 2.3(b)). Figure 3.1 illuminates a process where in a legacy public safety radio (LPSR) interoperates with the legacy public safety radio(s) from another department with the aid of a CG. When a legacy public safety user is a communication initiator, it sets the CTCSS value to correspond with the communication target, and then pushes the button to send its request. The CG that detects this request first identifies the source waveform type, which is LPSR from Department A in our example, on the basis of extracted parametric combination (P, Fc, BW, MOD). Next, the CG configures itself to do FM demodulation and calculates FFT to get the value of CTCSS. For instance, the CTCSS value is 1. After checking the local forwarding table for the source of waveform type A, the CG knows the destined communication target is LPSR Department B. Therefore, the CG needs to establish a physical layer analog gateway link and forward the incoming traffic to the outgoing interface 1. If the waveform pair is other than (LPSR→LPSR), the corresponding link establishment process will be different from that shown in Figure 3.1. The waveform conversion for various waveform pairs will be detailed in Chapter 4.
Next, we will address the complete service process initialized by a CR. CRs dynamically share the spectrum as SUs and the entire process is much more complicated than the cases when PUs are communication initiators. Before it is able to get services provided by CGs, a CR needs to register to a CG. In our case, CGs can be fixed or mobile. We do not employ a proactive CG discovery method (where the CGs periodically broadcast their existence, and the users choose one to join service group) because a CG does not have a fixed control channel for broadcasting, and hence this method will increase the complexity of both CGs and CRs. Instead, a reactive CG discovery mechanism [75] is exploited. The CR node chooses a vacant channel to broadcast a request registration message; each of the CG nodes that receive this message will unicast a response message which contains its ID. If the CG is multiple hops away from the requesting CR node, its response message should also include the information for the CR node to set up a route to the CG. The requesting CR node may select a CG using different criteria, for instance, the minimum number of hops, the closest distance, or the shortest delay. Actually, the solution to “which CG will be the best choice” varies with the real-time channel capacity, traffic loads, delays, congestion etc. But this is beyond our scope. In our implemented prototype, the CR node that requests registration unicasts an acknowledgement message to the CG from which it gets the earliest reply to confirm its decision. The CG which gets the acknowledgement updates its user database by adding a new entry including the user’s ID, geolocation (if provided), and the channel where the user is currently residing. In addition, because of network dynamics and user migration,
the cognitive gateways within neighborhood periodically exchange information to keep their user databases and routing tables up-to-date. Therefore, the registration process provides convenience for user tracking and network resource (particularly spectrum) management.

During the process of registration, a CR node follows the finite state machine (FSM) in Figure 3.2. It uses a carrier sense multiple access (CSMA) MAC protocol with a back-off time upper limit of \( th_2 \). The major factors that impact the value of \( th_2 \) are channel utilization, packet size, and packet transmission rate. It is important that if PU occurs, a CR node must immediately vacate its ongoing transceiver path and move to an unoccupied channel to transmit messages. In addition, another time threshold \( th_1 \) is set to determine when a CR node should re-send its request message. That means if a CR node did not get any response from CG within a time period of \( th_1 \) after sending the request message, it will resend its request. The value of \( th_1 \) is primarily determined by the processing delay in the CG. Once the acknowledgement has been sent out, the CR node stays in that channel until a new application emerges. In fact, during the signaling process for registration, link establishment, link resuming, and link termination, a CR node adopts the same flow-graph exhibited in Figure 3.2. Further, the wireless communications between CR nodes can also be described by the FSM in Figure 3.2.

After joining in the served user group of the CG (say “CG1”), a CR node named “CR1” sends link establishment request to CG1, expressing its desire to communicate with another CR node – “CR2”. The link establishment request message informs CG1 of the target destination ID (i.e. CR2), preferred channel list and modulation, and CR1’s current
geolocation. The preferred channel list reflects the channel availability in CR1’s surroundings and it will be used for channel negotiation before the communications. Upon extracting the destined node ID from the received message, CG1 first checks its user database, then its routing table. The checking results have two possibilities. (1) There is neither an entry for CR2 in its local user database nor a route to CR2 in its routing table. CG1 will inquire of its neighboring cognitive gateways. If the inquiry result is “no”, CG1 will notify CR1 that CR2 is not in service; if CR2 is found to be registered with another reachable cognitive gateway called “CG2”, a communication route that is composed by three parts, namely CR1↔ CG1, CG1↔ CG2, and CG2 ↔ CR2, needs to be set up. (2) CR2 is also affiliated with CG1. In this case, CG1 will calculate the distance between CR1 and CR2 based on the geo-locations in the user database. If either CR1 or CR2 is out the effective communication range of the other, the communications between CR1 and CR2 will need the relaying of CG1; otherwise, CR1 will in principle communicate with CR2 directly, i.e. CR1↔ CR2. For the one-hop links like CR1↔ CG1, CG2CR2, and CR1↔ CR2, a simple channel negotiation based on communication nodes’ preference and spectrum observation records will be made to determine which channel they should occupy for communications. There are three possible results from channel negotiation: ① no vacant channel is available; ② there is a common channel usable by the two communication nodes; ③ there is no common channel for the two CR nodes, but the communications can be bridged by CG1, which means the route between CR1 and CR2 contains two links (CR1↔ CG1↔ CR2), operating at different channels (or even different modulations and symbol rates in some cases). In addition, internal IP addresses are allocated to the pair of CR nodes during the pre-link establishment signaling process.

So far, we have mentioned channels for signaling and for communications. We use a small portion of our interested spectrum band for signaling, and the remainder for communications. The separation of signaling and communication channels eases the waveform recognition process. Both of these two parts are further divided into several sub-channels. Therefore, the SUs dynamically share the multiple control channels for signaling. Without a fixed division for control channels, CR users are capable of flexibly finding signaling opportunities based on their carrier sensing results. This is another method for SUs to access the signaling spectrum band.

A CG maintains the status of the registered CR users and also tracks the channel where each CR user showed for the last time. The tracking is necessary for a CG to contact a CR user who will act as a callee in the requested application. The tracking is achievable because during a complete service process, a CR user will choose an available control
channel to exchange control messages with the CG (who provides services to it) every time when its status is changed. To simplify the processing of a CG, CR users are only allowed to send control messages in the channels assigned for signaling.

Using specific examples, we have detailed the operation flow of clients and CG during the service process for registration and link establishment. The communication resuming will happen if an on-going communication which involves at least one SU is interrupted by PUs; and the link termination will occur if the clients have finished their communications, thus the occupied resources can be released. After a signaling process, the established link may go through a CG or not. The links that exclude CGs usually happen (1) between two CR users or (2) between a CR user and a primary user. In these scenarios, it is the users themselves who will terminate the links. For case (1), the two CR users need to send control messages to inform the CG, which they registered with, of “channel release”. For case (2), the CR user needs to send control messages to inform the CG of “communication completion”. For the variety of links including a CG, the CG center controller will launch/terminate corresponding waveform transformation (WT) flow-graphs, which will be described in Section 4.1. A termination is executed when the center controller decides to utilize limited resources to serve for an application with higher priority or when the center controller gets the “communication completion” notice via a socket from the WT flow-graph.

A generalized flow-graph in Figure 3.3 depicts the major operations of a CG. It includes the process for all the four types of waveforms of our interest.
Figure 3.3: Generalized Flow-graph of a CG
(*WFQ stands for Weighted Fair Queuing. The leaky bucket and WFQ will be addressed in Chapter 4.)
3.3 Introduction to Waveform Identification

In a cognitive gateway, “waveform” is extracted as the object of the gateway’s entire processing loop. This cognition loop starts with “waveform identification (WI)” (also called “waveform recognition (WR)”). The major functions of a CG waveform identifier include:

• User request awareness & waveform pair identification: extract necessary parameters from the detected request signal and work with scenario analysis module to identify the waveform pair (source waveform and destination waveform);
• Environment observation: provide the radio environment information as the reference for medium access control and channel negotiation.

The fundamental requirement for the WR in a CG is that the waveforms of our interest can be recognized and identified to the extent that is enough for the CG’s decision making and link configuration. The design of WR becomes a challenging task for the following reasons:

• The traditional static spectrum regulation policy has gradually evolved into a market based spectrum policy.
• The adoption of CR and DSA technologies result in the occurrence of new waveforms.
• Standard waveforms coexist with user-developed CR waveforms.
• Different types of users use different signaling methods. In order to ensure higher recognition accuracy and signaling efficiency, we need to tackle lots of trade-offs.

Figure 3.4 illuminates the logical flow for a WR to extract the waveform indicators listed in Table 3.1.

![Figure 3.4: Logical flow for a WR to extract the waveform indicators listed in Table 3.1](image)

<table>
<thead>
<tr>
<th>PHY-layer demodulation</th>
<th>Feature extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>P + Fc + BW</td>
<td>signal classification</td>
</tr>
<tr>
<td>P + Fc + BW + MOD</td>
<td>parameter estimation</td>
</tr>
<tr>
<td>P + Fc + BW + MOD + Rs</td>
<td>Good for the traditional static spectrum policies;</td>
</tr>
<tr>
<td>Good for identifying the standard legacy analog waveforms;</td>
<td></td>
</tr>
<tr>
<td>Good for source waveform type identification and the physical layer demodulation;</td>
<td></td>
</tr>
</tbody>
</table>

P: power level
Fc: center frequency
BW: bandwidth
MOD: modulation
Rs: symbol rate

Good for CG’s decision making and link establishment.
As described in Chapter 2, CG uses a multi-layer waveform identifier, where the physical layer signal recognition is implemented by the universal classification, synchronization (UCS) system. UCS is a joint work by Ying Wang and the author of this dissertation. Both of us will include it in our dissertations as an important part of our contributions. Our UCS work has been presented and accepted for publication in [55]. This work, with the addition of some recent updates, will appear in its entirety in Section 3.4. Section 3.4 is not organized the same way as other materials in this dissertation, but instead is an independent section. While this procedure might seem a bit unusual, our advisor felt that the work is of such significance it should appear in full, rather than simply being cited as a reference in both documents.

An underlying assumption for the work to be addressed in the next section is that the target signal is transmitted continually, which guarantees the UCS system can capture enough signal samples for recognition. However, in most cases the target signals of a CG may not necessarily follow a continuous transmission manner. In particular, when the detection objects are control signals, it will be difficult to pick appropriate parameters for UCS. In Section 3.6, we will discuss the key issues in the design of signaling mechanisms and their relationship with waveform identification.

3.4 Universal Classifier and Synchronizer

Extracting parameters from a received signal and auto-demodulating based on these parameters without prior information from the transmitter can be beneficial to Dynamic Spectrum Access (DSA), Cognitive Radio, and many other applications. Universal Classifier and Synchronizer (UCS) is conceived as such a self-contained system which can detect, classify, synchronize with a received signal and provide all parameters needed for physical layer demodulation. The accommodated modulations include AM, FM, FSK, MPSK, QAM and OFDM. UCS can be used in different multi-user access schemes. The designed system has been verified by a prototype using GNU Radio in Linux plus a Universal Software Radio Peripheral (USRP), as well as other software defined radio (SDR) platforms. Performance for key components and the entire system has been evaluated by theoretical analysis, Over the Air (OTA) experiments and computer simulations.

3.4.1 Introduction

Signal classification has many applications in wireless communications for both civilian and military purposes [76]. An M-ary hypothesis testing problem is commonly posed to detect and classify a signal [77]. In our system, we are not only focusing on the existence and type of the signal, but also extracting its physical layer features for
demodulation. A software-based design at IF or quasi-baseband of a cognitive radio makes it able to automatically change configuration settings based on varying channel environments and user requirements. A radio equipped with UCS can respond to this change so that the continuity of communication can be guaranteed. UCS has the ability to demodulate signals without benefit of priori information and forms the heart of a truly cognitive receiver [54].

In the DSA scenario, a pair of cognitive transceivers occupies a certain channel as secondary users until a primary user appears. The secondary users must immediately move to an unoccupied channel. In order for this pair of cognitive radios to stay tuned in to continue communicating, either an out-of-band control channel needs to be used to negotiate setting information, or a pre-defined channel changing protocol needs to be complied with to achieve automatic coordination. The former increases system overhead in control message conveyance and control channel management. The latter also has drawbacks. The primary users’ behavior and channel environment conditions are not fully predictable, while under a pre-defined channel changing protocol the secondary users have to alter their settings in a fixed manner, in order to maintain the link. Thus the allowance for a radio to cognitively change its key physical layer parameters according to the channel environment is dramatically limited. Therefore, by sole use of a pre-defined channel changing protocol, optimal resource utilization cannot be achieved. With UCS integrated in the radio, the aforementioned drawbacks can be conquered because the receiver can automatically extract necessary parameters from the detected signal and continue the previous communication. Such a system can be employed in DSA-enabled scenarios to promote throughput, simplify channel management, optimize resource utilization, and provide better robustness under varying conditions, without increasing overhead. For example, if the changed channel is different from the previous one in terms of bandwidth, Signal to Noise Ratio (SNR) or other propagation features, the physical layer parameters can be changed for better performance without interrupting the communication. The parameters include carrier frequency, modulation type, symbol rate etc. As shown in Figure 3.5, during the DSA resource optimization process, unlike the conventional communication scenarios with pre-agreement, the communication waveform is shuffled like a Rubik's Cube, and UCS is in hand to put it back in proper order.

Another example of UCS’s applications is that UCS can accommodate multiple devices or support a variety of modulation settings. Whenever some resources become unavailable, the transmitter can switch to use other resources and the receiver with UCS will automatically follow it.
The remainder of this paper is organized as follows. In Section 3.4.2, we present our objectives after introducing the research background and state of the art. Section 3.4.3 begins with a description of the general cognitive receiver model, followed by the overview of our UCS system. We address the design and implementation details for each module of the UCS system in Section 3.4.4. Section 3.4.5 describes the UCS prototype and evaluates the performance for several key components and the entire system by theoretical analysis, OTA experiments and computer simulations. Conclusions and some discussions are made in Section 3.4.6.

Figure 3.5: Role of UCS in DSA

*Figure Source:* reference [78]
3.4.2 Background and State Of The Art

As a branch of SIGINT [76], signal classification became an attractive research topic in 1980s. Because of the recently increasing interest in cognitive radio, signal classification is gaining more attention. The methodologies and technologies in this area can be roughly divided into three categories, (a) Maximum Likelihood (ML) based, (b) feature-extraction based, and (c) cyclostationary feature based [29]. Method (a) classifies by comparing the likelihood of candidate signal and modulation types. Reference [79] is a classic article that talks about the optimal classification rules. Reference [80] is about asynchronous classification for MFSK. Method (b) directly extracts phase or amplitude features from the target signal in order to differentiate modulations. Zero crossing and wavelet technology are quite frequently involved in this area [81-83]. Some papers combine (a) and (b) to get better performance. For example, in Reference [84], both ML and extracted features are used for OFDM signal detecting and classification in cognitive radio. Method (c) is attractive for DSA applications because of its ability to detect and classify signals at low signal to noise ratios [85]. The methods mentioned above have excellent performance in certain scenarios. The scenario conditions include channel types, signal types, and equipment. Our objective is to design a universal signal classification and synchronization system which can analyze a signal’s physical layer features with minimal prior information and application limits and can demodulate the signal using the acquired information.

3.4.3 System Overview

UCS has been developed and implemented to identify signals including AM, FM, MPSK, QAM, MFSK and OFDM. The system is constructed to run on USRP [46] with the GNU Radio [45] software toolkit. It is reconfigurable to provide adaptivity in various environments, extendable to accommodate more signal types, and transplantable to other platforms, such as Anritsu MS 2781A Signal Analyzer, Lyrtech Small Form Factor (SFF) SDR platform, Rice University WARP (Wireless open-Access Research Platform) [86].

A fully developed UCS system with a reconfigurable demodulator can function as a cognitive receiver to classify, synchronize with and demodulate new signals. The system structure is shown in Figure 3.6. A complete cognitive receiving loop starts from signal awareness. The hardware is initially set with a wide frequency span at a center frequency we are interested in, and then zoomed in to the band where a possible signal exists. It is then reset to a reasonable sampling rate, and capture time. The channel estimation and equalization process is launched afterwards. This module is used to classify the channel type and make the necessary compensation. The next step is called
suite categorization and is used to determine the signal type. If the signal is analog, then it is sample based, which means we must demodulate it sample by sample, like FM and AM. If the signal is MPSK or QAM, then it is symbol based, which requires symbol timing and synchronization before demodulation. If the signal is wideband, for example OFDM, then it is block based, which means the demodulation is done block by block. If a signal cannot be clearly assigned to one of these three categories (sample, symbol, or block based) with information that has been extracted by the process described above, “knobs” [30, 31] like sampling rate will be “turned” to reconfigure the hardware for data re-collection. Otherwise, the signal is identified as one of the aforementioned three types and then fed to the corresponding reasoning module, where the parameters needed for demodulation are estimated. Three possible results will be returned by the verification process: “reclassify,” “ready to configure,” and “unknown signal type.” If the parameters pass verification, they will be marked as “ready to configure” and formatted in an XML file [30, 31] to configure the demodulator and one complete loop is finished. If they do not pass, but the problem can be fixed by changing the hardware settings, the verification module will send “knobs” to reconfigure the hardware and the loop will be executed again. If the problem cannot be fixed, the result will be “unknown signal type”, and the signal will be stored in a database for future classification.

Figure 3.6: Cognitive Receiver System Structure

The system block diagram shown in Figure 3.7 includes all the modules implemented in UCS prototype. In the next section, we will describe the details of each module. The entire structure of UCS prototype can be understood as 4 branches and 3 phases. The 4
branches include multi-carrier digital signal, narrowband digital signal, analog signal and standard FSK signal based on the different feature extraction scheme for different types of signals. The 3 phases are briefly concluded as phase 1: classification, phase 2: synchronization and phase 3: demodulation based on different user requirements and scenarios. To implement parts or all three phases depends on the known signal information and user requirements. For example, to detect a FM primary user only needs to implement phase 1; if a digital signal’s center frequency is known, only phase 2 needs to be implemented.

Figure 3.7: UCS Functional Block Diagram

3.4.4 System Design and Implementation

Before we dive into the details for UCS system, it is necessary to define the important notations that will be used in the rest of this paper. These notations are outlined in Table 3.2.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s/T_s$</td>
<td>Sampling rate/sampling interval</td>
</tr>
<tr>
<td>$T_c$</td>
<td>Capture time</td>
</tr>
<tr>
<td>$R/T$</td>
<td>Symbol rate/symbol period</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Carrier frequency at TX</td>
</tr>
<tr>
<td>$f_{LO}$</td>
<td>Local oscillator frequency at RX</td>
</tr>
<tr>
<td>$\Delta f = f_c - f_{LO}$</td>
<td>Frequency offset</td>
</tr>
<tr>
<td>$\lfloor x \rfloor$</td>
<td>Minimum integer not less than $x$</td>
</tr>
<tr>
<td>$</td>
<td>x</td>
</tr>
</tbody>
</table>
3.4.4.1 Spectrum Sensing
Spectrum sensing has two purposes: it provides signal location information in the frequency domain (including center frequency and bandwidth), and also describes the spectrum occupation for the radio environmental map, which is important for DSA. In UCS, after the transceiver RF front-end has been set at the carrier frequency estimated by the spectrum sensing module, the sensed signal will be down-converted to IF or quasi-baseband. Then each sample will be expressed as a complex number for subsequent processing. The amplitude and phase of this complex signal contain important information for classification, synchronization and demodulation.

The spectrum sensing method adopted in UCS is energy detection based on power spectral density (PSD). From the PSD distribution, in the frequency ranges where the SNR is larger than a certain threshold, we consider that a signal exists. The threshold is defined as the acceptable SNR for UCS to get the correct modulation information extraction. The Welch’s method [87] can be used to estimate PSD with reduced noise.

3.4.4.2 Signal Capture
Two factors that determine how to capture a signal for analysis are sampling rate and capture duration, which represent bandwidth and resolution respectively in the frequency domain. The captured signal data needs to be detailed enough to guarantee the accuracy of further information abstraction as well as brief enough to simplify the complexity and decrease the effect of fading channels. The settings of these two parameters in the signal collection device influence the entire UCS procedure.

Sampling rate $R_s$ equal to twice the bandwidth $B$ of the interested signal is enough for waveform recovery. In our case, between waveform recovery and information demodulation, a series of other processes are required in order to acquire symbol rate, center frequency and other physical layer features. Is it necessary to increase sampling rate even higher in order to obtain these parameters? We will prove in Section 3.4.4.8 that in order to extract the correct symbol rate, sampling rate $R_s$ has to be larger than max $(2B, th_{R_s})$, where $th_{R_s}$ is the threshold sampling rate required for symbol rate estimation. The value of the threshold is related to the pulse shaping used on the transmitter side.
Capture time $T_c$ is another key factor to be considered. There are several restrictions for capture time. To simplify the calculation, capture time will be chosen as the minimum value which satisfies the following restrictions:
1. $\frac{1}{T_c} < R_f: R_f$ is the frequency resolution required by the signal.
2. $T_c \times R_s > N_s$: $N_s$ is the minimal number of data samples to correctly extract the features.

3. $\frac{1}{T_c} < f_m$: $f_m$ is the maximum Doppler shift in the channel, which equals to $f_c \times v/c$, where $v$ is the velocity of a mobile radio and $c$ is the speed of light.

4. $\frac{1}{T_c} < 1/L_R$: $L_R = \sqrt{2\pi f_m \rho e^{-\rho^2}}$, $L_R$ is the level crossing rate and $\rho$ is the tolerable fading level for further classification and synchronization processing. This is only for a Rayleigh channel. If the channel is different, the relationship must be modified accordingly.

### 3.4.4.3 Channel Estimation and Equalization

A non-AWGN channel distorts a signal, and causes inaccuracy in UCS results. For example, without any additional processing, a MPSK signal going through a multipath channel might be classified as a QAM signal because of the amplitude distortion. Although the resulting error can be caught by our verification algorithm, an earlier channel analysis will reduce the waste of time and resources. Thus, in this section, we introduce and apply our channel estimation and equalization.

A wireless channel can be described by four aspects: $m$ amplitude attenuations, $m$ delays, $m$ frequency shifts, and noise, where $m$ is the number of propagation paths. As it will be shown in the system performance analysis, noise below a certain level will not mislead the classification result. Thus, in this section, we focus on eliminating the influence caused by multipath delays and frequency shifts. If we decompose the three aspects, multiple path attenuation generates multiple amplitude deviations of the received signal, multiple delays generate multiple phase deviations, and multiple frequency shifts generate multiple symbol timing deviations. When the radio is not moving fast, frequency shifts are negligible. A convenient method is to use a rake receiver before further signal processing to counter the effects of multipath fading [88]. We adopted this method, but made a slight change:

$$r(t) = \sum_{n=1}^{L_R} s \left( t - \frac{n}{R_s} \right) + n(t)$$

Here $L_R$ is the number of fingers of the rake receiver. Instead of using bandwidth of the channel we use $1/R_s$ as the delay of each finger because we are oversampling. When the radio is moving so fast that the frequency shifts cannot be neglected, instead of using the sum of all the fingers, we only use the maximum one because branches with different symbol timing deviations cannot be simply totaled. Thus,

$$r(t) = \max (s \left( t - \frac{n}{R_s} \right) + n(t))$$
The output of the modified rake receiver is a clean signal ready for further processing.

### 3.4.4.4 Modern Wireless Communications Modulations and Scenarios

UCS is designed for practical systems. It is necessary to give a summary of the commonly used signal types and multi-user access schemes in modern wireless communications. Listing commonly used signal types helps clarify the research focus of UCS. In this paper, user scenarios analysis mainly focuses on single and multiuser access schemes. User scenarios analysis is beneficial for balancing UCS system implementation phase level and computation complexity. Currently, the most frequently used communication systems include: cellular, Wi-Fi, WiMAX, public safety radios, and, customized cognitive radios. The goal of UCS is to extract physical layer features. The physical layer modulations for each standard are listed in Table 3.3, and the multiuser schemes for each standard are listed in Table 3.4.

<table>
<thead>
<tr>
<th>Communication System</th>
<th>Physical Layer Modulation Types Adopted</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM</td>
<td>GMSK</td>
</tr>
<tr>
<td>GPRS</td>
<td>GMSK</td>
</tr>
<tr>
<td>3G</td>
<td>CDMA</td>
</tr>
<tr>
<td>4G(WiMAX)</td>
<td>OFDM</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>OFDM</td>
</tr>
<tr>
<td>Public Safety Radio</td>
<td>FM, C4FM, CQPSK</td>
</tr>
<tr>
<td>Customized waveforms for cognitive radio</td>
<td>FM, AM, MPSK, QAM, OFDM</td>
</tr>
</tbody>
</table>

From Table 3.3, we can see that the waveforms of interest include GMSK, CDMA, OFDM, FM, C4FM (Continuous 4 level FM), MPSK, QAM, etc. Among all these modulation types, we do not include CDMA in the UCS system because processing CDMA requires the spreading code. In standard communication systems, parameters are fixed; and in customized waveforms, the parameters are prone to change with varying environments. Our system can deal with both situations.

In Table 3.4, multiuser access schemes fall into two categories: pre-defined multi-user schemes, which include TDMA, FDMA, CSMA and OFDMA, and primary/secondary user scenarios. One of the main purposes of UCS in cognitive radio is to accurately recognize the target of on-going communication. Because of multiuser scenarios, other radios’ behavior will impact this recognition process. The basic principle of UCS is to extract...
physical layer features so that any signal can be demodulated. Technically, if a signal can be demodulated, the identification of the signal is not a problem, and then a multiuser scheme will not prevent UCS application. However, either due to computation complexity or real time requirements, it is not a smart idea to run entire UCS on each of the signals appearing in the spectrum. As illustrated in Figure 3.7, running necessary phases instead of entire UCS system is more efficient. For example, for a standard primary user, the spectrum location and modulation setting are pre-defined and fixed. This means that for a decided frequency, the primary user features are assured. If it is established that the signal is not a primary user, UCS will be called to determine the signal type, and if the detected signal type might be the type for the target of on-going communication, the next step synchronization and demodulation will be continued to identify the secondary user.

<table>
<thead>
<tr>
<th>Communication System</th>
<th>Multi-user Access Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM</td>
<td>Mixed TDMA and FDMA</td>
</tr>
<tr>
<td>GPRS</td>
<td>Unused TDMA channels in GSM</td>
</tr>
<tr>
<td>3G</td>
<td>CDMA</td>
</tr>
<tr>
<td>4G(WiMAX)</td>
<td>OFDMA</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>CSMA/CA</td>
</tr>
<tr>
<td>Public Safety Radio</td>
<td>Random Access or Trunking</td>
</tr>
<tr>
<td>Customized waveforms for cognitive radio</td>
<td>DSA</td>
</tr>
</tbody>
</table>

### 3.4.4.5 Narrowband and Wideband Categorization

As mentioned in system overview, all considered signals in UCS system fall into one of three categories: sample-based, symbol-based or block-based signals. These can also be viewed as analog signals, digital signals and wideband signals. Because these three categories have different processing methodologies, they need to be differentiated before further processing. This section is to differentiate wideband signal and narrowband signal, and the next section focuses on further categorization for narrowband signals. A wideband signal is a signal whose period duration is longer than the maximum delay of the channel, which causes frequency selective fading. Spread spectrum and dividing the entire channel into multiple orthogonal sub-channels are the two commonly used methods to resist this fading. In this paper, we refer to the former as a CDMA signal and to the latter as an OFDM signal. As mentioned in Section 3.4.4.4, CDMA signal could not be detected by UCS system because its processing requires the
spreading code. Thus, an alternative way to achieve the narrowband and wideband categorization is OFDM signal identification.

To identify a signal as OFDM, we correlate the incoming signal with itself [89]. To illustrate this situation, we did OTA experiments for MPSK, analog FM and OFDM signal; the results are shown in Figure 3.8. The correlated output is different in the case of narrowband modulations and OFDM modulation. This difference is due to the cyclic prefix present in the OFDM signal, which gives us multiple peaks as opposed to a single peak in narrowband modulations.

Will the peak be distinct enough to serve as the foundation for differentiation? The following calculation shows the identification accuracy under different SNR’s. The duration of an OFDM symbol is $T = T_d + T_g$, where $T_d$ is the symbol duration without the cyclic prefix and $T_g$ is the duration of cyclic prefix.

A continuous-time OFDM signal at baseband can be written as [90]:

$$x(t) = \sum_{k=1}^{K} S_m(k) e^{j \frac{2\pi t(k) \Gamma}{T_s}}$$

Here $S_m(k)$ is the $m$th OFDM symbol at the $k$th subcarrier and $\Gamma$ denotes the set of $K$ user subcarriers. Channel delay and frequency shift will not influence the ratio between the cyclic prefix peak and noise floor. It can be proved that it is sufficient to distinguish between narrowband and wideband signals. The detailed analysis appears in Section 3.4.5.

Narrowband signals and wideband signals have different processing methodologies. We introduce narrowband signal classification and synchronization from Section 3.4.4.6 to Section 3.4.4.9, and wideband signal classification and synchronization from Section 3.4.4.10 to Section 3.4.4.12.

![Figure 3.8: Use Autocorrelation to Differentiate OFDM and Narrowband Signals](image)
3.4.4.6 Narrowband Categorization

This section is divided into several sub-sections, each subsequent sub-section building on the information described in the previous sub-section. The first sub-section describes the general formulation of the narrowband waveforms that are currently categorized and provides a general categorization scheme for these waveforms. The second sub-section describes the algorithm for performing the actual categorization of a narrowband signal and provides a general set of metrics for categorization thresholds as affected by noise as well as other irregularities that appear in mobile systems. It is important to understand that it is this coarse signal classification which will make the subsequent processing, e.g. symbol timing, carrier synchronization, and demodulation, much more efficient.

Narrowband generalization

Prior to providing the categorization of current waveforms of interest, it is efficient to describe these waveforms using a general structure. The general form is defined as:

\[ A(t) \cos \left[ 2\pi f_c t + \theta(t) \right] \]

where \( A(t) \) and \( \theta(t) \) are the amplitude and phase of the waveform, respectively. Note that although the amplitude and phase are described as time-varying for all waveforms, it is possible that for some waveforms these are constants.

Analog and digital non-linear modulation

Both FM and continuous-phase FSK (CPFSK) signals may be represented in the time domain by

\[ s_{FM,CPFSK}(t) = A_c \cos \left[ 2\pi f_c t + 2\pi k_f \int_{-\infty}^{t} m(\eta) d\eta \right] \]  

(3-1)

where \( m(t) \) is the message signal, also called the modulating signal [91], and the constant \( k_f \) represents the frequency sensitivity of the modulator [92]. In FM, \( m(t) \) is continuous; in CPFSK, \( m(t) \) contains discontinuities, but its integral is continuous.

Analog and digital linear modulation

The other modulations (AM, PSK, QAM) belong to the linear modulation family, which can be expressed in the time domain as follows [91].

\[ s(t) = Re \left[ A_m(t) \exp(j2\pi f_c t) \right] \\
= A_c \sqrt{m_r^2(t) + m_i^2(t)} \cos\left[ 2\pi f_c t + \text{arg}(m_r(t) + jm_i(t)) \right] \]  

(3-2)

Here, \( \text{arg}(m_r(t) + jm_i(t)) \) means the phase component of the modulating signal \( m(t) = m_r(t) + jm_i(t) \). For the convenience of the posterior analysis, we represent a full AM signal by:

\[ s_{AM}(t) = A_c [1 + k_m m(t)] \cos(2\pi f_c t) \]  

(3-3),

where \( k_m \) is a constant that determines the percentage modulation [92].
General categorization for narrowband modulations

By qualitatively analyzing their features (including instantaneous phase, amplitude, and frequency) embodied in equation (3-1)~(3-3), the aforementioned narrowband modulations can be sorted into the categories shown in Table 3.5.

Table 3.5: Categorizing the Narrowband Modulations

<table>
<thead>
<tr>
<th>Continuous phase</th>
<th>Discontinuous phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant amplitude</td>
<td>Varying amplitude</td>
</tr>
<tr>
<td>Varying envelope</td>
<td>Single-value envelope</td>
</tr>
<tr>
<td>Multiple-value envelope</td>
<td></td>
</tr>
<tr>
<td>Continuous freq.</td>
<td>Discontinuous freq.</td>
</tr>
<tr>
<td>Constant amplitude</td>
<td>Varying amplitude</td>
</tr>
<tr>
<td>AM</td>
<td>MPSK</td>
</tr>
<tr>
<td>QAM</td>
<td></td>
</tr>
<tr>
<td>FM</td>
<td>CPFSK</td>
</tr>
</tbody>
</table>

Categorization algorithm and criteria

Table 3.5 gives a general outline of what features to look for when attempting to categorize a received signal. It is also the theoretical basis for the feature-based categorization algorithms, one of which is interpreted by the flow-graph in Figure 3.9.

Figure 3.9: Narrowband Categorization Flow Chart
In the real systems, signals' features may differ from their theoretical counterparts due to distortion caused by noise and imperfections (including Doppler shift, frequency offset between transmitter and receiver etc.). It is important to take into consideration these effects when we derive the quantitative thresholds for the criteria used for the feature-based categorization algorithm, based on theoretical analysis and experimental settings.

**Effects of noise to narrowband signals**

The additive filtered noise \( n(t) \) at the receiver’s band-pass filter output can be defined by [92]:

\[
 n(t) = n_i(t) \cos(2\pi f_c t) - n_\theta(t) \sin(2\pi f_c t) = r_n(t) \cos[2\pi f_c t + \theta_n(t)]
\]

Here the envelope \( r_n(t) = [n_i^2(t) + n_\theta^2(t)]^{1/2} \) is Rayleigh distributed, and the phase \( \theta_n(t) = \tan^{-1}[n_\theta(t)/n_i(t)] \) is uniformly distributed over \( 2\pi \) radians. The addition of noise \( n(t) \) will change the envelope and (or) phase of the signals as follows:

\[
x(t) = s(t) + n(t) = r(t) \cos[2\pi f_c t + \varphi(t)],
\]

\[
r(t) = \{A^2(t) + r_n^2(t) + 2A(t)r_n(t)\cos[\theta_n(t) - \theta(t)]\}^{1/2},
\]

\[
\varphi(t) = \theta(t) + \tan^{-1} \left( \frac{r_n(t) \sin[\theta_n(t) - \theta(t)]}{A(t) + r_n(t) \cos[\theta_n(t) - \theta(t)]} \right)
\]

(3 – 4)

The envelope \( A(t) \) and phase \( \theta(t) \) for different modulations are listed as follows:

<table>
<thead>
<tr>
<th>Modulation Type</th>
<th>Envelope ( A(t) )</th>
<th>Phase ( \theta(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>( A_c[1 + k_a m(t)] )</td>
<td>0</td>
</tr>
<tr>
<td>FM or CPFSK</td>
<td>( A_c )</td>
<td>( 2\pi f_c \int_{-\infty}^{t} m(\eta)d\eta )</td>
</tr>
<tr>
<td>MPSK or QAM</td>
<td>( A\sqrt{m_R^2(t) + m_I^2(t)} )</td>
<td>( \arg(m_R(t) + jm_I(t)) )</td>
</tr>
</tbody>
</table>

When SNR makes the receiver operate satisfactorily, the signal’s amplitude level \( |A(t)| \) is large compared with the noise envelope. Then, with reasonable approximations, \( \varphi(t) \) can be simplified as:

\[
\varphi(t) \approx \theta(t) + \frac{r_n(t) \sin[\theta_n(t) - \theta(t)]}{A(t)}
\]

**Establishing discontinuous vs. continuous phase by counting phase jump points**

Suppose the frequency offset is \( \Delta f \); the Doppler shift of the channel, if it exists, is \( f_\Delta(t) \); the initial phase of the transmitted signal is \( \theta_0 \), the phase change introduced by noise and the delay of the channel is \( \Delta \theta(t) \). Then, the instantaneous phase of the down-converted signal at the receiver side will be \( 2\pi[\Delta f + f_\Delta(t)]t + \theta_0 + \Delta \theta(t) + \theta(t) \). If we totally captured \( L_s \) samples using the even sampling interval \( T_s = 1/R_s \), the phase
change between the $n$th and the $(n + 1)$th sample is composed of four parts expressed as follows and indicated by circled numbers ①-④:

① $2\pi\Delta f T_s$

After spectrum sensing, the received signal is down-converted to quasi-baseband. In our case, the frequency offset $|\Delta f|$ from DC is around $2kHz$. In order to handle signals with bandwidth $B$ up to several hundred kHz, the sampling rate $R_s$ is usually set to be greater than the Nyquist rate $2$, i.e. $R_s > 200kHz$. Therefore, the phase change caused by the frequency offset within one sampling period is $|2\pi\Delta f T_s| < 0.02\pi$.

② $2\pi [f_d(t_0 + nT_s + T_s) * (t_0 + nT_s + T_s) - f_d(t_0 + nT_s) * (t_0 + nT_s)]$

The Doppler shift differs in different application scenarios. In the terrestrial cases, the employed carrier frequencies may vary in a very wide range from VHF, UHF to SHF, and the relative velocity between the transmitter and the receiver can be 0~60 mph. For example, when $f_c = 4.9GHz, v = 60mph$, the Doppler shift is $f_d \approx 436Hz$. In most cases, the phase change accumulated by the Doppler shift within one sampling period is much less than $2\pi f_d T_s = 0.00436\pi$.

③ $|\Delta \theta(t_0 + nT_s + T_s) - \Delta \theta(t_0 + nT_s)|$

From equation (3-4), we can see that noise causes tiny phase changes between two consecutive samples. For narrow band signals, channel delay is much smaller than the symbol interval; the phase changing caused by channel delay is also a small value.

④ $[\theta(t_0 + nT_s + T_s) - \theta(t_0 + nT_s)]$

The phase changes contributed by modulated information depend upon the modulation scheme. From equation (3-1), we can see that the difference between the instantaneous phases of two adjacent samples for FM or CPFSK is $2\pi k_f \int_{nT_s}^{(n+1)T_s} m(\eta)d\eta$. Considering that the maximum frequency deviation, expressed as $|k_f \max (m(t))|$, is usually 2500Hz for narrowband FM, and 5000Hz for wideband FM, we can get:

$$2\pi k_f \int_{nT_s}^{(n+1)T_s} m(\eta)d\eta < 2\pi k_f T_s \max (m(t)) < 0.05\pi$$

For M-ary CPFSK, $2\pi k_f \int_{nT_s}^{(n+1)T_s} m(\eta)d\eta < 2\pi k_f T_s (M - 1)$, which is less than 0.018$\pi$ for P25 C4FM (its maximum frequency deviation is 1800Hz) if we choose $R_s = 1/T_s > 200kHz$.

For other modulations, the absolute value sets of the phase difference between successive samples are listed as follows.

AM: 0
BPSK: $[0, \pi]$ 
QPSK: $[0, \pi/2, \pi, 3\pi/2]$ 
8PSK: $\left[0, \frac{\pi}{4}, \frac{\pi}{2}, \frac{3\pi}{4}, \pi, \frac{5\pi}{4}, \frac{3\pi}{2}, \frac{7\pi}{4}\right]$ 
16QAM:
When the phase change between the two adjacent samples is larger than a certain threshold \( t_{h_{pjp}} \), it can be considered that this is a phase discontinuity caused by information present in the signal and we call it the “phase jump point”. The value of \( t_{h_{pjp}} \) should make the aforementioned signals distinguishable in their phases, which means within the same period of collecting time, a discontinuous-phase signal has a much larger number of phase jump points than a continuous-phase signal does. Therefore, the sensed narrowband signal can be sorted into the discontinuous-phase or continuous-phase group by comparing the number of phase jump points with a reasonable threshold \( t_{h_{N_{pjp}}} \). In Figure 3.10, the phase of a FM signal is compared with that of a BPSK signal.

![Figure 3.10: Time Varying Phase Plot Comparing FM and DBPSK](image)

The above analysis provides us a theoretical range for the threshold of phase jump points \( t_{h_{pjp}} (e.g., 0.1476\pi < t_{h_{pjp}} < 0.2048\pi) \), referring to formula (3-5). Next, we will deduce \( t_{h_{N_{pjp}}} \) for the phase-based categorization.

Samples within one symbol contain the same phase information. The jumping occurs when the adjacent samples belong to two different symbols, if these two symbols represent different information. Thus, the number of phase jump points \( N_{pjp} \) out of the number of captured samples \( L_s \) equals to the number of symbol changes within the capture time \( T_c = L_sT_s = L_s/R_s \). Let \( T = 1/R \) (\( R \) is the symbol rate) denotes the symbol duration time. The number of symbols within \( T_c \) is \( L = \lfloor L_sT_s/T \rfloor \).

Because the number of symbol changes within an L-length symbol stream can be any value within a finite set at a certain probability, \( N_{pjp} \) is actually a discrete random
variable with finite possible values. Based on the derivation in Appendix 3-A, we get the ratio of $E[N_{p,i}]$ to $L_s$ for MPSK and M-ary QAM as follows.

$$\frac{E[N_{p,i}]}{L_s} \approx \frac{T_s}{T} \cdot \frac{M - 1}{M}$$

When $[T_s/T]$ is fixed, the smaller $M$ is, the smaller the value of $E[N_{p,i}]/L_s$ is. Thus, the threshold $th_{N_{p,i}}$ should be less than $[T_s/T] \cdot L_s/2$. Based on the analysis in the “Signal Capture” section, the sampling rate $R_s$ is chosen to be several times the roughly estimated bandwidth $B$, which is output from the spectrum sensing module.

**Constant vs. varying amplitude**

The phase-continuous family mainly includes AM, FM, and CPFSK. We distinguish these three modulations by their different envelope characteristics. FM or CPFSK has a constant envelope, but the envelope of an AM signal changes with the modulating signal; the distribution range of an FM or CPFSK envelope is consequently much less than that of an AM. Thus, the envelope variance can be the criterion for the second-stage categorization shown in Figure 3.9. The corresponding threshold for this criterion will be derived as follows. At large SNR, $r(t)$ can be simplified as $r(t) \approx A(t) + r_n(t)$. The envelope variance will be:

$$var[r(t)] = \begin{cases} 
A^2 k^2 \text{var}[m(t)] + \text{var}[r_n(t)] & \text{for AM} \\
A^2 \text{var}\left[\sqrt{m^2_R(t) + m^2_I(t)}\right] + \text{var}[r_n(t)] & \text{for QAM} \\
\text{var}[r_n(t)] & \text{for FM, CPFSK or MPSK}
\end{cases}$$

Therefore, the envelope variance threshold $th_{ev}$ can be chosen from the range of $\text{var}[r_n(t)] < th_{ev} < \text{var}[A(t)] + \text{var}[r_n(t)]$.

**Continuous vs. discrete frequency**

Next, we will calculate the instantaneous frequency of down-converted FM or CPFSK signal, which can be expressed by:

$$f(t) = \Delta f + f_d(t) + k_f m(t) \left\{ 1 - \frac{r_n(t) \cos[\theta_n(t) - \theta(t)]}{A_c} \right\}$$

$$+ \frac{n'_Q(t) \cos \theta(t) - n'_I(t) \sin \theta(t)}{2\pi \cdot A_c}$$

The above equation tells that $f(t)$ will be discontinuous due to the discontinuities of $m(t)$ in CPFSK, but this is not the case for FM. This difference between FM and CPFSK signals can be evaluated in terms of several different metrics:

1. The ratio of instantaneous frequency’s standard deviation ($\sigma_f$) to its mean value ($\mu_f$), which is expressed by:
\[
\frac{\sigma_f}{\mu_f} = \sqrt{\frac{E[(f(t) - E[f(t)])^2]}{E[f(t)]}} = \frac{\sqrt{\frac{1}{L_s - 1} \sum_{i=2}^{L_s} [f(i) - \mu_f]^2}}{\frac{1}{L_s - 1} \sum_{i=2}^{L_s} f(i)}
\]

Where \(E[\cdot]\) is the expectation value.

(2) The kurtosis of the normalized-center instantaneous frequency \(f_{NC}(t), \mu_4^f\), described in reference [76], can be used to measure the compactness of the instantaneous frequency distribution, and it is defined by:

\[
\mu_4^f = \frac{E[f_{NC}^4(t)]}{(E[f_{NC}^2(t)])^2}
\]

The \(i\)th sample value of \(f_{NC}(t)\) is expressed as:

\[
f_{NC}(i) = \left[ f(i) - \frac{1}{L_s - 1} \sum_{i=2}^{L_s} f(i) \right] / R_s
\]

FM’s instantaneous frequency has higher compactness distribution than CPFSK’s.

(3) The ratio of \(ti(t)\)’s standard deviation \(\sigma_{ti}\) to its mean value \(\mu_{ti}\), which is expressed by:

\[
\frac{\sigma_{ti}}{\mu_{ti}} = \sqrt{\frac{E[(ti(t) - E[ti(t)])^2]}{E[ti(t)]}} = \frac{\sqrt{\frac{1}{N_{ti}} \sum_{k=1}^{N_{ti}} [ti(i) - \mu_{ti}]^2}}{\frac{1}{N_{ti}} \sum_{k=1}^{N_{ti}} ti(i)}
\]

In the above formula, \(ti(t)\) is the time interval between adjacent zero-crossing points in an FM or CPFSK signal, and \(N_{ti}\) equals to the number of zero-crossing points in the captured samples minus 1. It is obvious that \(ti(t)\) is inversely proportional to a signal’s frequency. Thus, \(\sigma_{ti}/\mu_{ti}\) can be used to discriminate between FM and CPFSK signals.

With UCS 1.0 prototype setup which is explained in Section 3.4.0, we measured the values of the above three metrics under different SNRs for GNU Radio GMSK (different symbol rates), Cobra Walkie-talkie FM, E. F. Johnson P25 C4FM and narrowband FM. Our experimental results tell us that \(\sigma_{ti}/\mu_{ti}\) is much more reliable and distinguishable than the other two metrics with SNR changing. Based on the measurement results, when SNR is greater than 4dB, the \(\sigma_{ti}/\mu_{ti}\) value of FM signal varies in the range of (0.01, 0.4), while it is usually larger than 0.7 for GMSK and P25 C4FM signals. Therefore, the threshold value \(th_{freq}\) can be set as 0.5 if the SNR is not less than 4dB. Theoretically, the order of an M-ary CPFSK signal can be obtained by the histogram of \(f(t)\). The instantaneous frequency histogram of a C4FM signal is given in Figure 3.11.
3.4.4.7 Bandwidth estimation

Bandwidth estimation can provide a range for symbol rate estimation for a digital signal, as well as filter bandwidth for an analog signal. The accuracy of bandwidth estimation influences the efficiency of the entire system, especially symbol rate estimation time. In our system, we designed a histogram algorithm to replace the traditional $-3dB$ bandwidth estimation method. For an MPSK or a QAM signal, which normally use raised-cosine pulse shaping, if the lower cutoff frequency for bandwidth calculation could start from the starting frequency of the pulse shaping, and the upper cutoff frequency ends at the ending frequency, then $B = (1 + \text{roll-off})R$. Thus, given the roll off value, we can estimate symbol rate more accurately than by using $-3dB$ bandwidth estimation method.

In Figure 3.12, we take QPSK as an example to illustrate. The intersection of the PSD plot and the straight line indicates the lower and upper frequency bounds of the desired signal spectrum. The joint point is where the PSD dramatically changes, and can be found by analyzing the histogram of PSD. Figure 3.13 shows the histogram of the PSD of a DBPSK signal. We use it as an example to explain how to find SNR and the threshold from a PSD histogram. On the left side, there is a Gaussian like distribution; this is the histogram for noise. The abscissa of local maximum PSD indicates the mean of noise power, and its reciprocal is equal to the current SNR since the received signal is normalized. On the right side, the relatively centralized distribution is the signal. The straight line, where the locally minimal histogram number is, indicates the threshold for $bw$ estimation.
3.4.4.8 Symbol timing and coarse classification

Symbol timing is a key technology in communication systems. It includes both symbol rate searching and symbol synchronization in our system. Figure 3.14 gives the block diagram for symbol timing and coarse classification. The accuracy of bandwidth estimation will determine the range of searching space.

Figure 3.14: Block Diagram for Symbol Timing and Coarse Classification
Define the estimated bandwidth, which is the output of the Bandwidth Estimation module, as $bw_{est}$ (Hz), the sampling rate as $R_s$ (Hz), the real bandwidth as $bw$, and true symbol rate as $R$. Estimated symbol rate is:

$$R_{est} = \frac{bw_{est}}{1 + roll\_off}$$

where $roll\_off$ is the roll off value of the root raised cosine filter used at the transmitter. The number of samples per symbol is expressed as:

$$sps = \left\lfloor \frac{R_s}{R_{est}} \right\rfloor$$

$\frac{R_s}{R_{est}}$ may not be an integer. For the next step’s processing convenience, the value of samples per symbol needs to be an integer. Thus, $sps$ equals to the integer part of $\frac{R_s}{R_{est}}$, and we need to resample the sample stream, which was collected at the original sampling rate $R_s$, according to the redefined sampling rate $R_{s\_resample}$:

$$R_{s\_resample} = sps \times R_{est}$$

The value of $R_{est}$ is not accurate enough to be used to calculate symbol rate $R$ directly. We therefore need to analyze the accuracy of the symbol rate estimation to set a candidate space $S$ for fine symbol rate estimation and symbol timing. Space $S$ is determined by two factors: the maximum bandwidth estimation error and the tolerated error of the symbol rate when demodulating. Figure 3.15 illustrates the process of determining symbol rate candidate space $S$. Suppose $2l$ equals to the value of the maximum element in the candidate space $S$ minus the value of the minimum element, and $\delta$ equals the difference between the two adjacent elements, then $S$ is defined as:

$$S = [R_{est} - (l/\delta)\delta, R_{est} - (l/\delta)\delta + \delta, \ldots, R_{est}, \ldots, R_{est} + (l/\delta)\delta - \delta, R_{est} + (l/\delta)\delta]$$

Define $R_{err}$ as the maximum bias error between $R_{est}$ and $R$, i.e.

$$R_{err} = |R_{est} - R|_{max}$$

In order to find the correct symbol rate, we let $l = R_{err}$, which guarantees $R \in S$. Suppose the maximum tolerated symbol rate error for the subsequent synchronization is $err_{tolerant}$, then $\delta = 2 \times err_{tolerant}$, such that

$$Min(S(i) - R) < err_{tolerant}$$

where $S(i)$ is the $i$th element of $S$. So far, the candidate space $S$ is defined. For each element of $S$, we have a new resampling rate: $Re(i) = sps(i) \times S(i)$, where $sps(i) = \lfloor R_s / S(i) \rfloor$. $Re$ is a vector in which each element represents the resampling rate corresponding to each element in $S$. Next, we are going to explain how we search for the best symbol rate and finish symbol timing synchronization at the same time.

Figure 3.16 shows a snapshot of samples for a DBPSK signal at quasi-baseband, which was collected by the Anritsu Signature signal analyzer in the OTA experiment. There are 8 samples per symbol. Dots indicate the sampling points. Red points indicate the correct
symbol timing. Black points indicate the incorrect symbol timing. As we can see, only when both symbol rate and the symbol timing moment are correct, the chosen samples have very small variance, while the other set has relatively large variance. We need to calculate two parameters from this result: number of samples per symbol and timing position within a symbol.

\[
\begin{align*}
R_{est} - R_{err} & \\
R_{est} &= \frac{bw_{est}}{1 + \text{roll} \_ \text{off}} \\
R_{est} + R_{err} &
\end{align*}
\]

Symbol rate searching range: \(2^l = 2^R_{err}\)

Symbol rate candidate space \(S\) is determined by:

1. Symbol rate estimate: \(R_{est}\)
2. Maximum symbol rate estimate error: \(R_{err} = l\)
3. Tolerated error of the symbol rate: \(\text{err}_{\text{tolerant}} = \delta/2\)

Figure 3.15: Illustration of Determining Symbol Rate Candidate Space \(S\)

\(\text{Samples}_V\) is defined as the vector including the quasi-baseband complex samples collected at sampling rate \(R_s\) within capture time \(T_c\).

Figure 3.16: Illustration of Symbol Timing Impact to the Received Signal
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Each element of space $S$ is a candidate for the correct symbol rate. $Resamples_{V_i}$ is the samples stream after resampling $Samples_{V}$ by $Re(i)$. $SS$ is defined as the space for candidate symbol set. The number of elements in $SS$ is $\sum_{i=1}^{2\lfloor l/\delta \rfloor +1} sps(i)$. Each element of $SS$ is a vector, which is expressed by

$$SS \left( \sum_{k=1}^{i-1} sps(k) + j \right) = \{Samples_{V(z)}| (z \mod sps(i)) = j \}$$

where $i = 1,2, \ldots, 2\lfloor l/\delta \rfloor + 1, j = 1,2, \ldots, sps(i)$. $SS$ is the candidate space for optimal symbol timing. Each element of $SS$ is potentially a correctly sampled symbol set. Our target is the optimum one. Before searching for the optimal symbol set, we need to first distinguish QAM from MPSK (Figure 3.17).

**Table 3.6: Determination of Candidate Symbol Sets Space SS**

<table>
<thead>
<tr>
<th>Symbol rate candidate</th>
<th>Samples/symbol</th>
<th>Sampling rate</th>
<th>Samples vector</th>
<th>Candidate symbol set SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$SPS_1$</td>
<td>$S_1*SPS_1$</td>
<td>$Samples_{V_1}$</td>
<td>$SS_S_1=$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$SS_S_2=$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$SS_S_3=$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$SS_S_{SPS_1}$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$SPS_2$</td>
<td>$S_2*SPS_2$</td>
<td>$Samples_{V_2}$</td>
<td>$SS_{SPS_2}=$</td>
</tr>
</tbody>
</table>

The total number of elements in $SS$ is $\sum_{i=1}^{2\lfloor l/\delta \rfloor +1} SPS_i$.

QAM and MPSK can be differentiated by analyzing their envelopes. The desired envelope of MPSK symbols is a single constant value, and the desired envelope of QAM
is a set of several constant values. In other word, if we cluster samples’ envelope in each element of $SS$, and the clustered result is centralized around one constant value, then it is MPSK. If not, then according to the number of centralized values, we can classify the samples as 16QAM (3 values), 64 QAM (9 values), etc. The number of the centralized values is called the envelope order. Because only one element of space $SS$ is the correctly sampled symbol set, if the received signal is MPSK, for example, other elements’ envelope order may be equivalent to or greater than 1 due to the incorrect sampling. Each element’s envelope order is calculated and saved in a vector called $Envelope_{order}$. Based on the clustering result, we calculate the variance for each of the symbol clusters and add them to get the total variance. The variance is saved in vector $Var_{SS}$. The minimal value of this vector is marked as $\min (Var_{SS})$.

Sampling at the right position will guarantee the highest SINR (Signal to Interference plus Noise Ratio). We therefore consider that $SS(\min (Var_{SS}))$ has the best symbol timing. The corresponding symbol rate $R$ is found at the same time. $SS(\min (Var_{SS}))$ and $R$ will be fed to the next module, as well as the $Envelope_{order}(\min (Var_{SS}))$, which is important for information removal in carrier synchronization.

Figure 3.17: Variance Curves Implying Global Optimal Symbol Timing Position
In Section 3.4.4.2, we mentioned that the sampling rate is related to symbol timing. We will explain how to select the sampling rate. A digital signal can be expressed as:

\[ v(t) = \sum_{n} l_{n}g(t - nT) \]

Here \( g(t) \) is a pulse shaping function. Thus,

\[ g(t - nT) = \begin{cases} g(t) & (nT < t < (n + 1)T) \\ 0 & \text{otherwise} \end{cases} \]

With a sampling interval \( T_s = 1/R_s \), sampling instants are \( t_0 + kT_s, k = 1, 2, \ldots \), and the sampling values are:

\[ v(t_0 + kT_s) = \sum_{n} l_{n}g(t_0 + kT_s - nT) \]

Let \( \alpha = T/T_s \), then we have

\[ v\left(t_0 + \frac{kT_s}{\alpha}\right) = \sum_{n} l_{n}g(t_0 + \left(\frac{k}{\alpha} - n\right)T) \]

Because of the re-sampling strategy we applied, the \( kth \) resampling value is:

\[ v_{\text{resample}}\left(t_0 + \frac{kT_s}{m}\right) = \sum_{n} l_{n}g(t_0 + \left(\frac{k}{m} - n\right)T) \]

Here \( m \) is an integer and \( m = [T/T_s]/T \times T = [\alpha] \).

For the \( pth \) element of \( SS \), the variance is:

\[ \text{var}(p) = E\left[\left(\sum_{n} l_{n}g(t_0 + \left(\frac{q}{m} - n\right)T)\right)^2\right] - E^2\left[\sum_{n} l_{n}g(t_0 + \left(\frac{q}{m} - n\right)T)\right] \]

Here \( q \mod \text{sps}(i) = j \) and \( \sum_{k=1}^{i-1} \text{sps}(k) + j = p \).

After calculation, we have:

\[ \text{var}(p) = \begin{cases} g^2(t_0 + \frac{\Delta}{m}T) & q = lm + \Delta, l = 1, 2, \ldots \text{ and } \Delta \text{ is an integer} \\ \text{var}[g^2(t)] & \text{otherwise} \end{cases} \]  

(3-6)

To find out the correct symbol timing, the following inequality has to be met:

\[ \max\left(g^2\left(t_0 + \frac{\Delta}{m}T\right)\right) > \text{var}[g^2(t)] \]

(3-7)

To satisfy the above condition, \( m \) needs to be greater than a certain threshold. Take a raised cosine pulse shaping function for example as in Figure 3.18.

So long as one of the samples in a symbol is located between A and B, then, formula (3-7) can be guaranteed. Thus, for raised cosine pulse shaping function, 2 samples per symbol is enough for symbol timing recovery. Considering both the condition in formula (3-7) and the accuracy of bandwidth estimation, we usually select a sampling rate 3 or 4 times of estimated bandwidth.
3.4.4.9 Carrier synchronization and fine classification

When the modulation types and parameters are known, a Phase Lock Loop (PLL) can be used to accomplish carrier synchronization. This is necessary to overcome equipment limitations. For example, typical of low cost SDR platforms, the USRP has an inaccurate oscillator which will generate a frequency offset – in this case less than 2 kHz. Phase offset is caused by noise, channel delay, and different phase references in the transmitter and receiver.

In the UCS scenario, both the order of MPSK and the center frequency are unknown. As a result, the methods described above will not produce accurate results. In [93], we designed the Universal Synchronization Algorithm, which doesn’t need to know the order of MPSK. The key idea is that we remove the information before the symbols get into the PLL. The carrier synchronization architecture is composed of five parts: information removal, frequency estimation, frequency rectification, phase estimation, and phase rectification, as shown in Figure 3.19.

![Figure 3.18: Pulse Shaping of Raised Cosine Function](image)

![Figure 3.19: Carrier Synchronization Block Diagram for One Iteration](image)
In M-ary PSK modulation, the amplitude of the transmitted signal is constrained to remain constant, thereby yielding a circular constellation [91]. In addition, the M constellation points of an MPSK signal uniformly distribute on a single circle. This means the phase difference, contributed by the information-bearing elements, between any two adjacent symbols of a MPSK signal, can be represented as $n \cdot 2\pi / M$, where $n$ is an integer and $M$ is the order of a MPSK signal. Therefore, it is convenient to use a phase-based method to remove information for MPSK. However, in QAM the amplitude also varies along with the phase. The constellation points of a QAM signal uniformly distribute on squares. Therefore, it seems that a QAM signal does not possess the same phase features as MPSK, and we'll need a square-slicer to cluster the symbols. We observe that the constellation points of a QAM signal also lie on circles. For example, in ideal conditions, the constellation points of a 16QAM signal distribute on three circles (Figure 3.20), while 64QAM has nine circles. For 16QAM, the phases of points on the inner (the 1st) and outer (the 3rd) circles have the same distribution as a QPSK signal. Therefore, we can select the symbols on the 1st and 3rd circles of 16QAM, or the 1st, 3rd, and 9th circles of 64QAM for phase-based information removal. When the SNR is sufficient, the symbol timing and coarse classification module will provide an accurate envelope order, and a properly designed envelope-slicer will pick out the desired points for information removal.

![Figure 3.20: Constellation Diagram of An M-ary QAM (M=16) Signal Set](image)

The loop gain of the PLL is a critical parameter for which we need to account. The PLL will not converge if the loop gain is less than the actual frequency offset $\Delta f$. When the value of loop gain is less than $3\Delta f$, the PLL will converge on a very accurate result and output a frequency offset estimation. Therefore, in UCS, we use multiple iterations to achieve better estimation precision and adaptive loop gain to ensure the convergence of our algorithm, called “Multiple-iteration frequency tracking algorithm with loop gain adaptation”, which is illustrated in Figure 3.21. This algorithm is implemented by a while loop. At each iteration of the while loop, the loop gain is updated on the basis of the just estimated $\text{delta_freq}$. This adaptive scheme improves the robustness and reliability of our frequency tracking algorithm. For the while loop, we chose the
maximum iterations $max\_iteration$ and, variance of the phases of the information-removed points $var\_inphi$ as the criteria. With the increase in the number of iterations, the residual frequency offset should become smaller and smaller. Thereby, where $var\_inphi$ develops a trend of reduction and its value becomes less than a threshold $th\_{var\_inphi}$, we can attain clear constellation points. The setting of $th\_{var\_inphi}$ is based on the result presented in [94]. $th\_{var\_inphi}$ is related to the symbol rate and SNR.

![Diagram of Multiple-Iteration Frequency Tracking Algorithm with Loop Gain Adaptation](image)

The final result for frequency offset estimate is the ultimate value of $freq\_corr$, which has been updated by $freq\_corr = freq\_corr + delta\_freq(j)$ at $j$th iteration of the while loop. Applying the above schemes to our carrier frequency offset estimation algorithm, the error between $freq\_corr$ and the actual frequency offset is within 1 Hz. Finally, we can get a clear constellation diagram. Figure 3.22 shows the constellation diagrams for 8PSK and 16QAM at different processing stages: the first column figures display the snapshots of constellation points (samples) before symbol timing. In the middle, the symbol stream output from the symbol timing module is plotted. The third column contains the constellation diagrams for synchronized samples.
From the instantaneous phase distribution histogram of a carrier-synchronized signal, we can easily estimate the bits per symbol of MPSK or M-QAM, as shown in Figure 3.23. Thus, the fine classification after carrier synchronization has been achieved.
3.4.4.10 OFDM signal scenario and application
From this section, we are going to discuss the other branch: wideband signals. As we mentioned in Section 3.4.4.5, in our current stage, we only include OFDM signals in our system. More detailed information about OFDM signal classification and synchronization can be found in [89]. From Section 3.4.4.10 to Section 3.4.4.12, extracting parameters from OFDM signal for demodulation is illustrated.

OFDM’s flexibility in bandwidth is particularly suited to the DSA scenario. Two schemes can be used to change an OFDM signal’s bandwidth[95]. One method is to turn off certain subcarriers, which is the scheme applied in Orthogonal Frequency-Division Multiple Access (OFDMA). The other method reduces the subcarrier width and inter-subcarrier spacing, allowing the signal to adapt to dynamically available bandwidth while maintaining a constant number of subcarriers. The symbol rate adaptation is controlled by the bandwidth of one subcarrier. Both methods have the same effect on bandwidth and data throughput as shown in Figure 3.24. We assume that OFDM signals that can be identified by UCS use the second method. By keeping the number of subcarriers constant, it allows us to reduce computational complexity. For standard applications including 802.11a, 802.11g, 802.11n of Wi-Fi family and WiMAX, which use OFDM or OFDMA, a matched filter can be used for identification.

![Figure 3.24: Original OFDM Signal and Two Schemes for Changing the Bandwidth of an OFDM Signal](image)

Figure 3.24 shows an overview of OFDM branch after wideband/narrowband classification. The process detects the start and end of a single OFDM symbol, measures the length of the CP, compensates the frequency offset, adjusts the symbol timing, and analyzes the subcarrier modulation type and settings.
3.4.4.11 Estimation of symbol length and CP length

By correlating the incoming signal with itself, we are able to separate an OFDM symbol into a data part and a cyclic prefix part. From Figure 3.8, we observe that the OFDM plot has three distinct peaks. The two smaller peaks are due to the presence of the cyclic prefix. The length of the data part of a symbol is the distance between the highest peak and the smaller peak. The number of samples between these two peaks is defined as $n_{rx}$; then the data part duration at the receiver side is $n_{rx}/R_s$, where $R_s$ is sampling rate. For finding the CP length, we convolve the data part of an OFDM symbol with the rest of the OFDM symbol as shown in Figure 3.26. The CP copy in data part will overlap with CP. This will result in a peak as shown in Figure 3.27. The position of the peak determines the length of the CP.

Figure 3.25: Overview of OFDM Synchronization and Parameter Extraction

![Diagram](Image)

Figure 3.26: Estimation of CP Length
Meanwhile, we also get the data part of an OFDM symbol. This part is called $V_{rx}$. When we use the data part of an OFDM symbol for carrier synchronization and per-subcarrier symbol timing, it is necessary to have an integer number of samples per MPSK signal symbol which is acquired after FFT and parallel-to-serial conversion. To meet the requirement of integer number of samples per symbol, we need to resample $V_{rx}$.

Figure 3.27 shows the serial to parallel (S/P) processing at the transmitter side. $t_{tx}$ is symbol duration before S/P, $t_{tx} = 1/R_t$ and $R_t$ is the symbol rate at the transmitter side. $F_s$ is the number of subcarriers. Thus, the data part duration is $F_s / R_t$.

The data part duration at the transmitter side is the same as that at the receiver side. Thus, we have:

$$\frac{n_{rx}}{R_s} = \frac{F_s}{R_t}$$
\( n_{rx}/F_s \) represents average samples per symbol and is determined by the value of \( R_s \) and \( R_t \), and cannot be guaranteed an integer. Thus, we resample vector \( V_{rx} \) and the number of elements of \( V_{rx} \) becomes \( \text{round}(n_{rx}/F_s) \cdot F_s \) after the resampling. New number of samples per symbol is \( \text{round}(n_{rx}/F_s) \cdot F_s \). The new vector after resampling is \( V_{resample} \).

### 3.4.4.12 Carrier Synchronization for OFDM Signals

For an OFDM signal, carrier frequency offset has a completely different influence on the symbol constellation as compared to a narrow band signal. Figure 3.29 shows the effects of frequency offset on an OFDM signal and on an MPSK signal.

![Figure 3.29: Comparison between the Effect of Frequency Offset on OFDM Signal and QPSK Signal](image-url)

**Figure 3.29**: Comparison between the Effect of Frequency Offset on OFDM Signal and QPSK Signal
In Figure 3.29, the comparison is based on the assumption that the symbol rate is correct. Frequency offset causes an OFDM constellation to spread with errors in both amplitude and phase. The frequency offset introduces only phase errors in MPSK signals. The reason for this difference is that frequency offset becomes a timing delay after FFT at the OFDM receiver. This delay will lead to incorrect symbol timing, which will spread the signal constellation.

The frequency offset estimation algorithm is designed as follows. The step size of the frequency offset is defined as $\Delta f$, and the range of the frequency offset estimated is defined as $f_{\text{range}}$. We search from $-f_{\text{range}}$ to $f_{\text{range}}$ using step size $\Delta f$. As we compensate for frequency offset, the variance of the amplitude of the symbols changes. The minimal variance corresponds to the carrier frequency offset.

### 3.4.4.13 Verification Schemes for UCS System

Low SNR decreases the accuracy of both the bandwidth estimation and of the phase values of the received samples. The former will increase the range of searching space in symbol timing step, and the latter will decrease the synchronization accuracy. Both of them will increase the average time consumed for one iteration of correct signal recognition. In our system, which is distinguished from other communication systems operating with bit errors, the final result can only be either right or wrong. Thus, a verification scheme is necessary for our system. There are three parts of verification embedded in our system: noise versus signal verification, symbol timing verification (bandwidth estimation verification), and carrier synchronization verification. If a result does not pass the aforementioned verification, it will be treated as incorrect, and the system will automatically discard the results and recollect data for recalculation. Therefore, the introduction of verification will in fact increase the average time consumed per correct calculation, although it can provide a very high correct rate. Accordingly, we can convert the tradeoff of SNR versus correct rate into the tradeoff of SNR versus average iteration time by always keeping the correct rate high. This section involves two parts; the first is to explain the verification algorithm and the other to discuss the relationship between SNR and average consuming time.

Noise versus signal verification is located right after channel estimation. The objective of this function is a pre-decision on whether the captured data will be successfully processed by the system. The failure case occurs when only noise has been captured or the collected signal has a SNR lower than system tolerance. In Figure 3.13, the ration between the right peak position value and the left peak position is considered as Expected SNR (ESNR). Only a signal with ESNR larger than a certain threshold will be
considered. We use ESNR instead of SNR because ESNR is not influenced by the oversampling rate, while SNR is. The threshold is determined by system running environment and user requirement.

The second verification is symbol timing verification. In the symbol timing section, we defined the range for searching. And if it has reached this range, but no satisfactory solution has been found, we drew the conclusion that the data should be discarded and new data should be collected. This part of verification only existed in narrowband signal branches, and not for OFDM.

The third verification is for carrier synchronization. We define a threshold for loop iterations. If the loop iterations have reached the threshold and not satisfied the criterion, we concluded that the data should be discarded and new data should be collected.

3.4.5 UCS Prototypes and Performance Evaluation

UCS has been implemented and tested over the air. The platforms available for OTA experiments are exhibited in Figure 3.30. The UCS 1.0 implemented in the Anritsu MS2781A Signature Signal Analyzer focuses on demonstrating the classification and synchronization functions of UCS. The UCS 2.0 transplants the system to GNU radio and USRP platform, which dramatically decrease the equipment expense. In UCS 3.0, now under development, the system will be transplanted to a Lyrtech SFF radio platform, which integrates DSP and FPGA design and can greatly speed the entire UCS process. The OTA demonstration setup for UCS 1.0 and UCS 2.0 is shown in Figure 3.31 and Figure 3.32. In this section, we focus on UCS 2.0.

\[\text{Figure 3.30: Platforms for OTA Experiments}\]
CR1 and CR2 are two cognitive radio nodes based on GNU Radio with USRP as their hardware platform. Narrowband signals, including FM, AM, MPSK (M=2,4,8), QAM(16) and OFDM are transmitted by CR1. CR2 will receive the signal over the air from CR1 via the antenna. All the information required for the CR2 to correctly demodulate the signal is extracted by the UCS algorithm and stored in XML format. The updated XML file will be used to (re)configure the radio framework of CR2. Then the connection between CR1 and CR2 can be created, and they commence communications.

![Figure 3.31: OTA Demo Setup for UCS 1.0](image)

![Figure 3.32: OTA Demo Setup for UCS 2.0](image)

How to assess a system is at least as important as actually building it. We evaluate our system from three aspects: accuracy, SNR requirement and time consumption. The decision making in our system is step by step, thus, our analysis and evaluation are also step based. Next, we will give the performance curves for the four key steps in UCS system: wideband/narrowband, narrowband categorization, symbol timing, and carrier synchronization.
Figure 3.33 shows the error probability of wideband/narrowband signal differentiation under different SNR with different product values of sampling rate and guard interval. As we can see, it is related to the number of samples within a cyclic prefix period. The larger the product of sampling rate and guard interval is, the lower the error rate is under the same SNR. Thus, we can conclude that normally, the SNR requirements for correctly differentiating between narrowband and wideband signals with high probability are not tight, and thus easy to meet.

![Figure 3.33: Wideband/Narrowband Error Detection Probability](image)

As seen in Table 3.5, narrowband signal categorization includes several steps. Here, we mainly analyze the performance of phase-based grouping at different SNR. The probability of mistaken continuous-phase/discontinuous-phase differentiation \( P \) is:

For mistaken continuous-phase to discontinuous-phase:

\[
P = \sum_{k=\text{th}_{NP}p}^{L_s} \binom{L_s}{k} p_1^k (1-p_1)^{L_s-k}
\]

For mistaken discontinuous-phase to continuous-phase:

\[
P = \sum_{k=aL_s-\text{th}_{NP}p}^{aL_s} \left\{ \binom{aL_s}{k} p_2^k \left( 1 - p_2 \right)^{aL_s-k} \right\}
\]

\[
- p_2^{aL_s} \left[ \sum_{j=0}^{\text{th}_{NP}p+k-aL_s} \binom{(1-a)L_s}{j} p_1^j (1-p_1)^{(1-a)L_s-j} \right]
\]
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Here, \( aL_s \) is the average number of jump points for each modulation type, \( p_1 \) is the probability that a non-jump point is mistaken to be a jump point, \( p_2 \) is the probability that a jump point is mistaken to be non-jump point. As explained in Figure 3.34, \( p_1 \) and \( p_2 \) can be expressed as:

\[
\begin{align*}
p_1 &= f(th_{pjp}) \\
p_2 &= f(\beta - th_{pjp})
\end{align*}
\]

Where \( \beta \) is the angle for a jump point and \( f(\alpha) \) is a function that

\[
f(\alpha) = \begin{cases} 
1 - (P_r(tana) + \int_{\tan a}^{\infty} f_r(x) \frac{\arccos \left( \frac{\sin \alpha}{x} \right)}{\pi} \, dx) & \alpha < \frac{\pi}{2} \\
\int_{1}^{\infty} f_r(x) \frac{\arccos \left( \frac{\sin \alpha}{x} \right) + \pi - \alpha}{\pi} \, dx & \pi > \alpha \geq \frac{\pi}{2}
\end{cases}
\]

In Figure 3.34, we only provide the condition of \( \alpha < \frac{\pi}{2} \); other conditions are similar to it. \( P_r \) is the cdf function of a Rayleigh distribution with \( \sigma^2 = SNR \), and \( f_r \) is the pdf function. In our system, \( th_{pjp} = 0.2\pi \) and \( th_{Npjp} = L_s / 8 \). Figure 3.35 shows the distribution of \( p_1 \) and \( p_2 \) under different SNR and Figure 3.36 shows the performance of the continuous-phase/discontinuous-phase classifier under different SNR. We can see that for digital signals, the SNR requirement for this step is very low; however, for analog, an error rate less \( 10^{-3} \) than requires a SNR larger than 8 dB.
Symbol timing accuracy depends on sampling rate and pulse shaping. We take a raised cosine for an example. Figure 3.37 shows the symbol timing correctness under different SNR conditions for a narrowband signal. For OFDM signals, because the symbol timing determination is combined with the step of narrowband/wideband differentiation, no additional error rate will be added in this step.
To explain the narrowband case, we need to recall the analysis in Section 3.4.4.8. We state that if \( \max \left[ g^2 \left( t_0 + \frac{\Delta}{m} T \right) \right] > \beta \cdot \text{Est}(\text{var}[g^2(t)]) \), the symbol rate is acceptable. \( \text{Est}(\text{var}[g^2(t)]) \) is the estimation of \( \text{var}[g^2(t)] \). In real system, we use the variance of all the samples as the estimation of \( \text{var}[g^2(t)] \). Because of the inaccuracy of the estimation, a tolerant parameter \( \beta \) (\( \beta > 1 \)) is used in order to guarantee the probability of \( \beta \cdot \text{Est}(\text{var}[g^2(t)]) < \text{var}[g^2(t)] \) is very small.

Considering an AWGN channel with a distribution of \( N(0, \sigma^2) \), as seen in formula (3-6), when correct symbol timing, \( \text{var}(p)/\sigma^2 \) is a non-central chi square distribution. Define \( y = \max \left[ g^2 \left( t_0 + \frac{\Delta}{m} T \right) \right] \) and \( x = t_0 + \frac{\Delta}{m} T \), where \( g^2(x) = \max \left( g^2 \left( t_0 + \frac{\Delta}{m} T \right) \right) \). We can see that, \( x \) is uniform distribution in the range of \( [0, \frac{T}{m}] \). Then, given \( x \), the conditional probability that when the estimated symbol rate is correct and

\[
\frac{\max (g^2(t_0 + \Delta/m T))}{\sigma^2} < \frac{\beta \cdot \text{var}[g^2(t)]}{\sigma^2},
\]

which means the conditional error rate for symbol timing is

\[ P_{\text{condition}}(x) = F_{\text{ncx2}}(\beta \cdot \text{var}[g^2(t)]/\sigma^2) \]

\( F_{\text{ncx2}}(\cdot) \) is a non-central chi square distribution cdf function with parameters \( k = 2 \) and \( \lambda = g^2(x)/\sigma^2 \). Thus, the probability for incorrect symbol rate estimation is

\[ P = \frac{m}{T} \int_{x=0}^{x=T/m} P_{\text{condition}}(x) \, dx \]
Here, SNR represents the ratio between signal power and noise power, expressed as a numerical ratio and not in dB. In Figure 3.37, $\beta = 1.4$ and a raised cosine filter with roll off $f = 0.35$ is used, which are also the settings used in our implemented system.

As we can see in Figure 3.37, the number of samples per symbol does influence the performance. In our implemented system, we use samples per symbol between 3 and 4. For QAM signal, the calculation for variance is based on cluster. SNR requirement will be larger than 5dB in order to reach error rate less than $10^{-3}$. Figure 3.37 doesn’t include verification, and our implemented system with verification has lower SNR requirement, around 3dB to 4 dB.

As we described in Section 3.4.4.8, MPSK and M-ary QAM signals are distinguished by analyzing the envelope values of the symbol stream that is output from the Symbol Timing module. For 16QAM, its constellation points lie on three circles. From the inner circle to the outer circle, we use the 1st, 2nd, 3rd to denote the corresponding circle, respectively. Therefore, sorting the 16QAM symbol points (complex) into circles is a three-hypothesis testing problem. After derivation, we get the performance curves plotted under different SNR with different threshold values ([0.50L, 0.52L, 0.54L, 0.56L, 0.58L, 0.60L]), as shown in Figure 3.38. L is the number of symbols. Without knowing the modulation type, these symbols are clustered into three groups no matter the incoming signal is MPSK or 16QAM. For symbol clustering, the normalized complex symbols will first be scaled to match the three circles’ radius of an ideal 16QAM signal. The clustering principles are related to the symbol envelope $r$:

\[
\begin{align*}
    & \text{sort into the 1st circle,} \quad n_1 = n_1 + 1 \quad \text{when } r \leq \sqrt{6} \\
    & \text{sort into the 2nd circle,} \quad n_2 = n_2 + 1 \quad \text{when } \sqrt{6} < r \leq \sqrt{14} \\
    & \text{sort into the 3rd circle,} \quad n_3 = n_3 + 1 \quad \text{when } r > \sqrt{14}
\end{align*}
\]

$n_i (i = 1, 2, 3)$ denotes the number of symbols that are sorted into the $ith$ circle range. Thus, if $n_2 \geq th$, the signal is judged as MPSK, otherwise, it will be 16QAM. Figure 3.38 tells that the threshold $th$ should be changed with the varying of SNR to meet corresponding requirement to error probability.

Carrier synchronization for narrow band signals is required to compensate the frequency offset so that the symbol stream has the least phase variance. It has the same performance as a standard phase lock loop [88, 96, 97]. For OFDM signal, it is to find the least amplitude variance. The searching step of a frequency offset matters to the accuracy of the frequency offset, as well as to subcarrier synchronization. In our implemented system, we use a frequency offset step of 100 Hz.
Before we proceed to entire system evaluation, we would like to discuss hardware issues. Compared to expensive radio devices (for example, Anritsu signal analyzer we used for our first generation system), the RF filter, low noise amplifier, IF filters, local oscillator and analog to digital converter found on the USRP board are inexpensive components. The USRP board is influenced by temperature or other factors caused by running for a long time. Using improved devices will achieve better performance. However, the verification scheme would compensate for the degradations, with a sacrifice in running time.

What can we conclude the performance of the entire system? It has to be noted that when we evaluated above performance step by step, we did not count in verification scheme. In our implemented system, as we mentioned, because of the unstable hardware performance, verification is an important factor. In our OTA experiment, we do include verification scheme. The verification scheme generates a rate of improper classification from $10^{-4}$ to $10^{-3}$ when SNR is larger than 8dB and is within acceptable average time per iteration. An error is defined as that any parameters are not correctly extracted and cause a failure for demodulation. According to our experiment, SNR is less related to error rate, but more related to average running time. And in the real scenario, average running time matters significantly to the users. Thus, instead of giving the error rate, we provide the experiment result of SNR versus average running time. The details are shown in Figure 3.39, where we give the approximate average time for three types of signals. OFDM running time doesn’t include single-carrier classification and
synchronization time and it is based on simulation. The digital and analog curves are based on OTA experiment.

![SNR versus Average Running Time](image)

**Figure 3.39: Average Running Timing under Different SNR Conditions**

### 3.4.6 Conclusion and Discussion

In Section 3.4, we have discussed the design and implementation of a universal classifier and synchronizer, and evaluated its performance in terms of accuracy, SNR, and speed. It has been verified in both theoretical analysis and practical experiments that the system works with high accuracy. The UCS prototype developed with an inexpensive SDR platform (USRP plus GNU Radio) can observe the environment, make decisions and autonomously act on those decisions. With the aforementioned advantages, a UCS can serve as a very accurate sensor in a complex, distributed cognitive radio or network, or act as an independent physical layer cognitive receiver.

UCS is portable. According to users’ requirements for cost, device size, accuracy, and processing speed, a compromise decision should be made on the specific platform where the UCS will be ported. Signal feature extraction and analysis in UCS include many digital signal processing (DSP) tasks, which can contribute to the majority of the computation load of a system employing it. These DSP functions can be implemented in software executed by general purpose processors (GPP) or on a variety of digital hardware platforms consisting of ASICs, FPGAs, and DSPs. GNU Radio, which is GPP-based, is a widely used open source software toolkit for learning about, building, and deploying software defined radios. The Anritsu MS2781A Signature Signal Analyzer is a powerful platform equipped with high performance RF components that runs MATLAB on Windows. The initial UCS was tested, verified and demonstrated using the Anritsu MS2781A Signature Signal Analyzer over the air (OTA). Although it provides a very simple and convenient development environment, this MATLAB-based platform is not
ideal to be a portable CR terminal due to its high cost and bulky size. Thus, GNU Radio running on a Linux system connected to an inexpensive Universal Software Radio Peripheral (USRP) becomes an attractive candidate for the implementation of UCS. The functionalities of UCS have been fully implemented on this SDR platform. However, the conventional GPPs cannot handle the high computational complexity arising from adding more waveforms and increasing the spectrum band to be observed. Therefore, our attention is moved to the reconfigurable digital hardware platforms which are able to support the required high number of calculations per clock cycle. Based on the comparison in [16], a DSP represents the most generalized type of hardware that can be programmed to perform various functions, while an ASIC is the most specialized piece of hardware and can be used only in the specific application for which it has been designed. An FPGA offers a compromise in flexibility and power consumption between and an ASIC and a DSP. The lowest programmability of an ASIC makes it not appropriate for the implementation of our SDR system. The low complexity signal processing tasks can be fulfilled by a DSP, but an FPGA is more efficient for implementing the logic-intensive modules and will offer much higher throughput when technologies like concurrency, pipelining, parallel processing, folding and unfolding, and look-ahead operation have been exploited for optimization. In our laboratory, we have analyzed the computational features of UCS algorithm and designed a GPP/DSP/FPGA hybrid architecture to achieve the optimal trade-offs between flexibility, modularity, scalability, and performance. Some students in our laboratory have made a good practice on the Lyrtech SFF SDR platform to realize a hybrid implementation of UCS [98, 99]. This can be called UCS 3.0. Figure 3.40 illustrates the heterogeneous design flow for this hybrid architecture. This platform provides the convenience for developers to use Xilinx System Generator to generate hardware code from Simulink blocks, instead of writing VHDL code. Actually, the VLSI design technologies can be applied to optimize the FPGA implementation of the algorithm. The performance of this hybrid design should be estimated using metrics including throughput, logic gate counts, critical paths, and total processing time. In addition, it would be meaningful to compare the resource requirements, processing speed for implementing the same functionalities of UCS on different platforms such as Anritsu MATLAB-based, GNU Radio plus USRP based, and the GPP/DSP/FPGA hybrid. If available, these results will be a helpful reference for the users to choose appropriate implementation platform.

UCS 1.0, 2.0, and 3.0 all belong to Single Input Single Output (SISO) systems. If a multiple-input and multiple-output (MIMO) version of UCS could be implemented, overlapping signals from different emitters may be separated by locations. For example, when implemented in WARP boards with beamforming capability, two UCS sensors can
determine a signal emitter’s geolocation, which is instantiated in Figure 3.41. Thus, a MIMO version of UCS should be able to provide a better physical support for the detection of malicious nodes in a network.

UCS is a key subsystem for building a network of cognitive transceivers that scan selected portions of the radio spectrum, identify emitters and, if desired, configure themselves to interoperate with them [100]. It can be applied for various scenarios. Some examples have been listed as follows. (1) As we mentioned in Section 3.4.1 (Figure 3.5), when implementing DSA, the receiver side with UCS is able to track and follow the transmitter side for a guaranteed freedom in changing channel, and configure to the optimal transmission. [55, 101, 102]
(2) UCS can be used for PCN (picocell cognitive radio node) in DCCS (Dynamic Cellular Cognitive System). Figure 3.42 gives the OTA experiment setup for a simplified prototype of DCCS [103].

![OTA Demo Setup for a Simplified DCCS Prototype](image)


(3) UCS implemented in different platforms can function as distributed sensors to form an ad-hoc sensor network for cooperative spectrum sensing to “overcome the hidden terminal problem, boost the overall spectrum sensing performance, and increase frequency range coverage [104]”, as shown in Figure 3.43.

![OTA Demo Setup for Cooperative Spectrum Sensing in a Heterogeneous Cognitive Radio Network](image)

(4) For this dissertation, in a dynamic heterogeneous network, UCS can automatically extract information from waveforms for cognitive gateways' unit identification and routing. [105, 106]

3.5 Comparison between UCS and ASC

In Section 1.6, we enumerated the major traits that make CG go beyond the Public Safety Cognitive Radio (PSCR). An important difference between CG and PSCR lies in their waveform identifiers. A CG uses the UCS to implement the physical layer waveform identification, while the sensor of a PSCR adopts the Adaptive Signal Classification (ASC) system, invented by Bin Le. The block diagram of a complete ASC system is given in Figure 3.44. More details about ASC can be found in [42, 43] and Chapter 3 of [29]. The functionalities of ASC have been partially implemented on a GNU Radio-based SDR platform and integrated into our PSCR system. Here, we compare UCS with ASC from the aspects listed in Table 3.7.

![Block diagram of ASC system](image)

**Stage 0: Adaptive segmentation and pre-processing**

**Stage 1: Modulation classification before carrier synchronization**

**Stage 2: Modulation classification after carrier synchronization**

Figure 3.44: Two-Stage Adaptive Signal Classification System. ©2007 Bin Le. Reprinted, with permission, from B. Le, "Building a Cognitive Radio: From Architecture Definition to Prototype Implementation," Ph.D. Dissertation, in Dept. of Electrical & Computer Engineering. 2007, Virginia Polytechnic Institute and State University: Blacksburg, VA.

<table>
<thead>
<tr>
<th>Commonalities</th>
<th>ASC</th>
<th>UCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Feature-based signal classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) Not knowing any prior modulation information from the transmitter side</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) Use power spectrum density to determine signal location and level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similarities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Off-line:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Determine the appropriate features that can differentiate the signals;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) Determine the threshold;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) Calculate these features for incoming signals;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) Compare these calculated results with the threshold;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5) Categorize the signal into the corresponding class.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Used Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>① Power spectrum density (PSD)</td>
</tr>
<tr>
<td>② The standard deviation of the direct value of the instantaneous amplitude;</td>
</tr>
<tr>
<td>③ The standard deviation of the envelope of the direct value of the instantaneous amplitude;</td>
</tr>
<tr>
<td>④ The standard deviation of the direct analytical phase value of the signal;</td>
</tr>
<tr>
<td>⑤ The standard deviation of the differential phase of the signal;</td>
</tr>
<tr>
<td>⑥ The standard deviation of the absolute value of the phase change</td>
</tr>
</tbody>
</table>

| ① PSD |
| ② the direct analytical phase value of the signal; |
| ③ the direct value of the instantaneous amplitude; |
| ④ the differential value of the phase |

*The term “direct value” is from [76].

UoS needs to employ more robust features when applied to fading channels.

<table>
<thead>
<tr>
<th>ASC</th>
<th>UCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Usage Mode</td>
<td>Multiple features for each signal, needing weight factors for each feature, a kind of parallel architecture (OCON-ANN); Determine weight for each feature’s contribution to classification based on training ANN.</td>
</tr>
</tbody>
</table>

| Threshold Determination | Le’s training is an off-line method to acquire thresholds required at the KNN stage, under specific radio environments. | We mainly use fixed thresholds (empirical values) in current UCS system. |

Thresholds should be determined based on both theoretical and experimental results.
Table 3.8 and Table 3.9 give the modulation classification performance under different SNR values for ASC and UCS, respectively.


<table>
<thead>
<tr>
<th>Modulation</th>
<th>AM</th>
<th>FM</th>
<th>BPSK</th>
<th>QPSK</th>
<th>8PSK</th>
<th>16QAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 dB</td>
<td>94.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>20 dB</td>
<td>99.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>50 dB</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>100 dB</td>
<td>99.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 3.9: UCS probability of success under different SNR values (AWGN)

<table>
<thead>
<tr>
<th>MOD SNR&amp;Platform</th>
<th>AM</th>
<th>FM</th>
<th>C4FM</th>
<th>BPSK</th>
<th>QPSK</th>
<th>8PSK</th>
<th>16QAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anritsu 20 dB</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>USRP 20 dB</td>
<td>N/A</td>
<td>100</td>
<td>88.00</td>
<td>100</td>
<td>95.83</td>
<td>95.00</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Pros:
- Convenient for reconfiguration;
- Adaptive to SNR changes;
- Parallel architecture is more efficient for FPGA implementation

Cons:
- Parallel architecture needs to properly assign the weights for each feature.
- Need off-line training
- Require more resources (both software and hardware) for calculation when the candidate modulations increase;
- Implemented testbeds [107] do not include synchronization part, so they:
  - Cannot provide symbol rate estimate;
  - Cannot differentiate the high-order MPSK signals.

Pros:
- Hierarchical architecture is efficient for GPP-based implementation,
- Don’t need training to determine feature weights.
- Combine synchronization (carrier, frame, symbol), symbol rate estimation into the general classification process, thus classify the higher order modulations and extract the parameters for demodulation;
- Back reconfigure the system settings according to real-time feedback.

Cons:
- May need to change the system architecture as more candidate modulations are added.
- Currently, UCS has been tested in the regular lab environment, but not been tested in multi-path fading channels.
3.6 Signaling Process and Mechanisms

As we introduced in Section 3.2, a series of signaling procedures between CG and clients is necessary for the accomplishment of CG discovery, user registration and un-registration, link establishment, communication resumption, service termination, route discovery, etc. Figure 3.45 illustrates the signaling procedure between a CG and two CR nodes. In this example, CR1 proactively initializes the service process, and both CR1 and CR2 belong to the served user group of CG1.

To make the signaling process work successfully, we need to determine (or design):
(1) Modulation, symbol rate, the bandwidth of each signaling sub-channel, and control channel access method for CR nodes;
(2) Control messages exchanged between CR nodes and CG;
(3) Transmission manner that a communication initiator uses to send control messages;
(4) CG processing strategies, especially how UCS is utilized in waveform identification. These are the primary issues that should be considered for the design of signaling mechanisms. And the time consumed for signaling and WI is an important portion of the “call set-up time” or “link establishment time”, which is one of the metrics for evaluating the performance of a CG.

Different communication initiators use different waveforms to send their requests: legacy public safety radios choose a desired CTCSS and then Push-to-Talk; P25 has its own specifications for various operations; standard IP-capable nodes follow their own mechanisms; the CR nodes send control messages (packets). When we use UCS 2.0, the average time consumed in extracting (Fc, MOD=FM) for a legacy public safety user is 600ms. After this, we need to capture another 500ms of data to determine the value of CTCSS. Thus, in order for a CG that employs UCS 2.0 to figure out the waveform pair indicators, a legacy public safety user should make the radio’s signal last at least 1.1 seconds, within which the 600ms portion can be shortened if a faster processing platform would be used, while the 500ms portion has almost no room for reduction because it depends on the resolution required to distinguish between different CTCSS tones. Next, we will address the aforementioned four issues when the communication initiator is a CR node.

According to our OTA experimental results for UCS, when the target emitter is continuously transmitting BPSK signal, the probability of successful classification is the highest amongst the other listed digital modulations under the same SNR conditions. In addition, the control messages are usually much shorter than the communication traffic messages. Thus, considering other higher-order modulations with the same symbol rate,
transmitting a control message in BPSK will not sacrifice much time. Further, at the same SNR, the performance of a BPSK coherent receiver is equivalent to a QPSK coherent receiver and better than other higher-order MPSK coherent receivers. And the demodulation of DBPSK signal is easier than other higher-order MPSK signals, which can save time on request processing. Therefore, we choose DBPSK as the modulation for control message exchange between CR and CG.

Figure 3.45: Signaling Procedure Instantiation for CR Nodes
In Section 2.3, we propose four requirements for signaling scheme design. Here, we restate them as follows.
(1) Minimal or no changes should be made to the standard systems.
(2) The waveform sent by a user should contain the necessary information for a CG to process the link establishment request.
(3) The signaling messages should be transmitted in a manner that can be recognized by a CG with high accuracy.
(4) The overhead for the signaling process should be as low as possible.
The first two requirements have been validated in Section 3.1. The latter two requirements will serve as the fundamental principles for our control message design.

From Figure 3.45 we can see that the signaling between a CR user and a CG is a three-way control message exchange process, where the “request” message is the object from which a CG can extract enough information to identify waveform pair. The “request” message should be transmitted in a manner good both for physical layer waveform recognition and for receiving the message; while the “acknowledgement” message should be transmitted in a manner good for receiving the message only. The minimum durations required for these two types of control message may be different. They are expressed by \( T_{rp} \) and \( T_{ap} \), respectively.

Generally speaking, the longer the signal lasts, the more accurate the waveform recognition results will be. In the practical experiments, we found that the physical layer waveform recognition module, configured with the parameter settings (including sampling rate, capture time) that are good for UCS demo system, cannot correctly identify the waveform parameters (including Fc, BW, MOD, Rs) from the short “request” messages. However, continuously transmitting the “request” messages is a great waste of the precious spectrum resource, and it will overwhelm the channel. Thus the CG that detects the request cannot get a chance to send response back. In most channel models with variable length messages, the probability of error-free reception diminishes in inverse proportion with increasing message length. In other words it's easier to receive a short message than a longer message. Therefore, we need to determine an appropriate “request” message duration. Because a CR node does not synchronize with a CG, a CG may not capture the complete “request” messages from a CR. The luckiest case is \( T_{rp} = T_{wi} \). The value of \( T_{wi} \) depends on the waveform identification strategy in a CG.

In a practical CG, the WR logic flow in Figure 3.4 can be implemented with different processing strategies, two of which are described and compared as follows.
The CG provides only one waveform identifier (using a USRP for data collection) to detect “requests” from waveform types A, B, and D. The waveform identifier watches the spectrum bands (e.g. 462MHz-464MHz and 762MHz-764MHz) where PUs and SUs coexist, locates the newly appeared signal, and extracts its parameters including Fc, BW (Rs), and MOD. If the incoming signal possesses the similar physical layer parametric settings as that for one of the pre-determined “request” messages, CG will configure a receiver or transceiver corresponding to the identified source waveform type and launch it for further processing; otherwise, the CG will discard this incoming signal.

**Pros:** Higher accuracy for identifying source waveform type;

**Cons:** Need to implement symbol timing, carrier synchronization, and fine classification, so more time will be consumed on the step-by-step parameter extraction, which will lead to longer service time for WR and link set-up.

The CG provides two waveform identifiers (using USRPs for data collection) to detect user “requests”. One of the waveform identifiers serves for waveform type A and B; the other one serves for waveform type D and watches only the small portion of spectrum band, which is shared by CR users for signaling. The former needs to figure out the rough estimate for Fc, BW, and modulation category (FM or CPFSK). The latter estimates only Fc, BW. If the BW is approximately equivalent to that of a pre-determined signaling channel for CR users, CG will launch a digital transceiver process to interpret the messages. If the occurred signal cannot be successfully demodulated or understood, the transceiver process will be terminated after a reasonable period of time.

**Pros:** Compared with ①, ② spends less time on physical-layer parameter extraction (no need to do symbol timing, symbol rate estimation, and carrier synchronization). Thus, the service time for WR and link set-up time will be shorter.

**Cons:** Higher false alarm probability of identifying a CR user’ request messages, and more resources consumption for WR.

If the CG adopts the processing strategy ①, the waveform identifier needs to collect data twice. Thus, \( T_{wi} \) is the time interval that is counted from the point when the waveform identifier begins to collect data for spectrum sensing to the point when the waveform identifier finishes collecting data for classification. In this case, the aforementioned equation \( T_{rp} = T_{wi} \) may not be correct. As illustrated in Figure 3.46, the two data capture periods \( T_{c1} \) and \( T_{c2} \) are separated by the spectrum sensing processing period \( T_{ss} \). Therefore, the “request” messages can be transmitted in a variety of manners to cover \( T_{c1} \) and \( T_{c2} \). It is not easy to give deterministic mathematic results to describe the acceptable transmission manner, which includes a combination of signal duration, time interval between consecutive packets, and size of an individual packet.
If the CG adopts the processing strategy ②, a rough judgement about the source waveform type is only based on Fc and BW. Thus, $T_{wi}$ will equal $T_{c1}$. The “request” message duration $T_{rp}$ should not be less than $T_{c1}$.

Next, we use some experimental data to analyze the relationship between control message and waveform identification accuracy. In the proof-of-concept prototype that will be presented in Chapter 5, we use Walkie-talkies for FRS (family radio service), E.F.Johnson 5100 P25 radios, CRs based on GNU Radio plus USRP 1.0, as well as commercial-off-the-shelf 802.11 WiFi chips and 802.3 Ethernet adapters. These are sorted into four waveform types: FRS#, EFJ#, CRN#, SNET, where SNET means standard IP network, including WiFi and Ethernet. Based on the functions described in Chapter 2 and the service process detailed in Section 3.2, we give a control message example in Table 3.10.

<table>
<thead>
<tr>
<th>Dst. ID</th>
<th>Src. ID</th>
<th>Msg. Type</th>
<th>Msg. Status</th>
<th>Comm. Target</th>
<th>Allocated channel</th>
<th>Allocated IP for src. ID</th>
<th>Allocated IP for comm. target</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 bytes</td>
<td>4 bytes</td>
<td>4 bytes</td>
<td>4 bytes</td>
<td>4 bytes</td>
<td>9 bytes</td>
<td>13 bytes</td>
<td>13 bytes</td>
</tr>
</tbody>
</table>

The above message will only be exchanged between CR nodes and CG nodes during the signaling process. Thus, the destination and source ID could be CRN# or CGN#.
Message type: RQST, RSPD, RSPP, ACKW, ACKP
Message status: REGI, CHAN, TERM, RESU
Communication target: CRN#, FRS#, EFJ#, SNET.

We adopt the signal mechanism ① and fix the setting of waveform recognition module as follows:
For PSD-based spectrum sensing:
Sampling rate: $2 \times 10 \times 200000 = 4MHz$
Capture time: 10 ms
Samples for processing: 1024

For further parameter extraction:
Sampling rate: $2 \times 200000 = 400kHz$
Capture time: 20 ms
Samples for processing: 3400

1. The control message is modulated in a 100kbps DBPSK signal. And the CG has a signal peak to average noise floor ratio around 20dB. Here we record the recognition accuracy results under different packets length and formats in Table 3.11, which gives us a rough idea that longer the signal duration is, more accurate the WR results will be.

| CG processing strategy: ① Modulation: DBPSK Bit Rate: 100kbps |
|-----------------------------------|-----------------|-----------------|-----------------|-----------------|
| Tx Power: 0dBm                     | Rx Gain: 0dBm    | SNR: 20dB       |                |
| Number of Successive Packets      | Packet length (unit: byte) | Correct Detection Rate | Number of Successive Packets | Packet length (unit: byte) | Correct Detection Rate |
| 1                                 | 29*10           | 0/20            | 5               | 29*10           | 4/20               |
| 1                                 | 29*20           | 1/20            | 5               | 29*20           | 5/20               |
| 1                                 | 29*30           | 0/20            | 5               | 29*30           | 9/20               |
| 1                                 | 29*40           | 0/20            | 5               | 29*40           | 18/20              |
| 1                                 | 29*50           | 2/20            | 5               | 29*50           | 18/20              |

2. Given the transmitter power and receiver gain under an almost unchanged propagation channel, we suppose the control message is exchanged in DBPSK with a symbol rate in the range of [32k, 40k, 50k, 64k, 80k, 100k]. The correct parameter detection rates and the average processing time consumed on parametric extraction have been recorded for different (packet number, packet length) combinations in Table 3.12 and Table 3.13. The above data were collected when no time interval is added between consecutive packets and 5 packets are transmitted in sequence. For each setting, results are based on 50 iterations of UCS processing.
Table 3.12: Correct Parameter Detection Rate (total iterations: 50)

<table>
<thead>
<tr>
<th>CG processing strategy: ① Control message modulation: DBPSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx Power: 0dBm</td>
</tr>
<tr>
<td>Symbol Rate</td>
</tr>
<tr>
<td>Number of</td>
</tr>
<tr>
<td>Successive</td>
</tr>
<tr>
<td>Packet length</td>
</tr>
<tr>
<td>29*10</td>
</tr>
<tr>
<td>29*20</td>
</tr>
<tr>
<td>29*30</td>
</tr>
<tr>
<td>29*40</td>
</tr>
<tr>
<td>29*50</td>
</tr>
</tbody>
</table>

Figure 3.47: Correct WR Rate at Different Transmission Symbol Rates for Different Packet Lengths

We can draw two conclusions from the curves plotted in Figure 3.47. (1) At a certain packet length, the data collected at different symbol rate reflects the principle shown in Figure 3.37. That is “the higher the symbol rate, the fewer the number of samples per symbol, and thus the worse the WR performance”. (2) At the same symbol rate, longer packets have longer lasting periods, the chances of a WR capturing enough date will be higher, thus more accurate the WR results will be.
Table 3.13: Average Processing Time (seconds) for Parametric Extraction (total iterations: 50)

<table>
<thead>
<tr>
<th>Number of Successive Packets:</th>
<th>Symbol Rate packet length</th>
<th>32k</th>
<th>40k</th>
<th>50k</th>
<th>64k</th>
<th>80k</th>
<th>100k</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>29*10</td>
<td>1.5011</td>
<td>1.5248</td>
<td>2.99</td>
<td>2.5515</td>
<td>2.4214</td>
<td>3.306</td>
</tr>
<tr>
<td></td>
<td>29*20</td>
<td>1.3416</td>
<td>1.168</td>
<td>1.6153</td>
<td>2.5096</td>
<td>2.0196</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>29*30</td>
<td>1.2998</td>
<td>1.1016</td>
<td>1.2828</td>
<td>1.9847</td>
<td>1.7126</td>
<td>2.3482</td>
</tr>
<tr>
<td></td>
<td>29*40</td>
<td>1.307</td>
<td>1.1718</td>
<td>1.3758</td>
<td>2.0823</td>
<td>1.9542</td>
<td>2.5584</td>
</tr>
<tr>
<td></td>
<td>29*50</td>
<td>1.292</td>
<td>1.111</td>
<td>1.3777</td>
<td>2.2324</td>
<td>1.8465</td>
<td>2.3798</td>
</tr>
</tbody>
</table>

Figure 3.48: Average WR Time at Different Transmission Symbol Rates for Different Packet Lengths

From Figure 3.48, it is obvious that the symbol rate of 40kbaud is a good value to choose. Combining the results in these two figures and the principle of “it is easier to receive a short message than a longer one”, we can choose the following parameters for “request” message transmission if the CG adopts the processing strategy (1):
- Symbol rate for control message transmission: 40kbaud
- Packet number in sequence: 5
Packet length: 29*30
Based on the transmission symbol rate and roll-off value, the bandwidth for each signaling channel can be determined. The above selection makes the bandwidth of a CR “request” signal distinguishable from that of a legacy public safety signal and that of a P25 signal.

3.7 Discussion
The success of a service process highly depends on the correct waveform identification. Higher WLI accuracy is usually obtained with a sacrifice of time, which will increase the “call set-up time” or “link set-up time”. We compared two different processing strategies for a CG’s waveform identification. To some extent, it provides a useful reference for the practical implementation of a CG system. Yet, the processing speed of current MATLAB-based UCS system cannot meet the requirement for a shorter “link set-up time”. There are a variety of methods to improve this. An example is the GPP/DSP/FPGA hybrid implementation of UCS mentioned in Section 3.4.6.

In addition, continuously running the sensor will consume lots of power, which is not practical for the battery powered terminals. Thus, power consumption will limit the mobility of CG nodes.

Appendix 3-A
Before starting the derivation, it is reasonable to make two assumptions:
(1) For MPSK and M-ary QAM, each of the M possible symbol states occurs with the same probability 1/M;
(2) Within a symbol stream, the occurrence of each symbol is independent of other symbols.
Define a sequence of discrete random variables \( N_1, N_2, \ldots, N_t, \ldots, N_L \), where \( X_i (i \in [1, L]) \) means the number of phase jump points that the occurrence of the \( i \)th symbol in the \( L \)-length symbol stream will contribute to \( N_{pjp} \). Thus, the discrete random variable \( N_{pjp} \) can be represented by:
\[
N_{pjp} = N_1 + N_2 + \cdots + N_t + \cdots + N_L
\]
The assumptions in (1) and (2) imply that \( N_1, N_2, \ldots, N_t, \ldots, N_L \) are independent, discrete random variables with the probability mass function as follows:
\[
\begin{align*}
P[N_i = 0] &= 1, \text{ when } i = 1; \\
P[N_i = 0] &= 1/M, \text{ when } i = 1 \\
P[N_i = 1] &= 1 - 1/M, \text{ when } i \in [2, L].
\end{align*}
\]
Therefore, the mean value of \( N_{pjp} \) will be:
Since $L = \left\lfloor \frac{L_s T_s}{T} \right\rfloor$, the ratio of $E[N_{pp}]$ to $L_s$ will be:

$$\frac{E[N_{pp}]}{L_s} = \left\lfloor \frac{L_s T_s}{T} \right\rfloor \cdot \frac{M - 1}{M}$$

In the real system, we usually choose an oversampling rate in the range of [3, 8], and capture several hundred or thousand of samples. Thus, it is reasonable to conclude $[T_s/T] \gg 1/L_s$, and the above equation can be approximately simplified as:

$$\frac{E[N_{pp}]}{L_s} \approx \frac{T_s}{T} \cdot \frac{M - 1}{M}$$  \hspace{1cm} (3-8)

It is worth mention that the above analysis ignores the cases where long strings of the same symbol are contained in the captured symbol stream. However, the value of $E[N_{pp}]/L_s$, derived under the restriction that the maximum allowed length of consecutively identical symbols is 3, almost equals to the result in equation (3-8).

**Appendix 3-B**

We analyze the waveforms used by legacy public safety radios and P25-compliant radios, and summarize the specific parameters in Table 3.14 and Table 3.15, respectively.

<table>
<thead>
<tr>
<th>Table 3.14: Legacy Public Safety Waveforms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform Type: Legacy Public Safety</td>
</tr>
<tr>
<td>TX</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>LINK</td>
</tr>
<tr>
<td>NET</td>
</tr>
<tr>
<td>TRAN</td>
</tr>
<tr>
<td>APPL</td>
</tr>
<tr>
<td>RX</td>
</tr>
</tbody>
</table>
Table 3.15: P25 Waveforms

<table>
<thead>
<tr>
<th>Waveform Type: P25</th>
<th>TX</th>
<th>PHY</th>
<th>Link Multiplexing: FDMA and/or TDMA (phase 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF Power level (P):</td>
<td>FM analog = P25 digital equipment, currently</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectrum (Fc):</td>
<td>VHF (136-174MHz), UHF(403-512MHz, 806-870MHz), 700 MHz (746 – 806MHz)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandwidth (BW):</td>
<td>25kHz, 12.5kHz, 6.25kHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modulation (MOD):</td>
<td>C4FM(deviation ± 1.8kHz, ± 0.6kHz), FM, CQPSK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital full channel rate: 9600 bits/s (symbol rate Rs=4.8 baud)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel coding:</td>
<td>interleaving and linear block codes such as Hamming codes, Golay codes, Reed-Solomon codes, Primitive BCH, and shortened cyclic codes.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LINK</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NET</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRAN</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APPL</td>
<td>voice (unit call, group call), data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RX</td>
<td>Similar as the format for TX</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 4: Waveform Transformation and Link Scheduling

CGs are capable of handling multiple non-overlapping links concurrently. In this chapter, we will detail the waveform transformation procedure for different waveform pairs and present the schemes for resource management and link scheduling.

4.1 Waveform Transformation

In a cognitive gateway, waveform transformation (WT) is the last step of the link establishment process. In this section, we will describe how WT is achieved for the variety of waveform pairs. The resources (including hardware, software, and channels) required for WT of waveform pairs, together with the link priority which will be addressed in a later section, constitute the major factors that determine the link control and scheduling scheme in a CG. Therefore, this chapter starts with WT.

4.1.1 WT Categorization

Recall that our definition to waveform is based on the five-layer TCP/IP protocol model. Thus, WT can also be called protocol conversion. The heterogeneity of communication nodes results in the variety of waveform pairs, which means that the difference between the source waveform and the destination waveform can lie in any layers of the protocol stack. In a practical system, the implementation of WT for various waveform pairs may differ. Considering the four waveform types (legacy public safety, P25, IP-based, and CR) of interest, we enumerate all the possible waveform pairs and roughly sort their corresponding WT into four categories. The details are illustrated in Table 4.1, where (1) the red solid circle stands for WT at the physical layer, (2) the purple solid triangle stands for WT up to the link layer, (3) the blue solid square denotes WT up to the network layer, (4) the yellow 5-point star means WT up to the application layer, and (5) the green solid diamond represents WT which degenerates into the communication enabled by a CR’s waveform adaptation to its communication object.

Table 4.1: Waveform Transformation Categorization

<table>
<thead>
<tr>
<th>Source Waveform Type</th>
<th>Destination Waveform Type</th>
<th>A: Legacy public safety</th>
<th>B: P25</th>
<th>C: WiFi or Ethernet</th>
<th>D: Cognitive radio</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Legacy public safety</td>
<td>A↔A</td>
<td>A→B</td>
<td>A→C</td>
<td>A→D</td>
<td></td>
</tr>
<tr>
<td>B: P25</td>
<td>B→A</td>
<td>B↔B</td>
<td>B→C</td>
<td>B→D</td>
<td></td>
</tr>
<tr>
<td>C: WiFi or Ethernet</td>
<td>C→A</td>
<td>C→B</td>
<td>C↔C</td>
<td>C→D</td>
<td></td>
</tr>
<tr>
<td>D: Cognitive radio</td>
<td>D→A</td>
<td>D→B</td>
<td>D→C</td>
<td>D↔D</td>
<td></td>
</tr>
</tbody>
</table>
Next, we will detail how the first four types of WT are implemented in a practical CG prototype. This CG is built on a host which is running the Linux Ubuntu Operating System (OS), is installed with GNU Radio, and is equipped with a WiFi chip, an Ethernet adaptor and multiple USRPs.

### 4.1.2 WT at the Physical Layer

When the WT happens only at the physical layer, a CG acts as a physical layer gateway. From another perspective, WT can be sorted into three modes: analog ↔ analog, analog ↔ digital, and digital ↔ digital. Figure 4.1 reappears an example of analog ↔ analog gateway, where the source waveform may differ from the destination waveform in carrier frequency, bandwidth and CTCSS. In such a case, the WT can be implemented by cross-linking two analog transceivers as shown in Figure 4.2.

*Waveform Transformation – Physical Layer Analog Gateway*

**Example:**
Interoperate between different legacy PS departments

<table>
<thead>
<tr>
<th>Dept. A</th>
<th>Dept. B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>Application</td>
</tr>
<tr>
<td>Physical</td>
<td>Physical</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source: Legacy PS Dept. A</th>
<th>Local forwarding table</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTCSS</td>
<td>Dest. Waveform type</td>
</tr>
<tr>
<td>1→Dept. B</td>
<td>A</td>
</tr>
<tr>
<td>2→Dept. C</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
</tr>
<tr>
<td>4</td>
<td>C</td>
</tr>
<tr>
<td>5</td>
<td>D</td>
</tr>
<tr>
<td>6→Dept.A</td>
<td>ignore</td>
</tr>
</tbody>
</table>

**Figure 4.1:** Instantiation of a Physical Layer Analog ↔ Analog Gateway (one-way)
The above architecture was initially developed to bridge two push-to-talk FM radios with different bandwidths and carrier frequencies in the gateway mode of a PSCR. Later the CTCSS function was added. Basically, this gateway employs two pairs of transmitter (TX) paths and receiver (RX) paths for waveform 0 and waveform 1, respectively. Each transceiver needs a USRP daughter board, covering the desired frequency. We use the transceiver daughter board displayed in Figure 4.3 [108]. There are two options for using this board as a RF transceiver. (1) Connecting one antenna to the single TX/RX port for both transmitting and receiving, and enabling the automatic TX/RX switching mode, we can make the gateway in Figure 4.2 work in “half-duplex”. This means two one-way communication links (i.e. RX0 $\rightarrow$ TX1 and RX1 $\rightarrow$ TX0) cannot work simultaneously. But it is acceptable because the radios operate at the push-to-talk mode. In addition, the automatic TX/RX switching function is quite useful for the CSMA-based packet transmission. (2) Connecting antennas to both TX/RX and RX2 ports, and using the TX/RX port for transmitting and the RX2 port for receiving make a “full-duplex” mode possible. But we did not use this mode in our experiments.

Figure 4.2: Flow-graph of a Physical Layer Analog $\leftrightarrow$ Analog Gateway

Figure 4.3: USRP RFX900 Transceiver Daughterboard. Reprinted, with permission from Ettus Research LLC.  
*Figure Source: reference [108]*
The software part was built on the basis of GNU Radio modules. The output of demodulator 0 is fed into the input of modulator 1, and vice versa. GNU Radio based implementation provides a great reconfigurability; thus it is not difficult to make the gateway architecture to accommodate different waveforms. Probe 0 and Probe 1 are used to detect energy at channel 0 and channel 1, respectively. According to the carrier sensing results, the four paths, which are abbreviated as TX0, RX0, TX1, and RX1, are controlled by a MAC illustrated in Figure 4.4 to establish target links or terminate the flow-graph. The control of paths is facilitated by setting the corresponding USRP sub-device in “enable” or “disable” state and adjusting the gain values for the LNAs and amplifiers. For this gateway, at each time, only two of the four paths can simultaneously run. The possible combinations include RX0 & RX1, RX0&TX1, and RX1&TX0.

A USRP mother board can hold two daughter boards. The two daughter boards required for a physical layer analog ↔ analog gateway can dwell in the same mother board or different mother boards. It is important to note that once one side of a USRP is running, you cannot configure the other side unless you stop the running side.

**4.1.3 WT up to the Link Layer**

For the digital gateway cases, we let each CR node have an internal IP address (for example, a Class C IPv4 address like 192.168.200.1) allocated by the CG which the CR is affiliated with. The IP address is bound with a TUN/TAP [109] interface which is displayed as “gr#” in the operating system. The protocol stack architecture of a CR is shown in Figure 4.5, where the TUN/TAP are virtual network drivers that provide a
tunnel between the upper layers implemented in an operating system and the lower layers implemented by a user-space program – GNU Radio. Specifically, payload from upper layers is encapsulated into packets and “sent by an OS via a TUN/TAP device are delivered to a user-space program that attaches itself to the device. A user-space program may also pass packets into a TUN/TAP device. In this case, TUN/TAP device delivers these packets to the OS network stack, thus emulating their reception from an external source” [59].

The above protocol stack model implies that the WT may go through all the layers. Up to the link layer WT usually happens when two CR nodes belonging to the same subnet such as 192.168.200.0/24 want to communicate with each other, but they use different parameter settings at the physical layer. Figure 4.6 instantiates a digital ↔ digital gateway for this case.

Waveform Transformation
– Up to Link Layer Digital Gateway

Example: CR1 Digital Mode ↔ CR2 Digital Mode
Fc1≠Fc2, Rs1=Rs2, MOD1≠MOD2

Figure 4.6: Instantiation of an up to Link Layer Digital ↔ Digital Gateway (one-way)
To implement an up to link layer digital ↔ digital WT, we need to set up two digital transceivers as shown in Figure 4.7, both of which adopt the CSMA MAC protocol. In addition, we use four files (or buffers, or memories). “Ch0_Rx_payload” and “Ch1_Tx_payload” are accessed when the signal flows from Side 0 to Side 1. When Side 0 receives payloads, it first stores these payloads into “Ch0_Rx_payload” as a backup, then accumulates them in a string variable called “to_be_relayed_payload”, once “Ch1_Tx_payload” has been emptied by Side 1 the content of this string variable will be written into “Ch1_Tx_payload”, and then the variable “to_be_relayed_payload” will be set as an empty string to accept new payloads received by Side 0; when Side 1 detects that the size of “Ch1_Tx_payload” has increased to a threshold value, it will read the payloads from the file and send them in the format of waveform 1 once channel 1 is clear. When the signal flows from Side 1 to Side 0, the process of accessing “Ch1_Rx_payload” and “Ch0_Tx_payload” is similar to the foregoing explanation. The backup files -“Ch0_Rx_payload” and “Ch1_Rx_payload”- are necessary when the transmission rates of two sides are different. (When choosing the per-hop waveform, it is better if the bit rates at the two sides are the same.) In addition, if the sizes of these two files will remain unchanged within a pre-set time threshold, the two sides can break from their MAC loops. These files will be deleted after the application (waveform 0 ↔ waveform 1) is over. The MAC main loop at Side 0 is illustrated by the FSM in Figure 4.8.

We need two transceiver daughter boards to implement the aforementioned digital gateway. Currently, we run two processes for Side 0 and Side 1, respectively. And the USRP sub-device configuration for each side is made separately. Therefore, these two daughter boards should dwell in different mother boards. Otherwise, errors will occur.
4.1.4 WT up to the Network Layer

If a CR node (e.g. CR1) wants to communicate with another CR node (e.g. CR2) out of the subnet it belongs to or with a standard IP node (WiFi [110] or Ethernet) which is within or beyond the subnet CR1 belongs to, WT up to the network layer will happen in a CG. The achievement of such a gateway benefits from the convenience provided by the Linux OS. The Linux kernel supports the prevalent TCP/IP protocol. In particular, it provides handy commands for the user to revise routing tables and iptables [111] to bridge different network interfaces. Taking the advantages of a Linux OS, Silvius et al [112] have successfully implemented and demonstrated CWT Smart Radio 2008 architecture’s ability to configure and control multiple adapter types, including 802.11 WiFi (wlan#), 802.15.1 Bluetooth (pan#), 802.3 Ethernet (eth#), and USRP plus GNU
Radio (gr#), as well as bridging wlan#, pan#, eth#. Silvius and Rangnekar’s work [113] about bridging different network interfaces has been applied to a cognitive gateway system. We successfully bridge gr# and eth#, and two different “gr” interfaces such as gr0 and gr1. Figure 4.9 instantiates the process of a CR node browsing the CWT webpage via a CG.

In Figure 4.10, two CR nodes belonging to different subnets (e.g. 192.168.100.0/24 and 192.168.200.0/24) communicate with each other via the relay of a CG. They may use different parameter settings at the physical layer. The WT for this case is simple. The CG launches two independent digital transceiver flow-graphs, which are configured to accommodate waveform 0 and waveform 1, respectively. Thus, the CG will have two “gr” interfaces. The CG needs to bridge gr0 and gr1 in the iptables. For those CR nodes, they should follow the principle presented in Section 2.3: “for each subnet using this CG, if a node within one subnet wants to send data to another node belonging to a different subnet, it only needs to send the data to the CG which can reach the desired destination”. Therefore, the CR nodes need to revise their routing tables. Table 4.2 shows the routing tables for CR nodes and the CG.
Table 4.2: Linux Kernel IP Routing Tables

<table>
<thead>
<tr>
<th>Node</th>
<th>Destination</th>
<th>Gateway</th>
<th>Genmask</th>
<th>Flags</th>
<th>Metric</th>
<th>Ref</th>
<th>Use</th>
<th>Iface</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR1 192.168.100.2</td>
<td>192.168.100.0</td>
<td>0.0.0</td>
<td>255.255.255.0</td>
<td>U</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>gr0</td>
</tr>
<tr>
<td></td>
<td>0.0.0.0</td>
<td>192.168.100.1</td>
<td>0.0.0.0</td>
<td>UG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>gr0</td>
</tr>
<tr>
<td>CG 192.168.100.1</td>
<td>192.168.200.0</td>
<td>0.0.0</td>
<td>255.255.255.0</td>
<td>U</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>gr0</td>
</tr>
<tr>
<td></td>
<td>128.173.88.0</td>
<td>0.0.0.0</td>
<td>255.255.252.0</td>
<td>U</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>eth0</td>
</tr>
<tr>
<td></td>
<td>169.254.0.0</td>
<td>0.0.0</td>
<td>255.255.0.0</td>
<td>U</td>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>eth0</td>
</tr>
<tr>
<td></td>
<td>0.0.0</td>
<td>128.173.88.1</td>
<td>0.0.0</td>
<td>UG</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>eth0</td>
</tr>
<tr>
<td>CR2 192.168.200.1</td>
<td>192.168.200.0</td>
<td>0.0.0</td>
<td>255.255.255.0</td>
<td>U</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>gr0</td>
</tr>
<tr>
<td></td>
<td>0.0.0.0</td>
<td>192.168.200.1</td>
<td>0.0.0.0</td>
<td>UG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>gr0</td>
</tr>
</tbody>
</table>

4.1.5 Voice over IP

Ge et al [114] implemented a simply half-duplex Voice over IP (VoIP) function via UDP sockets. The flow-graph for implementing such a VoIP connection is illustrated in Figure 4.11. Although the quality of service (QoS) cannot be guaranteed, this relaying method provides a convenient solution to increasing the voice communication range. This type of WT is also necessary in a CG system.
The implementation of various WT in a CG has created necessary conditions to achieve the objectives proposed in Section 2.1. The four types of WT detailed in this section primarily employ inexpensive devices – USRPs and flexible open source toolkit – GNU Radio. As a summary of this section, we list the hardware & software resources required for each type of WT in Table 4.3, which will serve as an important basis for resource management and decision making.

Table 4.3 : Hardware & Software Resources Required for WT

<table>
<thead>
<tr>
<th>WT Type</th>
<th>Hardware (for two ways)</th>
<th>Software (for two ways)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Layer Analog ↔ Analog WT</td>
<td>Two USRP daughter boards, one or two mother board(s)</td>
<td>analog gateway path in Figure 4.2</td>
</tr>
<tr>
<td>Up to Link Layer Digital ↔ Digital WT</td>
<td>Two USRP daughter boards, two mother boards</td>
<td>Two digital transceiver paths (Figure 4.7) with the MAC in Figure 4.8</td>
</tr>
<tr>
<td>Up to Network Layer Digital ↔ Digital WT</td>
<td>One USRP daughter board, one mother board; WiFi chip or Ethernet adaptor</td>
<td>One digital transceiver path with a CSMA MAC and a TUN/TAP</td>
</tr>
<tr>
<td>(CR ↔ Standard IP node)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to Network Layer Digital ↔ Digital WT</td>
<td>Two USRP daughter boards, two mother boards</td>
<td>Two digital transceiver paths, each of which uses a CSMA MAC and a TUN/TAP (Figure 4.10)</td>
</tr>
<tr>
<td>(2 CRs from 2 subnets)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to Transport Layer Analog ↔ Digital WT</td>
<td>One USRP daughter board, one mother board; WiFi chip or Ethernet adaptor</td>
<td>One analog transceiver path and UDP socket (Figure 4.11)</td>
</tr>
</tbody>
</table>

Figure 4.11 : Voice over IP – an up to Transport Layer Gateway (one-way)
4.2 Resource Management and Scheduling

One of the databases serving a CG is the system resource database. In this section, we emphasize the management for multiple USRPs.

Each USRP mother board has a unique serial number (i.e. SN), while each USRP2 [115] has a MAC address. Table 4.4 records the parameters and status of the USRPs connected to a CG host. Assume the host has 5 USB ports. Different from the USRP2, a USRP is connected to a host via the USB2.0 port. The full throughput between a USRP and the host is 32Mbps. With a regular hardware settings for the host, the USB bandwidth will be shared by the multiple USRPs.

<table>
<thead>
<tr>
<th>USRP Mother Board #</th>
<th>Serial Number (i.e. SN#)</th>
<th>Side</th>
<th>Daughter Board Type</th>
<th>Frequency range (MHz)</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1318</td>
<td>45e4e356</td>
<td>A (0,0)</td>
<td>rfx400</td>
<td>400 ~ 500</td>
<td>in use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B (1,0)</td>
<td>rfx400_mod1_00</td>
<td>183 ~ 220</td>
<td>idle</td>
</tr>
<tr>
<td>1225</td>
<td>45cb95e9</td>
<td>A (0,0)</td>
<td>rfx400_mod1_01</td>
<td>345 ~ 460</td>
<td>in use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B (1,0)</td>
<td>rfx400_mod1_11</td>
<td>395 ~ 532</td>
<td>idle</td>
</tr>
<tr>
<td>1227</td>
<td>45ccc76d</td>
<td>A (0,0)</td>
<td>rfx400_mod2</td>
<td>140 ~ 180</td>
<td>idle</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B (1,0)</td>
<td>rfx400_mod3</td>
<td>703 ~ 973</td>
<td>in use</td>
</tr>
<tr>
<td>1224</td>
<td>45cb9599</td>
<td>A (0,0)</td>
<td>rfx900</td>
<td>800 ~ 1000</td>
<td>in use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B (1,0)</td>
<td>rfx1800</td>
<td>1500 ~ 2100</td>
<td>idle</td>
</tr>
<tr>
<td>1234</td>
<td>45e4e466</td>
<td>A (0,0)</td>
<td>rfx1800_mod1</td>
<td>1770 ~ 2550</td>
<td>idle</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B (1,0)</td>
<td>rfx2400</td>
<td>2300 ~ 2900</td>
<td>idle</td>
</tr>
</tbody>
</table>

Once a waveform pair has been identified, keeping the knowledge of Table 4.3 “in mind”, the CG will check Table 4.4 to see whether the required board(s) is available or not. The above table facilitates automatic sub-device selection and the unique SN provides great convenience for hardware configuration.

CGs need to handle the communication links for different waveform pairs (refer to Table 4.1). In addition, a CG may need to process multiple applications with limited resources. Thus, an appropriate link scheduling strategy should be designed for the heterogeneous applications to access a CG’s resources. For the purpose of link scheduling, we roughly determine the link priorities as shown in Table 4.5.
Next we will address the resource sharing mechanisms and model a CG’s service process for performance evaluation. Our proposed CG is a typical differentiated service (DiffServ) system. DiffServ, first published by the IETF (Internet Engineering Task Force) in RFC 2475 [50, 116, 117], is the primary network layer Quality of Service (QoS) mechanism used by routers in modern IP networks. The DiffServ architecture specifies a simple, scalable and coarse-grained mechanism for classifying, managing heterogeneous network traffics and providing QoS guarantees. It consists of edge functions for packet classification and traffic conditioning, which is illustrated in Figure 4.12 [50, 116], and core function of forwarding. The DiffServ architecture is instantiated in Figure 4.13.

Specifically, the edge routes provide per-flow traffic management. The classifier sorts packets into different “classes” based on the values of packet header fields. Packets from different “classes” will be marked differently. If an end user has agreed to conform to a declared traffic profile, which might contain packet-sending rate limit, peak rate limit etc, the intra-class flow will be marked as “in-profile” or “out-of-profile” after being
compared with the negotiated traffic profile by the metering function. The in-profile packets should receive their priority marking and ensured forwarding service, but whether the out-of-profile packets should be delayed, remarked, dropped, or forwarded depends on the employed policy, which is not specified in the DiffServ. The core routers provide per-class traffic management. They perform the per-hop behavior (PHB) [116, 118], including buffering and scheduling packets transmission based on marking at edge. PHB results in a different observable forwarding performance behavior, but it does not specify what mechanisms to use to ensure required PHB performance behavior.

**Figure 4.13: Instantiation of a DiffServ Architecture in Ethernet**

Recalling our description of a CG in Chapter 2 and Chapter 3, the components of a CG function analogous to the elements of a DiffServ architecture for IP networks. Their mapping relationship is enumerated in Table 4.6.

<table>
<thead>
<tr>
<th>DiffServ Architecture</th>
<th>Cognitive Gateway</th>
</tr>
</thead>
<tbody>
<tr>
<td>arriving packets</td>
<td>user requests (analog signal or digital packets)</td>
</tr>
<tr>
<td>classifier</td>
<td>waveform identifier</td>
</tr>
<tr>
<td>marker + meter</td>
<td>scenario analyzer</td>
</tr>
<tr>
<td>shaper/dropper</td>
<td>Partial of center controller</td>
</tr>
<tr>
<td></td>
<td>+ decision maker</td>
</tr>
<tr>
<td>per-hop behavior (PHB)</td>
<td>center controller + decision maker</td>
</tr>
<tr>
<td></td>
<td>+ waveform transformation</td>
</tr>
</tbody>
</table>
In order to provide satisfying QoS for the heterogeneous users, the network planner not only needs to make a reasonable geographical layout of CG nodes but also needs to arrange appropriate number of CG nodes to provide link establishment service. To determine the number of CG nodes, we first need to make clear the service capability of a single CG node. Next, we will use queuing theory to approximately model the service process in a CG. A CG can be described as a two-stage queuing system [119-121]. The first-stage queue occurs in the waveform identifier and the second-stage queue happens before waveform conversion. In the first queue, the customers are “requests” from different clients, and they are served by the waveform identifier(s). In the second queue, the customers are “applications” (i.e. waveform pairs) which have been marked with waveform transformation classes according to Table 4.1 and priorities based on Table 4.5, and they wait for the waveform transformation service.

Our discussion is detailed as follows.

(1) In the sharable spectrum band of a CG’s interest, there are $N_{ch,pu}$ 25kHz-wide channels for the primary users (PUs) to transmit voice by analog FM, $N_{ch,suc}$ 200kHz-wide channels for the secondary users (SUs, i.e. CR users) to communicate, and $N_{ch,sus}$ 40kHz-wide channels for the SUs to exchange signaling messages with the CG by DBPSK. For the PUs, the parameters including Fc, BW, and MOD are fixed; for the SUs, the MOD and BW for signaling are based on the results in Section 3.6, and the BW for communications is an experimental value good enough for the applications like MP3 music streaming, web browsing, FTP, and text message chatting.

(2) A CG provides two waveform identifiers (each of which uses one USRP1.0 for data collection) to detect user “requests”. One of the waveform identifiers serves for PUs and the other one focuses on the signaling messages for SUs. The reason for using two waveform identifiers lies in the quite different processing for their requests. CR users send different types of requests for different purposes, and only the link establishment requests may lead to “applications” that will compete for the limited hardware resource (we emphasize available USRP boards, the number of which is limited by that of USB ports). Thus, both of the two waveform identifiers will be a single-server queue, where weighted fair queuing (WFQ) [50] discipline is employed, as shown in Figure 4.14. At each running iteration, the waveform identifier serving PUs captures data covering the band where the PUs send requests. Since the band is shared by PUs and SUs, the waveform identifier may also detect the communication signals from SUs. It discards these signals and focuses on PU signals. The judgment is simply based on center frequency and bandwidth. For the captured PU signals of interest, a WFQ scheduler will serve different channels in a circular manner (channel 1→channel 2→…→channel
WFQ also follows the work-conserving queuing discipline, which means “immediately move to the next channel in the service process when it finds an empty channel queue”. WFQ will assign each channel queue a weight \( w_i \). It means during any period of time, channel \( i \) will be guaranteed to receive a fraction of service equivalent to \( w_i / \sum_{i=1}^{N_{ch,pu}} w_i \). In our case, these PU channels have the same priority, hence \( w_1 = w_2 = \ldots = w_{N_{ch,pu}} \). It is important to notice that the channel queues are dynamic because a PU will not always send its request and the waveform identifier is not continuously collecting data. The waveform identifier service queue for SUs’ requests can be also described by the model in Figure 4.14 [50].

(3) Currently, the WT for different waveform pairs competes for a limited number of USRPs. We still adopt a WFQ system for service access. But the weights for different of waveform pairs are assigned on the basis of their WT classes and link priorities. In addition, the number of servers rests on the number of USRPs which cover the desired frequency range. The queue system for this stage is modeled in Figure 4.15 [50].

![Figure 4.14: Weighted Fair Queuing (WFQ) for a Single-server Waveform Identifier](image)

The WT queue in Figure 4.15 exploits the leaky bucket mechanism, which has been used in the Internet to police packet flows. In our system, a CG may block some of the link setup requests from PUs and SUs if the application queue is beyond the CG’s service capability. For example, a CG may respond to a CR user’s link setup request with an indication for “busy” after checking its resource table and link status table. Then, the CR user has the right to choose waiting, sending request later, or seeking for service from other available CGs.

In the next chapter, we will evaluate a CG system’s performance based on the queuing models in Figure 4.14 and Figure 4.15.
4.3 Conclusion and Discussion

In this chapter, we detail the waveform transformation (WT) processes for different waveform pairs, model a CG as a Differentiated Service (DiffServ) system, and describe the service processes in a CG by Weighted Fair Queuing (WFQ) with leaky bucket policing. The content addressed in this chapter is based on the implementation platforms of multiple USRP 1.0 units. The service capability of the CG has been greatly limited by the per-link based WT method. One USRP 1.0 board cannot serve for more than one waveform pair; thus the number of USRP 1.0 boards connected to a CG host actually sets a hard limit for the capacity of the CG. A possible improvement method is using multicarrier modulation like OFDM to send multiple users’ packets simultaneously. In addition, link layer cognition of a CG can be achieved by developing an algorithm to choose the optimal parameter combinations for link scheduling, for example the weights for different application classes in WFQ. An extended CG loop with link layer optimization is shown in Figure 4.16.
Figure 4.16: Extended CG Functional Loop with Link-layer Optimization
Chapter 5: Prototype and Performance Evaluation

In this chapter, we will first introduce the cognitive gateway (CG) prototype implemented on the basis of GNU Radio plus multiple USRPs, and next give the system performance data measured from the over-the-air (OTA) experiments in a laboratory environment. In addition, we model a cognitive gateway as a two-stage tandem queue and derive its theoretical performance using queuing theory.

5.1 Over-The-Air Prototype

Recall that when we introduced the CG design objective in Section 2.1, we extracted the “source-CG-destination” snapshot, where different types of nodes and links are denoted by dots and lines with different colors. CGs are colored in orange. Conventional public safety radios, P25-compliant radios, standard IP-based nodes, and user-developed cognitive radio nodes (CRNs) are colored in blue, red, violet, and green, respectively. The link between a client and a CG has the same color as the client because the link employs the waveforms supported by the client and the CG adopts the client’s preference. We have set up different OTA experiments (from Figure 5.1 to Figure 5.3) to validate the proposed functionalities for CG. In these figures, we also provide the “dots and lines” connections for the corresponding setups.

Figure 5.1 shows the OTA experiment setup when an FRS radio acts as a communication initiator, which is indicated by a blue arrow. With this setup, we have successfully tested the following functions.

(1) CGN1 (i.e. cognitive gateway node 1) is able to extract the CTCSS value from the signal emitted by an FRS Walkie-Talkie, which operates at the 462MHz band.
(2) Based on the specific CTCSS value, CGN1 sets up the corresponding peer-to-peer links between the waveform pairs including:
   - FRS Walkie-Talkie and EFJ P25 portable radio (analog mode), which works at the 774~776MHz band;
   - FRS Walkie-Talkie and WiFi node;
(3) CRN1 and CRN2, which are allowed to dynamically share the spectrum band of 462~464MHz with FRS radios, register to CGN1 by control message exchanges.
(4) The FRS radio wants to broadcast voice messages to the cognitive radio nodes. CGN1 identifies the request from this FRS radio, and informs both CRN1 and CRN2 that they should turn to the analog FM mode and listen on the channel where the FRS radio works.
When a cognitive radio node acts as a communication initiator, the OTA experiment in Figure 5.2 has been set up to test the functions of implemented CG and CR nodes. The testing scenarios and corresponding steps are listed as follows.

**Scenario 1**: CRN1 ↔ CRN2, same subnet, same \((F_c, M, R_s)\)

1. CRN1 randomly chooses a clear control channel and broadcasts its request for registration.
2. CGN1 detects the registration request from CRN1, and sends CRN1 the registration response messages containing its ID, which is “CGN1” in this case.
3. CRN1 gets the response from CGN1, and sends CGN1 the registration acknowledgement (ACK) messages. Then CRN1 will stay at the control channel and listen.
4. CGN1 adds an entry for CRN1 in its user database after receiving the ACK messages from CRN1.
5. CRN1 wants to communicate with CRN2. It randomly chooses a clear control channel and sends its request for link establishment to CGN1. The request includes CRN1’s preference for communication channels \((F_c)\), modulations \((M)\), and symbol rates \((R_s)\).
6. CGN1 receives the link establishment request from CRN1, but it does not find CRN2 in its user database. Then, CGN1 informs CRN1 that CRN2 is not in service yet.
7. CRN2 registers to CGN1. The registration procedure follows the steps from (1) to (4).
(8) CRN1 requests to communicate with CRN2 again.
(9) CGN1 gets the request from CRN1. It first inquires CRN2’s preference for communication Fc, MOD, and Rs. After receiving CRN2’s response, if CGN1 finds a combination of (Fc, MOD, Rs) acceptable for both CRN1 and CRN2, it will inform them of the common combination and allocate internal IP addresses to them. Meanwhile, CGN1 records the link information.
(10) CRN1 and CRN2 get the response messages from CGN1. After sending ACK messages to CGN2, they configure themselves for the common waveform and start to communicate.
(11) An FRS radio begins to emit a signal on the channel used by CRN1 and CRN2. Both CRN1 and CRN2 detect its presence and immediately terminate the communication. Since the communication between CRN1 and CRN2 has not been finished yet, they randomly choose clear channels to send requests for communication resumption. These request messages include the updated information about (Fc, MOD, Rs).
(12) CGN1 receives the requests for communication resumption. But it cannot find a combination of (Fc, MOD, Rs) acceptable for both CRN1 and CRN2. Then, the procedure goes to Scenario 2.

Figure 5.2: OTA Experiment Setup When a CGN is a communication initiator
Scenario 2: CRN1 ↔ CGN1 ↔ CRN2, same subnet, different (Fc, MOD, Rs)
(13) CGN1 determines the (Fc, MOD, Rs) combinations, which will be used between CRN1 ↔ CGN1 and between CGN1 ↔ CRN2, respectively. If the required USRPs are available, CGN1 informs CRN1 and CRN2 of the (Fc, MOD, Rs) and sets up the up-to-link layer digital gateway after getting their ACK messages. Meanwhile, the link table will be updated.
(14) Similar to (10), but CRN1 and CRN2 reconfigure themselves at different waveforms.
(15) CRN1 and CRN2 finish their communications. Both of them request CGN1 to terminate the bridge and release the occupied resources.
(16) CGN1 stops the link, releases the resources, updates user database and link table, and sends response messages.

Scenario 3: CRN1 ↔ CGN1 ↔ CRN3, different subnets, different (Fc, MOD, Rs)
(17) CRN3 registers to CGN1.
(18) CRN1 requests to communicate with CRN3.
(19) CRN1 and CRN3 work in different spectrum bands and they are located far away from each other. CGN1 will do similar things as in step (13). But the internal IP addresses allocated to CRN1 and CRN3 belong to different subnets. So CGN1 sets up an up-to-network-layer gateway.
(20) Same as (14)~(16).

Scenario 4: CRN1 ↔ CGN1 ↔ SNET (i.e. WiFi node or Ethernet node)
(21) CRN1 requests to communicate with a WiFi node.
(22) CGN1 will do the similar things as in step (13). It sets up a network layer gateway by configuring its routing table and iptable.
(23) The procedure for communication and link termination is similar to (14)~(16).
(24) CRN1 requests to browse a global Internet webpage.
(25) The procedure of link establishment is similar to (22).
(26) The procedure of communication and link termination is similar to (14)~(16).

Figure 5.3 instantiates a multi-hop case, where CRN1 accesses the Internet via two cognitive gateway nodes (i.e. CGN1 and CGN2). In this setup, CRN1 registers to CGN1 and requests to browse Internet web pages. CGN1 does not have a direct Ethernet connection, but it knows CGN2 is able to directly access Internet. Since we have not implemented the multi-hop routing algorithm among CGs, in the experiments we preset the routes via CGN2 in CGN1’s routing table. When CGN1 identifies the request from CRN1, it uses the similar signaling messages exchanged between CRN and CGN to request CGN2 to bridge “gr” and “eth” interfaces. Meanwhile, CGN1 establishes the up-to-network gateway. Thus, CRN1 is able to access Internet via CGN1 and CGN2.
5.2 Miscellaneous Implementation Details

The control messages exchanged between CRN and CGN during the signaling processes for different scenarios have been summarized in Table 5.1. The given messages can also be used between CG nodes. The control message format in Table 5.1 is a little bit different from that shown in Table 3.10. The major difference lies in the “communication channel preference” field. For example, when CRN1 contains “100100101” in this field of its request message for communication with CRN2, it means CRN1 operates at band 1 and the communication channels numbered “1”, “3” and “6” will be acceptable for communications. In the experiment, we let band 1 start from 462MHz, and assign up to eight communication channels for CR nodes, each of which has a bandwidth of 200kHz. The meaning of the “communication channel preference” field is explained in Table 5.2. Since it is impossible for a CG node to sense all the channel occupancy conditions surrounding those CR nodes who register to this CG, a CG needs to collect the channel availability information from both the communication initiator and the recipient. The method given in Table 5.2 is convenient for the channel negotiation in a CG. The common channels can be selected by a simple logic “AND” operation.
### Table 5.1: Control Messages Exchanged between CRN and CGN

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Register</strong></td>
<td></td>
<td>CRN1Æ CRN1</td>
<td>FFFF</td>
<td>CRN1</td>
<td>RQST</td>
<td>REGI</td>
<td>0000</td>
<td>0000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>RSPD</td>
<td>REGI</td>
<td>0000</td>
<td>0000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CGN1</td>
<td>CRN1</td>
<td>ACKW</td>
<td>REGI</td>
<td>0000</td>
<td>0000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 1</strong>: the desired destination CRN2 is not in service (i.e. CRN2 has not registered yet per CGN1’s knowledge)</td>
<td>CRN1Æ CGN1</td>
<td>CGN1</td>
<td>CRN1</td>
<td>RQST</td>
<td>CHAN</td>
<td>CRN2</td>
<td>100100101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>RSPD</td>
<td>CHAN</td>
<td>CRN2</td>
<td>FFFFFFFF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>ACKW</td>
<td>CHAN</td>
<td>CRN2</td>
<td>FFFFFFFF</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 2</strong>: CRN2 has registered to CGN1, but it is in communication.</td>
<td>CRN1Æ CGN1</td>
<td>CGN1</td>
<td>CRN1</td>
<td>RQST</td>
<td>CHAN</td>
<td>CRN2</td>
<td>100100101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>RSPD</td>
<td>CHAN</td>
<td>CRN2</td>
<td>BBBBBBBB</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>ACKW</td>
<td>CHAN</td>
<td>CRN2</td>
<td>BBBBBBBB</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 3</strong>: CRN1 ↔ CRN2 Both CRN1 and CRN2 registered to CGN1, and they belong to the same subnet. There is a common channel they can use for direct comm.</td>
<td>CRN1Æ CGN1</td>
<td>CGN1</td>
<td>CRN1</td>
<td>RQST</td>
<td>CHAN</td>
<td>CRN2</td>
<td>100100101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN2Æ CGN1</td>
<td>CRN2</td>
<td>CGN1</td>
<td>RSPD</td>
<td>CHAN</td>
<td>CRN1</td>
<td>101100001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>ACKW</td>
<td>CHAN</td>
<td>CRN2</td>
<td>101000001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>RSPP</td>
<td>CHAN</td>
<td>CRN2</td>
<td>100000001</td>
<td>192.168.100.2</td>
<td>192.168.100.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN2Æ CGN1</td>
<td>CRN2</td>
<td>CGN1</td>
<td>ACKP</td>
<td>CHAN</td>
<td>CRN1</td>
<td>100000001</td>
<td>192.168.100.3</td>
<td>192.168.100.2</td>
</tr>
<tr>
<td><strong>Case 4</strong>: CRN1 ↔ CGN1 ↔ CRN2 Both CRN1 and CRN2 registered to CGN1, and they belong to the same subnet. There is no common channel they can use for direct comm. But they can comm. via CGN1.</td>
<td>CRN1Æ CGN1</td>
<td>CGN1</td>
<td>CRN1</td>
<td>RQST</td>
<td>CHAN</td>
<td>CRN2</td>
<td>100100101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN2Æ CGN1</td>
<td>CRN2</td>
<td>CGN1</td>
<td>RSPD</td>
<td>CHAN</td>
<td>CRN1</td>
<td>101100001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>ACKW</td>
<td>CHAN</td>
<td>CRN2</td>
<td>101001000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN1Æ CGN1</td>
<td>CRN1</td>
<td>CGN1</td>
<td>RSPP</td>
<td>CHAN</td>
<td>CRN2</td>
<td>100000001</td>
<td>192.168.100.2</td>
<td>192.168.100.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRN2Æ CGN1</td>
<td>CRN2</td>
<td>CGN1</td>
<td>ACKP</td>
<td>CHAN</td>
<td>CRN1</td>
<td>101000000</td>
<td>192.168.100.3</td>
<td>192.168.100.2</td>
</tr>
</tbody>
</table>

Source ID: CRN#, CGN#
Destination ID: CRN#, CGN#
Message type: RQST, RSPD, RSPP, ACKW, ACKP
Message status: REGI, CHAN, TERM, RESU
Communication target: CRN#, FRS#, EFJ#, SNET

---

Case 1: The desired destination CRN2 is not in service (i.e., CRN2 has not registered yet per CGN1’s knowledge).

Case 2: CRN2 has registered to CGN1, but it is in communication.

Case 3: CRN1 ↔ CRN2 Both CRN1 and CRN2 registered to CGN1, and they belong to the same subnet. There is a common channel they can use for direct comm.

Case 4: CRN1 ↔ CGN1 ↔ CRN2 Both CRN1 and CRN2 registered to CGN1, and they belong to the same subnet. There is no common channel they can use for direct comm. But they can comm. via CGN1.
Table 5.1: Control Messages Exchanged between CRN and CGN (Continued)

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Control Messages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nodes Behavior</strong></td>
<td><strong>Message direction</strong></td>
</tr>
<tr>
<td><strong>Request link set-up with CRN2</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Request to access Internet</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.4: Software/Hardware Architecture of Implemented CG Node

- **Waveform Identification**
  - **File name:** cg_wr_phy.m
  - **Software:** MATLAB
  - **Function:** Extract Fc, MOD, Rs for digital signals; extract Fc, MOD, BW, CTCSS for FM signals; send them to the socket opened in cg_fsm.py in a format of “waveform Fc MOD…”

- **Central Controller (CC)**
  - **Main file name:** cgn_fsm.py
  - **Software:** PYTHON
  - **Software architecture:** single thread, FSM
  - **Functions:** listen commands from cg_wr_phy.m and cgn_mac.py, process requests from different users, including scenario analysis, database maintenance, user mobility & link status & channel status management, decision making, and launching appropriate processes for signaling, waveform transformation etc.
  - **Major states:** waveform, analyze, quit, exit

- **Up to Link Layer WT**
  - **Files:** ch0_tunnel.py, ch1_tunnel.py
  - **Applicable cases:** FRS ↔ E90 analog modes

- **Up to Network Layer WT**
  - **Files:** ch0_net_tunnel.py, ch1_net_tunnel.py
  - **Applicable cases:** CRN1 ↔ CGN1 ↔ CRN2, same subnet, different waveforms

- **User Commands**
  - #1. register
  - #2. request CRN#/SNET
  - #3. resume, #4. release, #5. quit, #6. exit

- **Cognitive Radio Node FSM**
  - **Main file name:** crn_fsm.py
  - **Software:** PYTHON
  - **Software architecture:** single thread, FSM
  - **Functions:** listen commands from user and crn_mac.py, prepare control messages, launch (and kill) appropriate processes for signaling and communications
  - **Major states:** register, request, resume, release, start_comm, resume_comm, quit, exit

- **Digital Transceiver Paths with CSMA**
  - **File name:** crn_comm_tunnel.py
  - **Files called:** transmit_path.py, receive_path.py
  - **Function:** transmit payloads from TUN/TAP receive payloads and put them into TUN/TAP

**Socket**

- **Signal Executing**
  - **File name:** crn_mac.py
  - **Software:** PYTHON
  - **Functions:** receive control messages, make a preliminary analysis, send key message content to the socket of CC for scenario analysis, transmit the responses prepared by the center controller

- **PHY Analog ↔ Analog WT**
  - **File name:** Framework.py
  - **analog gateway mode**
  - **Applicable cases:** FRS ↔ FRS, FRS ↔ E90 analog modes

- **One USRP**

- **Two USRPs**

---

Figure 5.5: Software/Hardware Architecture of Implemented CR Node

- **Cognitive Radio Node FSM**
  - **Main file name:** crn_fsm.py
  - **Software:** PYTHON
  - **Software architecture:** single thread, FSM
  - **Functions:** listen commands from user and crn_mac.py, prepare control messages, launch (and kill) appropriate processes for signaling and communications
  - **Major states:** register, request, resume, release, start_comm, resume_comm, quit, exit

- **Digital Transceiver Paths with CSMA**
  - **File name:** crn_comm_tunnel.py
  - **Files called:** transmit_path.py, receive_path.py
  - **Function:** transmit payloads from TUN/TAP receive payloads and put them into TUN/TAP

- **GUI Callback**
  - **File name:** crn_gui_callback.py
  - **Function:** open a socket and listen, display the information from crn_mac.py

**Socket**

- **Signal Executing**
  - **File name:** crn_mac.py
  - **Software:** PYTHON
  - **Functions:** transmit the control messages prepared by CRN FSM, receive response messages from CGN, send “start_comm” or “resume_comm” command to CRN FSM after successfully transmitting ACKW or ACKP messages, send messages back to screen, displaying real-time processing status

**One USRP**
Table 5.2: Representation of “communication channel preference”

<table>
<thead>
<tr>
<th>Band</th>
<th>Communication channel availability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>channel 8</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

The software/hardware architectures of implemented CGN and CRN are given in Figure 5.4 and Figure 5.5, respectively. The main functions of both CGN and CRN start with opening a listening socket. Based on the command and/or data received from the socket, the main function will enter one of its finite states and execute the corresponding tasks under that state. To perform the tasks, the main function may need to launch other processes. For example, both CGN and CRN need a signaling executor to take charge of the control message exchanges. The control messages contain the information which will determine the direction of the main programs. In certain situations the signaling executors will send back data to the main function via sockets. Appendix 5-A provides the screen snapshots for CGN and CRN. These screen snapshot are obtained during the service procedure for a waveform pair of CRN→SNET.

The flow-graph of a CGN refers to Figure 3.3. Although the WFQ scheduling scheme for multiple links and the periodic information exchange among CGs have not been implemented in the current prototype, we have developed the dynamic tables in the central controller for the purpose of managing user status, requested applications, and link status. The entry formats of these tables are given in Table 5.3. Figure 5.6 shows the diagram of CR user states maintained by CGN and the transition relationship between these states.

Figure 5.6: CR User State Diagram Maintained by CGN
Table 5.3: Dynamic Tables Maintained by a CGN

<table>
<thead>
<tr>
<th>Cognitive radio node status table (example)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRN ID</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>CRN1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Status table of requested applications (example)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform pair</td>
</tr>
<tr>
<td>CRN1→CRN2</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Link status table (example)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform pair</td>
</tr>
<tr>
<td>CRN1→CRN2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internal IP addresses for the Nodes at Band# (example)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal IP address</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>192.168.100.2</td>
</tr>
<tr>
<td>192.168.100.1</td>
</tr>
</tbody>
</table>
5.3 OTA Experimental Results

The link setup time depends on the service ability of a cognitive gateway node and also the population of users. Link setup time should be counted from the instant when the user begins to send “request” till the instant when the communication link is ready. For a CR user, the link setup time should be the sum of the following time slots:

1. The time for a CR user to find an available channel, and this is related to the number of channels and the arriving rate of users (including PU and SU);
2. Waiting time before getting served;
3. Service time (i.e. request processing time).

In the laboratory conditions, I measure the link (call) set-up time at a given system setting. It is easy to measure the link set-up time when there is no resource (including channel, CGN’s hardware and processing ability) competition. So this result should be the minimal required link set-up time, which can only be a reference time. Since it is hard to realize all the possible scenarios in the laboratory conditions, it is necessary to do a theoretical analysis to help evaluate CG’s performance.

<table>
<thead>
<tr>
<th>Table 5.4: Experiment Setup Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRN1</td>
</tr>
<tr>
<td>CGN1</td>
</tr>
<tr>
<td>CRN1 &amp; CGN1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Using the above settings and waveform identification strategy ① addressed in Section 3.6, the link set-up time for the waveform pair of “FRS↔FRS”, without resource competition, has been measured. The result is 3.55078 seconds. And a majority of the link set-up time for the “FRS↔FRS” pair has been consumed in the waveform identification stage, which takes 3.5107s. We captured the MATLAB time report in Appendix 5-B. From the results we can see that data collection and loading samples from hard disk consume lots of time. This portion of time consumption can be greatly reduced by employing memory-based data access methods. In addition, we measured the link set-up time when CRN1 requested to access Internet, which means the waveform pair of “CRN↔SNET”. The measurement result is 2.7 seconds, which is detailed in Table 5.5. These results are collected in CRN1 when CGN1 adopts waveform
identification strategy. The control messages are transmitted by DBPSK with a symbol rate of 40k baud.

<table>
<thead>
<tr>
<th>Processes in CRN1</th>
<th>System Time in CRN1</th>
<th>Where is the time displayed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The command “request SNET” is received by the FSM of CRN1.</td>
<td>1260951102.9</td>
<td>Interface for the FSM of CRN1</td>
</tr>
<tr>
<td>CRN1 gets the response from CGN1. “Channel” and “IP address” have been allocated.</td>
<td>1260951104.44</td>
<td>Interface for callback information displaying in CRN1</td>
</tr>
<tr>
<td>The FSM of CRN1 gets the command “start_comm” from “Signaling Executor”.</td>
<td>1260951104.51</td>
<td>Interface for the FSM of CRN1</td>
</tr>
<tr>
<td>The FSM of CRN1 informs its operator of “The requested link has been set up and it is ready for starting the application program.”</td>
<td>1260951105.6</td>
<td>Interface for callback information displaying in CRN1</td>
</tr>
</tbody>
</table>

Link Set-up Time is: 1260951105.6-1260951102.9=2.7 seconds

5.4 Theoretical Performance Evaluation Using Queuing Theory

The service process of a CG can be modeled as the two-stage tandem queue [119, 121] displayed in Figure 5.7. As we addressed in Section 4.2, both Queue 1 and Queue 2 are single-server queues, which employ evenly weighted fair queuing (WFQ) discipline. Queue 1 has \(N_{ch,pu}\) traffic flows, which are characterized as independent Poisson arrival processes of primary users’ (PUs’) requests with the same mean rate of \(\lambda_1\). Since the waveform identifier cyclically serves the requests from different channels and instantaneously switches from one channel to the next after a deterministic service time of \(\tau_1\), it can be modeled as a single equivalent queue with a specific service discipline. The arrival process to this queue is the sum of the \(N_{ch,pu}\) independent Poisson traffic flows; thus it is still a Poisson process and its mean rate is \(N_{ch,pu}\lambda_1\) [119]. It is important to note that the service time is the time that the WR spends in identifying an FRS signal and extracting its CTCSS value. Thus, under the same signal-to-noise ratio (SNR) level and the same implementation platform for WR, the service time \(\tau_1\) can be approximately regarded as a constant value. Additionally, in a CG, the requests arrived during the service time will not be buffered. Therefore, Queue 1 can be described as an M/D/1/1 model [119, 122].

The request arrivals and WR service completion events happening in Queue 1 are depicted by the time diagram in Figure 5.8. The applications (i.e. waveform pairs) that are figured out in Queue 1 will arrive in Queue 3. It is necessary to analyze the service completion process of Queue 1. We can see that the process of served arrivals is a
process with the generic renewal time equal to $\tau_1 + \varepsilon_1$, where $\varepsilon_1$ is the residual inter-arrival time excluding the fixed service time [122]. Because of the memoryless property of the exponential distribution, $\varepsilon_1$ is exponential with a mean value of $1/(N_{ch,pu} \lambda_1)$. The served arrival departs Queue 1 after a deterministic service time $\tau_1$. Thus, the service completion process (i.e. the departure process) in terms of the inter-arrival time between subsequent service completion events is also a process with the generic renewal time equal to $\tau_1 + \varepsilon_1$.

Figure 5.7: Modeling a CG by a Two-stage Tandem Queue

Figure 5.8: Time diagram of arrivals and service completion events
An M/D/1/1 queue has only two states because the departing event will always leave the system empty until the next request arrives. This leads to the equilibrium state probabilities for Queue 1 at any arbitrary instant to be

\[ P_{1,0} = \frac{E[\xi_1]}{\tau_1 + E[\xi_1]} = \frac{1}{1 + N_{ch, pu} \lambda_1 \tau_1} = \frac{1}{1 + \rho_1}, \]

\[ P_{1,1} = \frac{\tau_1}{\tau_1 + E[\xi_1]} = \frac{N_{ch, pu} \lambda_1 \tau_1}{1 + N_{ch, pu} \lambda_1 \tau_1} = \frac{\rho_1}{1 + \rho_1} \]

In the above equations, \( \rho_1 = \lambda_{ch, pu} \) is the traffic intensity offered to Queue 1. The blocking probability and the throughput (i.e. carried traffic) of Queue 1 will be:

\[ P_{1,B} = P_{1,1} = \frac{\rho_1}{1 + \rho_1}, \quad P_{1,C} = \rho_1 (1 - P_{1,B}) = \frac{\rho_1}{1 + \rho_1} \]

In a similar way, Queue 2 can be modeled as an M/D/1/1 queue. The equilibrium state probabilities for Queue 2 at any arbitrary instant are:

\[ P_{2,0} = \frac{1}{1 + \rho_2}, \quad P_{2,1} = \frac{\rho_2}{1 + \rho_2}, \quad \text{where} \quad \rho_2 = N_{ch, su} \lambda_2 \tau_2 \]

And the blocking probability and the throughput of Queue 2 will be:

\[ P_{2,B} = P_{2,1} = \frac{\rho_2}{1 + \rho_2}, \quad P_{2,C} = \rho_2 (1 - P_{2,B}) = \frac{\rho_2}{1 + \rho_2} \]

Next, we will consider a simplified case for Queue 3. As shown in Figure 5.7, we consider only three application classes for Queue 3. Specifically, application class 1 is “FRS→FRS” pairs, which are from Queue 1; application class 2 is “CRN#→SNET” pairs from Queue 2; application class 3 is “CRN#→CRN#” pairs (whose communication links are setup via CG) from Queue 2. The first two application classes need only one USRP board, while application class 3 needs two USRP boards. To model Queue 3, we make some assumptions: (1) there are three USRP boards available for waveform transformation, which means Queue 3 has three servers; (2) the service processes for these three application classes are exponentially distributed with mean values of \( 1/\mu_1 \), \( 1/\mu_2 \), \( 1/\mu_3 \), respectively; (3) the mean arrival rates of these three application classes are \( \lambda_{31} \), \( \lambda_{32} \), \( \lambda_{33} \), respectively; (4) if the three servers are all busy, the new arrivals will be blocked; (5) for simplicity, a first-come-first-served (FCFS) discipline is applied to Queue 3. Thus, Queue 3 can be modeled as a G/M/3/3 queue [119, 120] with three classes of applications. The states of Queue 3 and the transition between these states can be approximately described by the Markov chain in Figure 5.9, where the circles stand for the states. For example, “state 0” means all the servers are idle; “state 1_1” means there is one server working and this server is working for application class 1; “state 3_13” means all three servers are busy, one of them is working for application class 1 and two of them are serving application class 3. Queue 3 has 13 states in total. The block
probability equals the sum of the probabilities for “state 3_13”, “state 3_23”, “state 3_111”, “state 3_112”, “state 3_122”, and “state 3_222”.

From Figure 5.9, we can get thirteen equilibrium state equations.

\[ P_{3,0}(\lambda_{31} + \lambda_{32} + \lambda_{33}) = P_{3,1,1}\mu_1 + P_{3,1,2}\mu_2 + P_{3,2,3}\mu_3 \]
\[ P_{3,1,1}(\lambda_{31} + \lambda_{32} + \lambda_{33} + \mu_1) = P_{3,0}\lambda_{32} + P_{3,2,11} \cdot 2\mu_1 + P_{3,2,12}\mu_2 + P_{3,3,13}\mu_3 \]
\[ P_{3,1,2}(\lambda_{31} + \lambda_{32} + \lambda_{33} + \mu_2) = P_{3,0}\lambda_{32} + P_{3,2,22} \cdot 2\mu_2 + P_{3,2,12}\mu_1 + P_{3,3,23}\mu_3 \]
\[ P_{3,2,11}(\lambda_{31} + \lambda_{32} + 2\mu_1) = P_{3,1,1,1}\lambda_{31} + P_{3,3,111} \cdot 3\mu_1 + P_{3,3,112}\mu_2 \]
\[ P_{3,2,12}(\lambda_{31} + \lambda_{32} + \mu_1 + \mu_2) = P_{3,1,1}\lambda_{32} + P_{3,3,122}\mu_1 + P_{3,3,111} \cdot 2\mu_1 + P_{3,3,112} \cdot 2\mu_2 \]
\[ P_{3,2,22}(\lambda_{31} + \lambda_{32} + 2\mu_2) = P_{3,2,22}\lambda_{32} + P_{3,3,112}\mu_1 + P_{3,3,122} \cdot 3\mu_2 \]
\[ P_{3,2,3}(\lambda_{31} + \lambda_{32} + \mu_3) = P_{3,0}\lambda_{33} + P_{3,3,13}\mu_1 + P_{3,3,23}\mu_2 \]
\[ P_{3,2,11}\lambda_{31} = P_{3,3,111} \cdot 3\mu_1 \]
\[ P_{3,2,22}\lambda_{32} = P_{3,3,222} \cdot 3\mu_2 \]
\[ P_{3,3,112}(2\mu_1 + \mu_2) = P_{3,2,11}\lambda_{32} + P_{3,2,12}\lambda_{31} \]
\[ P_{3,3,122}(\mu_1 + 2\mu_2) = P_{3,2,22}\lambda_{31} + P_{3,3,12}\lambda_{32} \]
\[ P_{3,3,13}(\mu_1 + \mu_3) = P_{3,1,1}\lambda_{33} + P_{3,3,23}\lambda_{31} \]
\[ P_{3,3,23}(\mu_2 + \mu_3) = P_{3,1,2}\lambda_{33} + P_{3,3,3}\lambda_{32} \]

In addition, the sum of all the state probabilities should equal 1. Based on these equations, we can get a matrix equation in (4-1), i.e. \( AP_3 = b \), where \( A \) is a 13×13 matrix,
$P_3$ is a column vector including the 13 state probabilities for Queue 3, and $b$ is a constant column vector including 13 numbers. If $|A| \neq 0$, the matrix equation (4-1) has a deterministic solution:

$$p_{3k} = \frac{|A_k|}{|A|} \quad (k = 1, 2, 3, \ldots, 13)$$

$p_{3k}$ is the kth element of the column vector $P_3$, and $A_k$ is obtained by replacing the kth column of the matrix $A$ by the constant column vector $b$. In Queue 3, the block probabilities for the three application classes are:

- $P_{3B,1} = P_{3B,2} = P_{3,3,13} + P_{3,3,23} + P_{3,3,111} + P_{3,3,222} + P_{3,3,112} + P_{3,3,122}$
- $P_{3B,2} = P_{3,3,13} + P_{3,3,23} + P_{3,3,111} + P_{3,3,222} + P_{3,3,112} + P_{3,3,122}$
- $P_{3B,3} = 1 - P_{3,0} - P_{3,1,1} - P_{3,1,2}$

The above analysis for Queue 3 is based on an FIFS service discipline. When priorities are taken into account, the analysis process follows that of [123-125].
\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\lambda & -\mu_1 & -\mu_2 & 0 & 0 & 0 & -\mu_3 & 0 & 0 & 0 & 0 \\
-\lambda_{31} & \lambda + \mu_1 & 0 & -2\mu_1 & -\mu_2 & 0 & 0 & 0 & 0 & 0 & -\mu_3 \\
-\lambda_{32} & 0 & \lambda + \mu_2 & 0 & -\mu_1 & -2\mu_2 & 0 & 0 & 0 & 0 & -\mu_3 \\
0 & -\lambda_{31} & 0 \sum_{i=1}^{2} \lambda_{3i} + 2\mu_1 & 0 & 0 & 0 & -3\mu_1 & -\mu_2 & 0 & 0 & 0 \\
0 & -\lambda_{32} & 0 \sum_{i=1}^{2} \lambda_{3i} + 2\mu_2 & 0 & 0 & 0 & -3\mu_1 & -\mu_2 & 0 & 0 & 0 \\
-\lambda_{33} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\lambda_{31} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\lambda_{32} & -\lambda_{31} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\lambda_{32} & -\lambda_{31} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{33} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\lambda_{33} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
P_{3,0} \\
P_{3,1,1} \\
P_{3,1,2} \\
P_{3,2,1,1} \\
P_{3,2,1,2} \\
P_{3,2,2,1} \\
P_{3,3,1,1} \\
P_{3,3,1,1,2} \\
P_{3,3,1,2,2} \\
P_{3,3,1,2,3} \\
P_{3,3,2,2,2} \\
P_{3,3,2,2,3} \\
P_{3,3,2,3} \\
P_{3,3,3,23} \\
\end{pmatrix}
= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ \end{pmatrix}
\tag{5-1}
\]
Appendix 5-A

Screen snapshots for a cognitive radio node (CRN):

(1) Interface for a CR user to input commands:

```
root@cwtlnj6-laptop:/workspace/chenq_workspace/cg_sdr_node# telnet localhost 60600
Trying 127.0.0.1...
Connected to localhost.
Escape character is '^]'.
```

```
register
request SNET
```
(2) Interface for the FSM of a CRN:

The previous sdr_mac.py has been terminated.
The previous sdr_comm_tunnel.py has been terminated.
This node has been registered to the CG node named: CGN1 4
SDR1 is requesting a channel from CGN1 for comm with SNET
CGN1SDR1ROSTCHANWSNET00000000
connected from: ('127.0.0.1', 41479)
10 bytes from ('127.0.0.1', 41479)
new data is: start_comm

command: start_comm
The time of starting comm is: 1260951104.51
link set-up time is: 1.60639595985
14283 pts/4  Rsl+  0:00 python ./sdr_mac.py
sdr_mac.py are *still* running, killing it.....
The previous sdr_mac.py has been terminated.
The previous sdr_comm_tunnel.py has been terminated.
current center frequency is: 900000000
comm dst id is: SNET 4
sdr_comm uses modulation: dbpsk <type 'str'>
sdr_comm uses bit rate (bps): 100000 <type 'int'>
types: <type 'str'> <type 'str'>
the command to be executed: sudo gnome-terminal --geometry +1280+1280 -x ./sdr_c
omm_tunnel.py -m dbpsk -f 9000000000 -r 100000 -T A -R A -c 40 -v &

(3) Interface for signaling execution or digital communications:

Tx: len(payload) = 66
Rx: ok = True  len(payload) = 42
Tx: len(payload) = 42
Bchannel is busy, begin to back-off
current delay is: 0.002
self.resume is 0.002
hello
Bchannel is busy, begin to back-off
current delay is: 0.004
self.resume is 0.004
hello
Bchannel is busy, begin to back-off
current delay is: 0.008
self.resume is 0.008
hello
Bchannel is busy, begin to back-off
current delay is: 0.016
self.resume is 0.016
hello
Rx: ok = True  len(payload) = 66
Tx: len(payload) = 66
Tx: len(payload) = 66
Rx: ok = True  len(payload) = 66
(4) Interface for callback information displaying in a CRN:

This is a temporary interface.

Create a TCP socket for listening info back from underlying processes.
TCP port is 68001
TCP interface is all
client connected: ('127.0.0.1', 47062)
Registration finished!!quit
current system time is: 1266951089.91
client connected: ('127.0.0.1', 47063)
Channel has been allocated!!center frequency:908880000 bandwidth: 200kHzLocal IP addresses have been allocated!!SDR1:192.168.100.2 SNET:192.168.160.1quit
current system time is: 1266951104.44
client connected: ('127.0.0.1', 47065)
Comm link between SDR1 and SNET will be set up.Please start the application program!!quit
current system time is: 1266951105.6

Screen snapshots captured during the procedure that a CRN is browsing the Internet webpage via a CGN:
Screen snapshot for a cognitive gateway node (CGN):
Appendix 5-B

Matlab profile report for ten iterations of waveform identification for an FRS signal:

![Profiler Interface](image.png)

Profile Summary
Generated 24-Nov-2009 23:18:37 using cpu time

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time*</th>
<th>Total Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>ca_wr_phy_test</td>
<td>1</td>
<td>35.107 s</td>
<td>15.931 s</td>
<td></td>
</tr>
<tr>
<td>ca_fm_ccss_detector_f</td>
<td>10</td>
<td>16.511 s</td>
<td>14.251 s</td>
<td></td>
</tr>
<tr>
<td>unwrap&gt;local.unwrap</td>
<td>20</td>
<td>0.885 s</td>
<td>0.885 s</td>
<td></td>
</tr>
<tr>
<td>fmdemd</td>
<td>10</td>
<td>2.259 s</td>
<td>0.579 s</td>
<td></td>
</tr>
<tr>
<td>hilbert</td>
<td>10</td>
<td>0.579 s</td>
<td>0.579 s</td>
<td></td>
</tr>
<tr>
<td>psd</td>
<td>20</td>
<td>0.868 s</td>
<td>0.463 s</td>
<td></td>
</tr>
<tr>
<td>angle</td>
<td>20</td>
<td>0.463 s</td>
<td>0.463 s</td>
<td></td>
</tr>
<tr>
<td>hist</td>
<td>10</td>
<td>0.406 s</td>
<td>0.348 s</td>
<td></td>
</tr>
<tr>
<td>Carrier_sensing_psd_f</td>
<td>10</td>
<td>1.048 s</td>
<td>0.348 s</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>30</td>
<td>0.232 s</td>
<td>0.232 s</td>
<td></td>
</tr>
<tr>
<td>adn_classifier_f</td>
<td>10</td>
<td>0.811 s</td>
<td>0.174 s</td>
<td></td>
</tr>
<tr>
<td>unwrap</td>
<td>20</td>
<td>0.365 s</td>
<td>0.174 s</td>
<td></td>
</tr>
<tr>
<td>guessesrmsgid</td>
<td>20</td>
<td>0.174 s</td>
<td>0.116 s</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>80</td>
<td>0.116 s</td>
<td>0.116 s</td>
<td></td>
</tr>
<tr>
<td>signal/private/psdchk</td>
<td>20</td>
<td>0.232 s</td>
<td>0.116 s</td>
<td></td>
</tr>
<tr>
<td>__________</td>
<td>10</td>
<td>0.116 s</td>
<td>0.116 s</td>
<td></td>
</tr>
</tbody>
</table>
### Profiler

**cg_wr_phy_test**

Generated: 24-Nov-2009 23:00:25 using cpu time.

M-script in file: /root/depots/new_cg_wr/cg_wr_phy/cg_wr_phy_test.m

Open new window for comparing multiple runs.

### Refresh

- Show parent functions
- Show busy lines
- Show child functions
- Show M-Lint results
- Show file coverage
- Show function listing

### Lines where the most time was spent

<table>
<thead>
<tr>
<th>Line Number</th>
<th>Code</th>
<th>Calls</th>
<th>Total Time</th>
<th>% Time</th>
<th>Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>296</td>
<td>close_index-cg_fn_ctcss_detect...</td>
<td>10</td>
<td>16.569 s</td>
<td>47.2%</td>
<td></td>
</tr>
<tr>
<td>132</td>
<td>unix(sprintf('./run_use.sh %d...</td>
<td>10</td>
<td>3.592 s</td>
<td>10.2%</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>imag_vector=load('img_part');</td>
<td>10</td>
<td>3.476 s</td>
<td>9.9%</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>unix(sprintf('./run_use.sh %d...</td>
<td>10</td>
<td>3.476 s</td>
<td>9.9%</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>real_vector=load('real_part');</td>
<td>10</td>
<td>3.244 s</td>
<td>9.2%</td>
<td></td>
</tr>
<tr>
<td>All other lines</td>
<td></td>
<td></td>
<td>4.750 s</td>
<td>13.5%</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td>35.107 s</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

### Children (called functions)

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Function Type</th>
<th>Calls</th>
<th>Total Time</th>
<th>% Time</th>
<th>Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>co_fn_ctcss_detector_f</td>
<td>M-function</td>
<td>10</td>
<td>15.511 s</td>
<td>47.0%</td>
<td></td>
</tr>
<tr>
<td>Carrier_sensing_psd_f</td>
<td>M-function</td>
<td>10</td>
<td>1.043 s</td>
<td>3.0%</td>
<td></td>
</tr>
<tr>
<td>adn_classifier_f</td>
<td>M-function</td>
<td>10</td>
<td>0.811 s</td>
<td>2.3%</td>
<td></td>
</tr>
<tr>
<td>psd</td>
<td>M-function</td>
<td>10</td>
<td>0.637 s</td>
<td>1.8%</td>
<td></td>
</tr>
<tr>
<td>close</td>
<td>M-function</td>
<td>10</td>
<td>0.116 s</td>
<td>0.3%</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>M-function</td>
<td>20</td>
<td>0.058 s</td>
<td>0.2%</td>
<td></td>
</tr>
<tr>
<td>Constellation_plot_f</td>
<td>M-function</td>
<td>10</td>
<td>0 s</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Self time (built-ins, overhead, etc)</td>
<td></td>
<td></td>
<td>15.931 s</td>
<td>45.4%</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td>35.107 s</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>
### Parents (calling functions)

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Function Type</th>
<th>Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>cg_wr_phy_test</td>
<td>M-script</td>
<td>10</td>
</tr>
</tbody>
</table>

### Lines where the most time was spent

<table>
<thead>
<tr>
<th>Line Number</th>
<th>Code</th>
<th>Calls</th>
<th>Total Time</th>
<th>% Time</th>
<th>Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>imag_vector=load('imag_part');</td>
<td>10</td>
<td>4.577 s</td>
<td>27.7%</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>unix(sprintf('/run_woo.sh %d', ...)</td>
<td>10</td>
<td>4.513 s</td>
<td>27.1%</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>real_vector=load('real_part'),</td>
<td>10</td>
<td>3.881 s</td>
<td>23.5%</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>fm_c=fm3end(fm3(real(Signature_Vs...</td>
<td>10</td>
<td>2.317 s</td>
<td>14.0%</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>fft_fm_2 =abs(fft(fm_2, length...</td>
<td>10</td>
<td>0.463 s</td>
<td>2.8%</td>
<td></td>
</tr>
<tr>
<td>All other lines</td>
<td></td>
<td></td>
<td>0.753 s</td>
<td>4.6%</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td>16.511 s</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

### Children (called functions)

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Function Type</th>
<th>Calls</th>
<th>Total Time</th>
<th>% Time</th>
<th>Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>fm3end</td>
<td>M-function</td>
<td>10</td>
<td>2.259 s</td>
<td>13.7%</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>M-function</td>
<td>10</td>
<td>0 s</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Constellation_plot_t</td>
<td>M-function</td>
<td>10</td>
<td>0 s</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>M-function</td>
<td>20</td>
<td>0 s</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Self time (built-ins, overhead, etc).  </td>
<td></td>
<td></td>
<td>14.251 s</td>
<td>86.3%</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td></td>
<td>16.511 s</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 6: Conclusions

6.1 Dissertation Summary

Originally motivated by the lack of communication interoperability problem encountered by the public safety first responders in the disaster scenarios, and later inspired by the sound vision of future wireless mobile communication system in 4G, the author of this dissertation aims at designing a class of special cognitive nodes, named “Cognitive Gateways (CGs)”, which can be easily set up and work in either ad-hoc or infrastructure mode to provide seamless ubiquitous connectivity among heterogeneous communication systems complying with dissimilar air interfaces or standards. On the road towards this challenging goal, the author has made the following contributions in this dissertation.

A cognitive gateway has been proposed, designed, built, and tested to facilitate universal interoperability among incompatible waveforms. Located in places where various communication nodes and diverse access networks coexist, the CG works like a network server with the differentiated service (DiffServ) architecture to provide automatic traffic relaying and link establishment. The service process in a CG is usually initiated by the users who send requests by their own waveforms. The complete operating procedure of a CG has been depicted as a waveform-oriented cognition loop, which is primarily executed by eight modules together. These modules are waveform identifier, scenario analyzer, waveform & user databases, decision maker, forwarding & routing tables, central controller (including logic link controller and resource manager), generic application programming interfaces (APIs), and waveform converter. The major functions of a CG waveform identifier include user request awareness, waveform pair identification, and environment observation. The waveform identifier extracts necessary parameters from the detected request signal and works with the scenario analyzer to identify the waveform pair (source waveform and destination waveform) that the CG needs to interconnect. In addition, it provides the radio environment information as the reference for waveform negotiation. After checking the local forwarding and routing tables and performing a waveform negotiation process, the decision maker and central controller determine the route between the requested waveform pair and the waveforms that will be used for each link of this route, taking into consideration capabilities of nodes in the route, availability of needed resources, concurrency of ongoing links, and the priority of this application. Based on the decision result, the central controller will allocate appropriate resources to implement the application and
meet its QoS requirements to the best of a CG’s ability. Then, the system configuration profiles and necessary control commands will be generated to launch corresponding platforms for waveform transformation, thereby establishing communication links between different users. For the convenience of discussion, the “source-CG-destination” snapshot has been extracted from the entire network. Although this snapshot considers only neighboring nodes which are one-hop away from the CG, it is scalable to form larger networks. From Chapter 2 to Chapter 5, the author has investigated the key enabling technologies for such a snapshot.

This dissertation considers primarily enabling the interoperation of four types of nodes (i.e. legacy public safety radios, P25-compliant radios, standard TCP/IP-based nodes, and user-developed cognitive radio nodes) via the aid of CGs, but actually cognitive gateways are extendable and upgradable to accommodate more waveforms. The declared universal interoperability is enabled by the generic waveform representation format and the reconfigurable software defined radio platform. The important term “waveform” has been defined as a protocol stack specification suite in Chapter 1. This definition accords with the trend of all IP-based solution for the future communication systems. In Chapter 2, the author gives a generic waveform representation format based on the five-layer TCP/IP protocol stack architecture. This format can represent the waveforms used by Ethernet, WiFi, cellular system, P25, cognitive radios (CRs), etc. This architecture possesses three advantages: (1) clear hierarchy/layering is efficient for parameter extraction at the system configuration stage; (2) it is flexible to adapt to different waveforms and open for future modification; (3) it is platform independent. In addition, the similar idea has been applied to the design of the generic API to meet specific requirements for different applications. The generic APIs play an important role in conveying the information for waveform pair configuration, platform pair configuration, and link behavior control. A reference representation format for GNU Radio plus USRP based waveform platform format is also given in this Chapter. Because of the reasons enumerated at the end of Section 2.4, XML has been selected to describe the configuration profiles.

A significant advantage of CG over other interoperability solutions lies in its autonomy, which is contributed to by appropriate signaling processes and automatic waveform identification. In the proposed “source-CG-destination” snapshot, if requesting the services from CGs, the clients will send waveforms containing the necessary information for a CG to process their requests. These requests are transmitted during the signaling procedures. A series of signaling procedures between CG and clients is necessary for the accomplishment of CG discovery, user registration and un-registration, link
establishment, communication resumption, service termination, route discovery, etc. From the waveforms conveyed during the signaling procedures, the waveform identifier extracts the parameters that can be used for a CG to identify the source waveform and the destination waveform. These parameters are called “waveform indicators”. The above issues have been detailed in Chapter 3 and here are the summaries.

- **Waveform indicator selection**: the author analyzed the four types of waveforms of interest and confirmed the rationality of containing waveform indicators in a user’s requests. The selection of waveform indicators primarily follows two principles: (1) *make use of the existing features or information embedded in the waveforms that a node can support; if changes are inevitable and necessary, minimal changes should be made.* For standard waveforms, the change might be a new utilization method of the existing features. For the user-developed CRs, the changes might be different transmission manners like the time interval between consecutive packets or the size of an individual packet. (2) *The information that can indicate the waveform type should be represented in a format which can be interpreted by a CG with satisfactory accuracy and acceptable time consumption.* In Section 3.1, the author outlines the waveform indicators for different types of communication initiators.

- **A complete service process**: the detailed service process differs for different types of communication initiators. In our discussion, user-developed cognitive radio users are allowed to dynamically share the spectrum licensed to public safety radios as secondary users. Thus, the communication initiator is either a primary user (PU) or a secondary user (SU). The difference in privileges, channel utilization methods, and capabilities make the service process initialized by a PU different from that initialized by a SU. In particular, the author details the service process initialized by a legacy public safety radio (LPSR) and that initialized by a CR. An LPSR sets the CTCSS (Continuous Tone-Coded Squelch System) value to correspond with the communication target, and then pushes the button to send its request. For a CR, the entire process is much more complicated. CR exploits a reactive CG discovery mechanism by choosing a vacant signaling channel (i.e. control channel) to broadcast a request registration message. The registration process provides convenience for user tracking and network resource (particularly spectrum) management. In addition, the author describes the MAC layer flow-graph adopted by a CR node during the signaling process for registration, link establishment, link resuming, and link termination, and during its communications with other CR nodes. Further, the author analyzes the possible cases that may happen when a CR user requests to communicate with another CR user and also the possible outcomes of
channel negotiation performed between the CG and CR source & destination. Furthermore, channel division, and the operations for communication resumption and link termination have been briefly addressed. As a summary of Section 3.2, the author gives a generalized flow-graph which depicts the major operations of a CG and includes the process for all the four types of waveforms of interest.

- **Waveform identification:** CG uses a multi-layer waveform identifier to extract the waveform indicators from the signaling messages. The physical layer signal recognition is implemented by the **Universal Classification Synchronization (UCS)** system. UCS is a joint work by Ying Wang and the author of this dissertation. Both of us have included it in our dissertations as an important part of our contributions. UCS is conceived as a self-contained system which can detect, classify, synchronize with a received signal and provide all parameters needed for physical layer demodulation without prior information from the transmitter. Currently, it can accommodate the modulations including AM, FM, FSK, MPSK, QAM and OFDM. Also, it can be used in different multi-user access schemes. UCS is reconfigurable to provide adaptivity in various environments, extendable to accommodate more signal types, and transplantable to different platforms. In Section 3.4, the design and implementation details of a UCS have been presented. The designed system has been verified by a prototype using GNU Radio in Linux plus a Universal Software Radio Peripheral (USRP), as well as using MATLAB in a Windows-based Anritsu MS 2781A Signal Analyzer. In addition, performance for key components and the entire system has been evaluated in terms of accuracy, signal-to-noise ratio (SNR), and speed by theoretical analysis, computer simulations, and Over the Air (OTA) experiments. Furthermore, the author compares the features of different candidate platforms and discusses how to make a compromise decision on the specific platform where the UCS will be ported according to users’ requirements for cost, device size, accuracy, and processing speed. In CWT, the computational features of UCS algorithm have been analyzed and a GPP/DSP/FPGA hybrid architecture has been designed to achieve the optimal trade-offs between flexibility, modularity, scalability, and performance. Some students in CWT have made a good practice on the Lyrtech Small Form Factor (SFF) SDR platform to realize a hybrid implementation of UCS. With the aforementioned advantages, a UCS can be applied for various scenarios such as dynamic spectrum access (DSA), dynamic cellular cognitive system (DCCS), and distributed ad-hoc sensor network.

- **Comparison between UCS and ASC:** CG possesses the abilities of a Public Safety Cognitive Radio (PSCR), but it goes beyond the PSCR. An important difference
between CG and PSCR lies in their waveform identifiers. A CG uses the UCS to implement the physical layer waveform identification, while the sensor of a PSCR adopts the Adaptive Signal Classification (ASC) system, invented by Bin Le. In Section 3.5, the author makes an interesting comparison between UCS and ASC from different aspects.

- **Signaling process and mechanisms:** an underlying assumption for UCS is that the target signal is transmitted continually, which guarantees the UCS system can capture enough signal samples for recognition. However, in most cases the detection objects of a CG are signaling messages, which may not be transmitted continuously, thus it will be difficult to pick appropriate parameters for UCS. Generally speaking, the longer the signal lasts, the more accurate the waveform recognition results will be. But in most channel models, it is easier to receive a short message than a longer message. In order to ensure higher recognition accuracy, signaling efficiency, and lower signaling overhead, the author has addressed the key issues for signaling scheme design and their dependence on waveform identification strategy in Section 3.6. Specifically, the author analyzed the relationship between the durations of signaling messages for both LPSR & CR and the processing time required for different waveform identification strategies. In addition, the author gave a reference control message format for CR nodes. Further, based on the OTA experiment results under a certain waveform identification strategy, the author determined the modulation, symbol rate, transmission manner (including number of packets in sequence, size of a unit packet) that should be used for signaling messages.

Departing from the service queue of the waveform identifier(s), the accepted waveform pairs will enter the service queue of the waveform transformation (WT) system. In a CG, waveform transformation is the last step of the link establishment process. The resources (including hardware, software, and channels) required for transformation of waveform pairs, together with the application priority, constitute the major factors that determine the link control and scheduling scheme in a CG. In Chapter 4, the author first enumerates all the possible waveform pairs generated by the four waveform types of interest and roughly sorts their corresponding WT into five categories. Next, with the aid of the transceiver flow-graphs and MAC layer state diagrams, the author describes the details of implementing the typical four types of WT (including physical layer analog ↔ analog gateway, up to link layer digital ↔ digital gateway, up-to-network-layer digital gateway, and Voice over IP (VoIP) – an up to transport layer gateway) in a practical CG prototype. This CG is built on a host which is running the Linux Ubuntu Operating
System (OS), is installed with GNU Radio, and is equipped with a WiFi chip, an Ethernet adaptar and multiple USRPs. As the important basis for resource management, a CG needs to “keep in mind” the hardware and software resources required for each type of WT. In addition, the resource manager of a CG maintains a table which contains the mapping relationship between mother board serial number (SN), daughter board sides & types, and daughter board frequency ranges for each USRP connected to the CG host, and the real-time status of those USRP boards. Such a table facilitates automatic sub-device selection and the unique SN provides great convenience for hardware configuration. When a CG needs to process multiple applications with limited resources, the resource manager plays very important roles. The author finds that a CG can be regarded as a DiffServ system because the components of a CG function analogous to the elements of a DiffServ architecture for IP networks. Furthermore, a CG has been described as a two-stage tandem queuing system. The first-stage queue occurs in the waveform identifier and the second-stage queue happens before waveform conversion. In the first queue, the customers are “requests” from different clients, and they are served by the waveform identifier(s). In the second queue, the customers are “applications” (i.e. waveform pairs) which have been marked with WT classes and link priorities, and they wait for the waveform transformation service. Each stage of the tandem queue employs a weighted fair queuing (WFQ) discipline.

In Chapter 5, the author has introduced the CG prototype implemented on the basis of GNU Radio plus multiple USRPs and presents the test steps for the three different OTA experiments which are set up to validate the proposed functionalities for CG. In particular, the author provides miscellaneous implementation details for a CG prototype: (1) the control messages exchanged between CRN and CGN during the signaling processes for different scenarios; (2) the “communication channel preference” field embedded in a control message for channel negotiation; (3) the software/hardware architectures of implemented CGN and CRN; (4) the entry formats of dynamic tables maintained by the CG center controller for the purpose of managing user status, requested applications, link status, and internal IP addresses. One of the metrics used to evaluate a CG’s performance is link setup time, which depends on the service ability of a cognitive gateway node and also the population of users. In the laboratory conditions, the author measured the link (call) set-up time at a given OTA experiment setting when there is no resource competition. So this result should be the minimal required link set-up time. Since it is hard to realize all the possible scenarios in the laboratory conditions, it is necessary to do theoretical analysis to aid the performance evaluation for evaluate CGs. In the last section of Chapter 5, the service process of a CG is modeled as a two-stage tandem queue, where the waveform identifier queues at the first stage can be
described as M/D/1/1 models and the waveform converter queue at the second stage can be described as G/M/K/K model. Based on these models, the author derives the theoretical block probability and throughput of a CG.

6.2 Future Work

The dissertation ends in this chapter, but the research work related to cognitive gateway deserves further investigation. In this section, the author will briefly address some thoughts about future work.

- **Implement an MIMO version of UCS:** it has been mentioned in Section 3.4.6 that UCS 1.0, 2.0, and 3.0 all belong to Single Input Single Output (SISO) systems. If a multiple-input and multiple-output (MIMO) version of UCS could be implemented, overlapping signals from different emitters may be separated by locations. Thus, a MIMO version of UCS should be able to provide a better physical support for the detection of malicious nodes in a network. In addition, the results provided in Section 3.4 are based on AWGN channels. However, the practical wireless communication channels suffer from multipath fading effects, which can be combated by the MIMO technology. Thus, an MIMO version of UCS will be more useful in practical applications.

- **Traffic engineering and network planning:** in Section 5.4, the author has modeled a CG as a two-stage tandem queue and made a preliminary analysis about its theoretical performance in terms of block probability and throughput. The purpose of doing so is to provide the theoretical basis for network planning. Network planning includes at least two aspects: (1) given the populations of different types of users and the capabilities of CGs, how should the network planner arrange appropriate resources (e.g. number of CGs, number of servers in each CG) to meet the requirements for QoS; (2) considering the limitations for transmission power and/or effective communication ranges of CGs and different users, how should the network planner place the CGs. The first aspect contains traffic engineering, which is usually tackled by queuing theory. The solution to the second one may require the knowledge of graph theory. In Section 5.4, the author has simplified the link scheduling discipline, employed by the second stage queue, from WFQ to FIFS. In the future, it is necessary to quantize the WT classes and link priorities into the weights of WFQ and analyze a CG’s performance when it employs the WFQ discipline.

- **Enable the link layer cognition in a CG:** there are different link scheduling disciplines existing, such as FCFS, priority queuing, Round Robin, and WFQ. In
addition, the scheduling mechanism may follow a preemptive, non-preemptive, work-conserving, or non-work conserving manner. Furthermore, a scheduling discipline like WFQ may choose different weights for the various application classes. Thus, in the link layer of a CG, there are lots of “knobs” that can be tuned. The future work should include the implementation of different scheduling schemes and the development of a genetic algorithm to choose the optimal parameter combinations for link scheduling at specific application scenarios. Therefore, the link layer cognition of a CG can be achieved.

- **Improve the performance of a CG**: the performance of a “source-CG-destination” snapshot can be evaluated in terms of call (or link) setup time, call block probability, link capacity, and carried throughput. The OTA experimental results in Section 5.3 indicate that a majority of the link setup time has been consumed at the waveform recognition (WR) stage. Therefore, the WR strategy should be simplified; the method for data collection and sample loading should be greatly improved; the WR module should be moved to a speedy platform. As mentioned in Section 4.3, the service capability of the CG has been greatly limited by the single-carrier based WT method. A possible improvement method is using multicarrier modulation like OFDM to send multiple users’ traffic simultaneously. Further, in the cases that there are multiple types of users, OFDMA could serve as a possible solution. It will be a useful work to calculate the system capacities under different WT methods.

- **Cognition and cooperation**: the CG proposed in this dissertation can be applied to cooperative traffic relaying for both PUs and SUs, thus the network throughput can be greatly improved. When the author details the service process initialized by CR users, there are three possible outcomes from channel negotiation. It is obvious that the introduction of CG in the third case will help to throughput improvement. Researchers have done lots of interesting work about cooperative relaying [65, 66, 69, 126]. For example, reference [126] gives an overview about several cooperative protocols, such as amplify-and-forward relaying, two-way relaying, coherent relaying, and decode-and-forward relaying etc. We can utilize different levels of CGs’ capabilities into different cases. Cognition together with cooperation in wireless communication network is a promising research field [65, 69]. Two of the specific research topics are relay selection [127] and waveform determination for each relaying link. These are also related to the next-hop selection problem in multi-hop routing [128].
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